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Abstract. We provide a generic construction of blind signatures from
cryptographic group actions following the framework of the blind signa-
ture CSI-Otter introduced by Katsumata et al. (CRYPTO’23) in the con-
text of isogeny (commutative group action). We adapt and modify that
framework to make it work even for non-commutative group actions. As
a result, we obtain a blind signature from abstract group actions which
are proven to be secure in the random oracle model. We also propose an
instantiation based on a variant of linear code equivalence, interpreted
as a symmetric group action.
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1 Introduction

Blind signature, introduced by Chaum [26] in 1982, is an interactive protocol
between a signer, who holds a secret key, and a user, who holds a message, to
jointly create a signature on a message in such a way that the message is oblivious
to the signer at the signing time. Blind signatures have found many applications
such as in e-cash [26, 28], in e-voting [27, 49], and in blockchains [23, 41, 64],
and much more; see [37] and references therein for a rich list of applications and
references.

One approach to construct a blind signature is to design a Schnorr-like sigma
protocol [29] (or identification scheme) which has module structures [39] enabling
the randomization of the interaction. The Schnorr blind signature was general-
ized by Pointcheval and Stern [57] and Abe and Okamoto [2]. The security proof
of Abe and Okamoto contained a bug that has recently been fixed by Kastner,
Loss and Xu [44] who provided a generic proof for Abe-Okamoto style blind sig-
nature. At CRYPTO’23, Katsumata et al. [46] proposed the first isogeny-based
blind signature in the context of cryptographic group actions, called CSI-Otter,
inspired by the Abe-Okamoto’s construction in which Katsumata et al. utilized



the quadratic twist of an elliptic curve in a clever way to endow isogenies with
richer structure than abstract group actions, but still weaker than module struc-
tures, that enables the blindness. The security proof is hence followed from the
framework by Kastner et al. [44].

Cryptographic group actions were first introduced by Brassard and Yung [21]
in the context of one-way group actions. It was then considered independently
by Couveignes [31] in the context of hard homogeneous spaces and by Rostov-
sev and Stolbunov [59] in the context of isogeneous elliptic curves. This line
of research was largely ignored until the proposal of CSIDH by Castryck et
al. [24] in which the authors considered supersingular elliptic curves defined
over a large prime field, rather than to ordinary elliptic curves as in the previous
work of Couveignes [31] and Rostovsev-Stolbunov [59], on which most of efficient
isogeny-based constructions are based, such as CSI-FiSh signature [14], thresh-
old signature [36], ring signatures [13], group signature [12] and blind signature
CSI-Otter [46].

In the context of non-commutative group actions, there have been several
proposals that submitted to NIST’s recent call for additional post-quantum sig-
natures3, including MEDS [30], LESS [16], and ALTEQ [62], whose underlying
groups are either general linear group GL(n, q) (for the cases of MEDS and AL-
TEQ) or monomial matrix group Mon(n, q) (for the case of LESS). There have
been several analogous cryptographic constructions to the case of isogenies in this
context, such as (inefficient) threshold signature [8] and ring signatures [7, 17].
However, due to the non-commutativity of the underlying groups, the crypto-
graphic constructions in this setting are still limited. For example, public key
encryptions based on non-commutative group actions are only recently shown
with quantum ciphertexts [42].

Even though non-commutative group action constructions are less efficient
than the isogeny counterparts in terms of key/signature sizes, those schemes
however enjoy the efficiency in terms of implementation. Furthermore, actions by
“highly non-commutative” groups, such as symmetric and general linear groups,
enjoy the property that most known quantum algorithmic techniques do not work
for hidden subgroup problems for such groups [38]. These make non-commutative
group actions an appealing candidate for post-quantum cryptography, so it is
desirable to develop more advanced cryptographic schemes to increase crypto-
graphic functionalities based on them. In particular, it brings to us the following
question:

Can we construct a blind signature from non-commutative group actions?

1.1 Our Contribution

In this paper, we provide an affirmative answer to the above question. Our
contribution in this paper is two-fold and can be summarized as follows.

3 https://csrc.nist.gov/news/2023/additional-pqc-digital-signature-candidates
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– We provide a framework to construct a Schnorr-type blind signature from
abstract group actions. Our framework follows closely with the construc-
tion of CSI-Otter [46] with modifications to adjust for the case of generic
groups. In particular, because we do not have twists as in the case of elliptic
curves, we need to double the public key, compared to that of CSI-Otter, in
such a way that the additional public key element plays a twist role in our
context; see Section 1.2 for more detail. Because our focus is generic (e.g.,
non-commutative) groups, in order to make the protocol work, some ran-
domnesses generating commitments need to be in the same conjugacy class.
Another contribution in this fold is a zero-knowledge proof for well-formed
public key. In contrast to the case of isogenies, one can easily verify that the
public key is valid, i.e., the public key is indeed a valid supersingular elliptic
curve. In our setting, we need a zero-knowledge protocol allowing one to
validate the public key.

– We provide an efficient instantiation from non-commutative group actions4.
In order to provide an instantiation for non-commutative group actions, we
require several conditions for the underlying group. If the group is non-
commutative, in order to ensure the soundness of our protocol, we need a
group with an efficient square-root algorithm. This is because in our protocol,
given two accepted transcripts with the same commitment, an extractor
can obtain only g2, where g is the secret key. Hence we need an efficient
algorithm to compute g given g2 in the group. In order to enable an efficient
instantiation inherited from existing efficient schemes, we proposed a variant
of LESS that instead of having monomial matrix Mon(n, q) action as in LESS,
we have a permutation group action which fulfils our purpose; see details in
Section 1.2.

1.2 Technique Overview

In this section, we present in detail our contributions. We will first describe the
core in the construction of CSI-Otter [46] on which our framework is based. We
then present a variant of linear code equivalence problem in LESS from which
we provide an instantiation for a blind signature following our framework.

Construction Framework. In CSI-Otter [46], the authors consider the CSIDH
group action ∗ : G×E → E where G is an ideal class group and E is a set of elliptic
curves. It can be assumed that the structure of G is known and we can express
G as G = ⟨g⟩ ∼= ZN for some positive integer N ∈ N and generator g ∈ G [14].
In isogeny settings, an elliptic curve E0 ∈ E is fixed and the public key is of the
form A = [ga] ∗ E0 for a random a ←$ ZN , and the first-sender message (i.e.,
commitment) is computed similarly as Y = [gy] ∗ E0 for a random y ←$ ZN .
In order to enable a Schnorr-type blind signature, the normal procedure for the
user in blinding the message M would be: (i) randomize the commitment, which
4 We note that our framework can be instantiated for generic groups, both commuta-

tive and non-commutative.
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can be done by computing [gz] ∗Y for z ←$ ZN ; (ii) randomize the public key A
and public parameter E0, which can be done by computing [gb] ∗A and [gd] ∗E0
for d, b ←$ ZN ; (iii) associate [gz] ∗ Y , [gb] ∗ A and [gd] ∗ E0 into one element,
say X; (iv) compute the hash value c = H(X∥M); and lastly (v) use z, d, b to
randomize c to obtain a randomized challenge c′ and send to the signer. In the
discrete logarithm setting [29], all steps (i)–(v) can be done easily, especially
step (iii) since [gz] ∗ Y , [gb] ∗A and [gd] ∗E0 are all group elements on which we
can do operation to create a group element X. However, it is not the case for
isogeny setting since [gz] ∗ Y , [gb] ∗A and [gd] ∗E0 are all elliptic curves and we
do not have operations on elliptic curves.

In order to overcome that problem, Katsumata et al. [46] has cleverly used
quadratic twist in elliptic curves. Briefly speaking, given A = [ga] ∗ E0 for an
unknown a ∈ Z, every one can easily compute its quadratic twist [g−a] ∗ E0,
which was denoted by A−1 in [46]. Now step (i)–(iii) above can be done together
in [46] as follows: choose (d, z)←$ {−1, 1} × ZN and set X := [gz] ∗ Y d. For the
proof to work, following the proof by Kastner-Loss-Xu [44] for Abe-Okamoto
blind signature [2], Katsumata et al. [46] modified the above idea to use the OR
composition of the underlying sigma protocol. Specifically, CSI-Otter uses two
public key A0 = [ga] ∗E0, A1 = [gb] ∗E0 where a, b←$ ZN , and the secret key is
one of the a0 or a1; see [46] for the details.

Since quadratic twists exist only in the isogeny setting, in order to enable
such a CSI-Otter-like construction for abstract group actions, what we do is to
double the public key. To be more precise, consider a group G acting on a set S
by ∗ : G × S → S and fix an element E0 ∈ S.5 Our public key will consist of
A

(c)
b = gc

b ∗ E0 for b ∈ {0, 1}, c ∈ {−1, 1} and the secret key is either g0 ∈ G or
g1 ∈ G. Here A

(−1)
b will play the role for quadratic twists of A

(1)
b as in the case

of CSI-Otter. We also construct a protocol for an OR relation (cf. Figure 3) as
in CSI-Otter as the underlying sigma protocol for the blind signature. Our blind
signature follows the same route as in CSI-Otter but with modifications; see
Section 4 for the detail. We highlight below two note-worthy differences between
our scheme with CSI-Otter:

– Firstly, in our scheme, one of the responses is of the form r = hg−1
δ ∈ G

where gδ with δ ∈ {0, 1} is the secret key. For the verification, we need to
compute the action on A

(−1)
δ = g−1

δ ∗ E0 and expect the outcome to be one
of the commitment Y := h−1 ∗ E0.
In this case, if we use r−1 = gδh−1 then we need g and h−1 commute.
However, requiring h−1 to commute with g would break the HVZK property
of the underlying sigma protocol.
Therefore, instead of having one response hg−1

δ , we send two responses hg−1
δ

and h−1gδ. Note that it happens that (hg−1
δ )−1 and h−1gδ are in the same

conjugacy class6. This turns out to be useful in restoring HVZK.
5 We use the same notation as in CSI-Otter to make readers easily follow the flows of

the construction.
6 That is, h−1(hg−1

δ )−1h = h−1gδ.
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– Secondly, in order to ensure the soundness of the underlying sigma protocol
in our scheme, the extractor can obtain, from two given accepted transcripts
with the same commitment, the square g2

δ of the secret key gδ. Hence, we
need an efficient square-root algorithm in the group G to compute gδ from
g2

δ .

Another contribution is a zero-knowledge protocol to validate the public key.
In contrast to the case of isogeny-based cryptography in which everyone can
easily validate the public key – a valid supersingular elliptic curve, it is not the
case for abstract group actions. Our protocol is presented in Fig. 1.

Instantiation. As mentioned above, to instantiate our blind signatures with
non-commutative group actions, we require the corresponding group G to satisfy
the following:

– Given g2, there exists an efficient algorithm to compute g.
– Reusing g ∈ G twice still gives a secure protocol (see Definition 4 for a more

precise requirement).

To identify a non-commutative group action satisfying the above seems a
tricky business.

For MEDS and ALTEQ, the underlying group is GL(n, q). For GL(n, q), the
matrix square-root problem was addressed in [10], but the algorithm there re-
quires going to an extension field. It is an interesting problem to devise a matrix
square root algorithm without going to the extension field. This seems to be
the only bottleneck for using the group actions underlying MEDS and ALTEQ,
because the IGAP for these actions seem still hard.

For LESS, the underlying group is the monomial group Mon(n, q), consisting
of matrices in GL(n, q) with each row and each column having exactly one non-
zero entry. While square root can be efficiently done in this group, reusing group
elements there is risky, and for certain parameters, using the same group element
twice can result in an insecure protocol [22].

To address the above issues, we interpret the monomial code equivalence
problem as a group action of the symmetric group. This is made possible by a
canonical form algorithm (Section 5.3). In contrast to LESS, where the group
action is by the monomial group, our group actions avoid the attacks on reusing
group elements as in [22] (Section 5.1). We further show that by selecting a
family of permutations that satisfy the square-root requirement (Section 5.2).

1.3 Related Work

Most of the existing post-quantum blind signatures are constructed from lattices.
The first post-quantum blind signature was proposed by Rückert [60] following
the design paradigm by Pointcheval and Stern [57]. However, Hauck et al. [40]
dicovered a flaw in Rückert’s security argument which results in many blind
signatures [5, 20, 51, 53] following the design and security arguments of Rück-
ert [60] being insecure. Hauck et al. [40] also introduced a new blind signature
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from linear hash functions [39] but it is impractical. Lyubashevsky et al. [52], del
Pino-Katsumata [56], and Agrawal et al. [3] respectively proposed efficient two
round lattice-based blind signatures, which was further improved by Beullens et
al. [15] with a two round blind signature from standard lattice problems with
signature size around 22 KB.

In another context, Petzoldt et al. [54] constructed a blind signature from
multivariate quadratic equations. However, it has been recently broken by Beul-
lens [11]. Blazy et al. [19] proposed a blind signature from codes but it had a
flaw in the security proof, which was later fixed [18].

Recently, Katsumata et al. [46] proposed the first construction of a blind
signature from isogenies with the signature size of around 8 KB for the basic
scheme and 4 KB for the optimized version. In this paper, we generalize that
result to abstract group actions.

Concurrent work. Recently, Kuchta, LeGrow and Persichetti proposed a con-
struction of blind signatures from matrix code equivalence [50]. In [50], the
framework also follows that in [46], with a focus on matrix code equivalence.
To resolve issues caused by non-commutativity, the authors of [50] make use of
the actions of both A and its inverse transpose A−T for an invertible matrix A,
and require A to be (anti)symmetric. The security of the scheme relies on the
hardness assumption of the Modified Inverse Matrix Code Equivalence Problem
(MIMCE), a computational version of Inverse Matrix Code Equivalence Problem
(IMCE). IMCE was recently attacked in [22], and this attack was not discussed
in [50].

In contrast, our framework is applicable for general (non-commutative) group
actions, with security based on assumptions such as in Definition 16. One re-
quirement for instantiating our scheme is the reuse of secret keys, which leads
us to propose the use of symmetric group action to equivalence classes of linear
codes under the action of general linear group and diagonal group. This view-
point helps to thwart the attack of reusing keys as in [22]; see Section 5 for the
details.

1.4 Discussion about ROS-related Attacks

A blind signature is required to satisfy two security properties: blindness and
one-more unforgeability. Briefly speaking, blindness means that the signer is
unable to know the message that he/she signs (message is blinded), and one-more
unforgeability means that the malicious user cannot output l + 1 or more valid
signatures after finishing l signing sessions with the signer; see Section 2.4 for
the formal definition. In particular, if we allow a malicious user to concurrently
open l signing sessions, i.e., open l signing queries in parallel, we use the term
l-concurrent unforgeability; otherwise we use the term sequential unforgeability.

In [61], Schnorr introduced the Random inhomogeneous in an Overdeter-
mined Solvable system of linear equations (a.k.a. ROSl) problem in dimension l
and showed that an algorithm for ROSl can be used to break the l-concurrent
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unforgeability of the Schnorr signature. Recently, Benhamouda et al. [9] pro-
posed a polynomial time algorithm for ROSl with l = poly(λ) where λ is the
security parameter, which hence breaks the Schnorr blind signature: for l = 128,
it only takes time roundly 232 hash computations to break unforgeability. An
implication of Benhamouda et al. [9] is that a Schnorr-type blind signature is
not concurrently unforgeable for l larger than polylogarithmic in the security
parameter. Because the lack of algebraic structures in isogeny setting, it is un-
clear yet how to apply the attack by Benhamouda et al. [9] to CSI-Otter as left
open in [46].

Recently, Katsumata et al. [47] and Do et al. [33] independently solve that
open problem by proposing a polynomial time attack against the l-concurrent
unforgeability of Schnorr-type blind signatures. In [47], Katsumata et al. pro-
posed a parallel ROS problem and proved that it is solvable in polynomial time
for appropriate parameters. As a consequence, they are able to break the l-
concurrent unforgeability of CSI-Otter for l = poly(λ): for l = 4, it takes only in
time roundly 234 hash computations. in [33], Do et al. proposed a generic attack
that does not require any algebraic structures and can be applicable to all blind
signatures built from a sigma protocol with small challenge space. In particular,
if the underlying sigma protocol’s challenge space is C and the protocol needs to
repeat k times to attain the required security level, then Do et al.’s attack [33]
can break the l-concurrent unforgeability (for l ≥ k) of the corresponding blind
signature in time O(k · |C|). So for CSI-Otter with k = 128 and |C| = 2, Do et
al.’s attack can break the concurrent unforgeability after 128 concurrent signing
sessions for the basic attack and with only 8 sessions in the optimized attack. Do
et al. [33] also introduced some countermeasures, such as double the k (from 128
to 256) or using other techniques from [25, 48], but also mentioned that those
will result in inefficient schemes compared to existing lattice ones. Katsumata
et al. [47] suggested considering other techniques [1, 45, 63] used in classical
settings, which is an interesting open problem.

Our proposed blind signature in this paper follows the same framework
of CSI-Otter, and hence it is vulnerable to Do et al.’s attack [33]. We suspect
that the attack by Katsumata et al. [47] may be applicable. We will leave it as a
future work to explicitly investigate the attack by Katsumata et al. [47] against
our scheme. Our paper shows the feasibility of a CSI-Otter-like blind signature
construction for abstract group actions, and a fix for CSI-Otter, as suggested
by Katsumata et al. [47], probably also yield a fix for our scheme against those
attacks, which will leave as a future investigation.

2 Preliminaries

2.1 Notations

For a prime power q, let Fq be the field consisting of q elements. Denote by Fn
q

the linear space of length-n row vectors over Fq. Denote by Mat(m × n, q) the
linear space of m× n matrices over Fq, and Mat(n, q) := Mat(n× n, q).

7



We use GL(n, q) to denote the group of n×n invertible matrices over Fq, and
D(n, q) to denote the group of n × n invertible diagonal matrices over Fq. The
symmetric group on {1, . . . , n} is denoted by Sn. By encoding each σ ∈ Sn as a
n× n permutation matrix over Fq, we can embed Sn as a subgroup of GL(n, q).
A matrix in Mat(n, q) is said to be monomial, if it is the product between a
diagonal and a permutation matrix. The group of monomial matrices is denoted
by Mon(n, q).

For a positive integer k, we denote [k] to be the set {1, . . . , k}. For a vector
−→
h ,

denote by hi the i-th entry of
−→
h . We will also denote a vector by bold character,

e.g., h. For a finite set S, we write x ←$ S to denote x is sampled randomly
from S. We use ⊙ to denote the component-wise multiplication of vectors in
R. In particular, for c ∈ R and vectors a = (a1, · · · , ak), b = (b1, . . . , bk), we
write c⊙ a for (ca1, . . . , cak) and a ⊙ b = (a1b1, . . . , akbk). We also extend this
component-wise notation for exponentiation, e.g., we write ac for (ac

1, . . . , ac
k),

ab for (ab1
1 , . . . , abk

k ), and for group action, e.g., we write the action of vector a
on s ∈ Sk as a ∗ s for (a1 ∗ s1, . . . , ak ∗ sk) (here ∗ indicates the action operation
- see Section 2.3 for group action definition).

Let G be a group. For g ∈ G, we denote by gG the conjugacy class of g in
G, that is gG := {t−1gt : t ∈ G}, and extend it component-wise to vectors as
above, e.g., for a vector g = (g1, . . . , gn) ∈ Gn, gGn will stand for (gG

1 , . . . , gG
n ).

2.2 Sigma Protocols
Definition 1 (Sigma Protocol). A sigma protocol for an NP relation R ⊆
{0, 1}∗×{0, 1}∗ is a public-coin three-move interactive protocol between a prover
P = (P1,P2) and a verifier V as the following.

– The prover on input a statement X and a witness W such that (X, W) ∈ R,
runs (com, state)← P1(X, W) and sents a commitment com to the verifier.

– The verifier samples a random challenge ch ←$ C from the challenge space
C and sends ch to the prover.

– Upon receiving the challenge ch, the prover P2 generates a response rsp and
sents rsp to the verifier.

– The verifier runs V(X, com, ch, rsp) and outputs 1 to indicate acceptance, and
0 otherwise.
A sigma protocol must satisfy correctness, honest-verifier zero-knowledge

(HVZK), and special soundness defined as the following.
Correctness. It is required that if the prover P and the verifier V follow the

sigma protocol honestly, then the verifier would output 1 with probability 1.
Honest Verifier Zero-Knowledge (HVZK). There exists a PPT simulator

Sim that given a statement X, a challenge ch ∈ C, outputs a valid transcipt
(com, ch, rsp) that is indistinguishable from a real transcript.

Special Soundness. There exists a determinsitic polynomial time extractor
Ext that given two accepted transcripts (com, ch, rsp) and (com, ch′, rsp′) with
the same commitment com and different challenges ch ̸= ch′, outputs W such
that (X, W) ∈ R.
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We also provide a definition for a hard instance generator for the NP relation
R as follows.

Definition 2 (Hard Instance Generator). An NP relation R is associated
with an instance generator (IG) if IG, given as input the security parameter 1n,
outputs a statement-witness pair (X, W) ∈ R. Moreover, we say that the instance
generator is hard if the following holds for any PPT adversary A:

Pr[(X, W)← IG(1n), W′ ← A(X) : (X, W′) ∈ R] = negl(n).

2.3 Cryptographic Group Actions

Let G be a group and S a set. An action of G on S is a map ∗ : G × S → S
satisfying the following properties: (i) id ∗ s = s for all s ∈ S and the identity
element id ∈ G; and (ii) g ∗ (h ∗ s) = gh ∗ s for all g, h ∈ G and s ∈ S. A group
action is said to be [4]:

– transitive if for all s, t ∈ S, there exists g ∈ G such that g ∗ s = t;
– faithful if there does not exist g ∈ G \ {id} such that g ∗ s = s for all s ∈ S,

i.e., if g ∗ s = s for all s ∈ S then g = id;
– free if whenever there exists s ∈ S such that g ∗ s = s then g = id; and
– regular if it is free and transitive.

Given a group action ∗ of G on S, the orbit of an element s ∈ S is defined
as Orb(s) := {g ∗ s : ∀g ∈ G}. Note that if the group action is transitive then
Orb(s) = G. The stabilizer of s is defined by Stab(s) := {g ∈ G : g ∗ s = s)}
which is a subgroup of G. The Orbit-Stabilizer theorem says that, if G is finite
then |G| = |Stab(s)| · |Orb(s)|.

In this paper we shall mostly consider finite groups acting on finite sets.
To use group actions in algorithms, we assume that group and set elements
have natural encodings, as well as group operations, group actions, and random
samplings of group and set elements can be efficiently computed; see [4, 21, 43]
for more details and certain variations. In particular, we assume that uniform
random samplings from the group G and the set S are efficient. As a consequence,
given g ∈ G, we can efficiently sample from the conjugacy class gG, by randomly
sampling h ∈ G and computing gh = hgh−1.

A group action is one-way, if for a random s, the function fs : G→ S defined
by fs(g) := g ∗ s is one-way. The one-way assumption is formulated as the Group
Action Inverse Problem (GAIP) defined in the following.

Definition 3 (GAIP). Given a group action ∗ : G× S → S, uniformly random
s ∈ S, and uniformly random t ∈ Orb(s), find g ∈ G such that g ∗ s = t.

Here we restrict to the case of transitive group actions, as in the isogeny-
based setting [24, 31, 35], or we can restrict the element g to be in the orbit
Orb(s) of s as in the case of non-commutative group actions [16, 30, 62].

For the purpose of our paper, we define what we call the Inverse Group Action
Problem (IGAP), as follows.
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Definition 4 (IGAP). Given a group action ∗ : G×S → S, uniformly random
s ∈ S, and a pair (g ∗ s, g−1 ∗ s), find g.

IGAP was called Inverse Linear Code Equivalence (ILCE) problem [7] in the
context of linear code equivalence underlying LESS, and Inverse Matrix Code
Equivalence (IMCE) problem [30] in the context of matrix code equivalence un-
derlying MEDS. In a recent work, Budroni et al. [22] introduced an efficient
algorithm for ILCE, but it is unclear yet the impact for IMCE or IGAP for the
case of alternating trilinear forms underlying ALTEQ [62].

In this paper, we provide a generic framework of a blind signature for abstract
group actions. For the framework to work, an instantiated group G needs to
satisfy the following assumptions.

Assumption 1 (Square-Root Assumption). Given g2, there exists an efficient
algorithm to output g.

Asssumption 1 is necessary for proving the soundness of the underlying pro-
tocol. In fact, in such a proof, given two accepted transcripts with the same
commitment, our extractor can only output g2, where g is a secret key. Hence
we need an efficient algorithm to compute g from g2.

Note that g2 may have several square-roots, namely there exist g and g′ such
that g2 = g′2. There are two possible workarounds for this. The first one is to
require the square-root algorithm to output all square-roots. The second one is
to restrict to those group elements with unique square-roots, and this is indeed
achievable for our instantiation (see Remark 2).

It is noted that commutative groups trivially satisfy Assumption 1. For the
case of non-commutative groups, some discussions on some groups supporting
MEDS, ALTEQ, and LESS can be found at the end of Section 1.2.

2.4 Blind Signatures

We follow [2, 44, 45, 46] to define a three-move blind signature.

Definition 5 (Blind Signature). A three-move blind signature BS with effi-
cient decidable public key space PK consists of the following PPT algorithms.

BS.KGen(1n)→ (pk, sk): On input the security parameter 1n, the key generation
algorithm outputs a pair of public and secret keys (pk, sk).

BS.S = (BS.S1, BS.S2): The signer consists of two phases:
BS.S1(sk) → (stateS , ρS,1): On input the secret key, outputs an internal

signer state stateS and the first-sender message ρS,1.
BS.S2(stateS , ρU )→ ρS,2: On input the signer state stateS and a user mes-

sage ρU , outputs a second-sender message ρS,2.
BS.U = (BS.U1, BS.U2): The user consists of two phases:

BS.U1(pk, M, ρS,1) → (stateU , ρU ): On input the public key pk, a mes-
sage M and the first-sender message ρS,1, outputs an internal user state
stateU and a user message ρU .
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BS.U2(stateU , ρS,2): On input a user state stateU and a second-signer mes-
sage ρS,2, outputs a signature σ

BS.Verify(pk, M, σ): On input the public key pk, a message M and a signature
σ, it outputs 1 to indicate the signature is valid, and 0 otherwise.

We require that a blind signature be complete, blind against the malicious
signer, and satisfy one-more unforgeability, as defined below.

Definition 6 (Correctness). A three-move blind signature scheme BS is cor-
rect if for all public and secret key pair (pk, sk)← BS.KGen(1n), we have

Pr

BS.Verify(pk, M, σ) = 1

∣∣∣∣∣∣∣∣
(stateS , ρS,1)← BS.S1(sk)

(stateU , ρU )← BS.U1(pk, M, ρS,1)
ρS,2 ← BS.S2(stateS , ρU )
σ ← BS.U2(stateU , ρS,2)

 = 1.

Definition 7 (Blindness under Chosen Keys). For a blind signature BS,
define the blindness game BlindBS with an adversary A (playing the signer) as
follows.

Setup. The challenger samples a bit coin←$ {0, 1} and runs A on input 1n.
Online Phase. A outputs two message M∗

0 and M∗
1 , a public key pk ∈ PK, the

game checks if pk is valid and if so, it assigns (M0, M1) = (M∗
coin, M∗

1−coin).
If pk is not valid, the game aborts and outputs 0. The adversary A is given
access to oracles U1, U2 which behave as follows.
Oracle U1. On input b ∈ {0, 1} and a first-signer message ρS,1,b, if the

session b is not yet open, the oracle marks session b as open and gener-
ates a state and a challenge as (stateU,b, ρU,b)←$ BS.U1(pk, Mb, ρS,1). It
returns ρU,b to A.

Oracle U2. On input b ∈ {0, 1} and a second-signer message ρS,2,b, if the
session b is opened, the oracle creates a signature σb ← BS.U2(stateU,b, ρS,2,b).
It marks session b as closed. Oracle U2 does not output anything.

Output Determination. When both sessions are closed and for b ∈ {0, 1} we
have that BS.Verify(pk, Mb, σb) = 1, the oracle returns the two signatures
(σcoin, σ1−coin) to A, where note that σcoin (resp. σ1−coin) is a valid signature
for M∗

0 (resp. M∗
1 ) regardless of the choice of coin. A outputs a guess coin∗

for coin. We say that A wins if coin∗ = coin.

We say that BS is blind under chosen keys if the probability that A wins is
negligible.

Definition 8 (One-More Unforgeability). For a blind signature BS and
l ∈ N, we define l-one-more unforgeability via the following game between a
challenger and an adversary A:

Setup. The challenger samples (pk, sk) ← BS.KGen(1n) and runs A on input
pk. It initializes lclosed = 0 and openedsid = false for all sid ∈ N.

Online Phase. A is given access to two oracle S1 and S2 as follows.

11



Oracle S1: The oracle samples a fresh session identifier sid. It sets openedsid ←
true and generates (stateS,sid, ρS,1) ← BS.S1(sk). It then returns sid and
the first-sender message ρS,1 to A.

Oracle S2: On input a user message ρU and a session identifier sid, if
lclosed ≥ l or openedsid = false, then it returns ⊥. Otherwise, it incre-
ments lclosed and openedsid = false. It then computes the second-signer
message ρS,2 ← BS.S2(stateS,sid, ρU ) and returns ρS,2 to A.

Output Determination. When A outputs distinct tuples of message-signature
pairs (M1, σ1), . . . , (Mk, σk), we say that A wins if k ≥ lclosed + 1 and for all
i ∈ [k], BS.Verify(pk, Mi, σi) = 1.

We say that the blind signature BS is l-one-more unforgeable if the probability
that A wins is negligible.

2.5 Proof Techniques for Blind Signatures

In this section, we briefly present the key idea in proving one-more unforgeability
for Schnorr-type signatures from [46], which extracts from the recent work of
Kastner, Loss and Xu [44] for the proof of the Abe-Okamoto blind signature [2].
We refer the readers for [46] and references therein for the detailed information.
In what follows, we present only key definitions and theorems needed.

Preparation. We assume that the adversary A against the l-one-more unforge-
ability game makes only l + 1 distinct hash queries to the random oracle. In
addition, we further assume that the underlying sigma protocol is for the NP
OR-relation, i.e., the prover convinces the verifier that he knows one of the two
witnesses either W1 for statement X1 or W2 for statement X2. We also assume
that the user-message ρU queried to the signing algorithm BS.S2 satisfies that
ρU ∈ C, where C is the challenge space of the underlying sigma protocol.

Definition 9 (Instances). Assume that the public key of a Schnorr-type blind
signature has exactly two corresponding secret keys sk0 = (0, W0) and sk1 =
(1, W1). A 0-side (resp. 1-side) instance consists of sk0 (resp. sk1) and the ran-
domness used by the honest signer algorithm when the secret key is fixed to be
sk0 (resp. sk1).

Let
−→
h be the vector of responses returned by the random oracle. Note that by

the above assumption, |
−→
h | = l +1. Let rand be the randomness used by the one-

more unforgeability adversary. A wrapper W is a deterministic algorithm that
takes as input (I, rand,

−→
h ) where I is an instance. W will invoke the signer and

the adversary on input I and rand, and use
−→
h to answer for hash queries by the

adversary. We defineW(I, rand,
−→
h ) to output ⊥ if the adversary aborts or fails to

win the one-more unforgeability game. Otherwise, W(I, rand,
−→
h ) outputs what-

ever the adversary outputs. Denote by Succ = {(I, rand,
−→
h )|W(I, rand,

−→
h ) ̸=⊥}

the set of all successful tuples.
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Definition 10 (Successful Forking [45]). Two successful tuple (I, rand,
−→
h )

and (I, rand,
−→
h ′) are said to fork from each other at index i ∈ [l + 1] if

−→
h [i−1] =

−→
h ′

[i−1] but hi ̸= h′
i. We denote the set of hash vector pairs (hi, h′

i) such that
(I, rand,

−→
h ), (I, rand,

−→
h ) ∈ Succ fork at index i as Fi(I, rand).

Definition 11 (Transcripts [45]). Consider the wrapper W running on input
(I, rand,

−→
h ). The query transcript, denoted by −→e (I, rand,

−→
h ), is the vector of

user message ρU queries made to the signing algorithm BS.S2 (simulated by
W by the adversary. The full transcript, denoted by trans(I, rand,

−→
h ), is the

transcript produced between the signer and the adversary.

Definition 12 (Partners [45]). Two successful tuples (I, rand,
−→
h ), (I, rand,

−→
h ′)

are called partners at index i ∈ [l + 1] if the following hold:

– (I, rand,
−→
h ) and (I, rand,

−→
h ′) fork at index i; and

– −→e (I, rand,
−→
h ) = −→e (I, rand,

−→
h ′).

We denote by prti(I, rand) the set of (
−→
h ,
−→
h ′) such that (I, rand,

−→
h ) and (I, rand,

−→
h ′)

are partners at index i.

Definition 13 (Triangles [45]). A triangle at index i ∈ [l + 1] with respect
to I, rand is a tuple of three successful tuples in the following set:

△i(I, rand) =


(I, rand,

−→
h )

(I, rand,
−→
h ′)

(I, rand,
−→
h ′′)

∣∣∣∣∣∣∣
(
−→
h ,
−→
h ′) ∈ prti(I, rand)

(
−→
h ,
−→
h ′′) ∈ Fi(I, rand)

(
−→
h ′,
−→
h ′′) ∈ Fi(I, rand)


For a triangle ((I, rand,

−→
h ), (I, rand,

−→
h ′), (I, rand,

−→
h ′′)) ∈ △i(I, rand), we call

the pair ((I, rand,
−→
h ), (I, rand,

−→
h ′)) the base, and ((I, rand,

−→
h ), (I, rand,

−→
h ′′) and

((I, rand,
−→
h ′), (I, rand,

−→
h ′′)) the sides.

Definition 14 (Mapping Instances via Transcript [45, 46]). For a suc-
cessful tuple (I, rand,

−→
h ) ∈ Succ, we define Φrand,

−→
h

(I) as a function that maps a
0-side instance I (resp. 1-side instance I) to a 1-side instance I′ (resp. 0-side
instance I′).

Finally, we define the witness extractor used by the reduction. It was first
defined by Kastner, Loss and Xu [45] and later generalized by Katsumata et
al. [46]. For the purpose of the paper, we present a variant in the following
definition.

Definition 15 (Witness Extraction). Fix I, rand and let
−→
h ,
−→
h ′ ∈ Fi(I, rand)

for some i ∈ [l + 1]. Moreover, denote by σ, σ′ the signatures corresponding to hi

and h′
i respectively. Deterministic algorithms (Ext0, Ext1) are called witness ex-

tractors for a function f of (Ext0(σ, σ′), Ext1(σ, σ′)) ∈ {(f(sk0),⊥), (⊥, f(sk1)),
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(f(sk0), f(sk1))}7. For b ∈ {0, 1}, we say that the b-side witness can be ex-
tracted from (I, rand,

−→
h ) and (I, rand,

−→
h ′) at index i ∈ [l + 1] for a function f if

Extb(σ, σ′) outputs f(skb).

Remark 1. In this paper, we consider only functions f whose inversion is ef-
ficiently computable, i.e., given f(x), it is easy to compute x. In fact, in our
instantiations and constructions, we consider square function (f(x) = x2) and
group G such that computing x from x2 is easy. Hence, our witness extractors,
in fact, can extract the witness sk0 or sk1.

We are now ready to describe the idea by Kastner, Loss and Xu [45] for
the one-more unforgeability proof of Schnorr-type blind signatures, which was
adapted by Katsumata et al. [46] in the case of CSI-Otter.

First of all, if the map Φrand,
−→
h

is a bijection that preserves transcripts for
any rand and

−→
h , then it maps a partner tuple with b-side instance to another

partner tuple with (1− b)-side instance for the same rand and
−→
h ([45, Corollary

1 and Lemma 3]). This implies that the extracted witness from a partner tuple
is independent of the reduction’s secret key. Hence, what Kastner, Loss and
Xu [45] suggested is to use the sides of triangle, rather than the base, to extract
a witness with the observation that if a b-site witness can be extracted from the
base of a triangle then it can also be extracted from at least one of two sides of
the triangle. The reduction then starts with having a b-side witness that hits a
corner of the base of a triangle in the first run, then hits the top of the triangle
such that it creates side with a (1− b)-side witness with probability about 1

2 .
The results by Kastner, Loss and Xu [45] are summarized in the following

Lemmas. Lemma 1 shows that the blind signature is perfectly witness indistin-
guishable, while Lemma 2 states that if a witness can be extracted from a base
of a triangle, then the same witness can be extracted from at least one of its
sides.

Lemma 1 ([45, Lemma 2]). Fix rand and
−→
h . For all tuples (I, rand,

−→
h ) ∈

Succ, Φrand,
−→
h

is a self-inverse bijection and trans(I, rand,
−→
h ) = trans(Φrand,

−→
h

(I), rand,
−→
h ).

Lemma 2 ([45, Corollary 3]). Fix I, rand and let (
−→
h ,
−→
h ′,
−→
h ′′) ∈ △i(I, rand),

for some i ∈ [l + 1]. If the 0-side (1-side) witness can be extracted from the base
(I, rand,

−→
h ), (I, rand,

−→
h ′) of the triangle at index i, then one can also extract the

0-side (1-side) witness from at least one of the sides (I, rand,
−→
h ), (I, rand,

−→
h ′′)

or (I, rand,
−→
h ′), (I, rand,

−→
h ′′) at index i.

For the proof of the one-more unforgeability, what we need to do is to make
sure our constructions (e.g., Φrand,

−→
h

, instances) satisfy those Lemmas, which is
stated as follows.
7 In our paper, f is either the identity function (for commutative group actions) or a

square function (for non-commutative group actions).
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Theorem 1 ([45, Theorem 1], [46, Theorem 3.12]). Let the blind Schnorr-
type signature BS be as defined in the preparation at the beginning of this Section.
Assume that the public key consists of two instances of the NP relation generated
by the hard instance generator IG and the underlying sigma protocol has challenge
space C. If Lemma 1 and Lemma 2 hold, then for all l ∈ N, if there exist an
adversary A that makes Q hash queries to the random oracle and breaks the
l-one-more unforgeability of BS with advantage ϵA ≥ C1

|C|
(

Q
l+1

)
, then there exists

an efficient algorithm B that breaks the hard instance generator with advantage
ϵB ≥ C2 · ϵ2

A

( Q
l+1)2·(l+1)3

for some universal positive constants C1 and C2.

3 Base Sigma Protocols

3.1 Sigma Protocol for Validating Public Key

In contrast to the isogeny setting in CSI-Otter [46] in which checking that a
public key (even generated by malicious adversary) is a valid elliptic curve can
be done efficiently, it is not the case for generic cryptographic group actions.
In this section, we present a base sigma protocol for validating the public key,
i.e., in such a protocol, we prove that the public key is well-formed. To be more
precise, we provide a sigma protocol for the following relation:

R = {(X = (A(1), A(−1)), W = g)|A(b) = gb ∗ E, ∀b ∈ {−1, 1}}. (1)

Here we consider a group G acting on the set S and fix an element E ∈ S.
The protocol is defined as in Fig. 1. It is a variant of the GMW-type protocol for
generic group actions (see for example [17]).

Correctness. It is a routine to check the correctness of the protocol. Assume
that the prover P and the verifier V honestly follow the protocol. For c = 0
then r = h, and hence r ∗ E = h ∗ E = Y (1), r−1 ∗ E = h−1 ∗ E = Y (−1), and
r ∗ A(−1) = h ∗ A(−1) = A as desired. For the case c = 1 then r = hg−1, and
hence r∗A(1) = hg−1∗A(1) = h∗E = Y (1), and r∗E = hg−1∗E = h∗A(−1) = A
as desired.

Special Soundness. Let’s consider two accepted transcripts (Y (1), Y (−1), A, c, r)
and (Y (1), Y (−1), A, c′, r′) with c ̸= c′. Without loss of generality, we can assume
that c = 0 and c′ = 1. Then, since both transcripts are accepted, we have

r ∗ E = Y (1) = r′ ∗A(1)

r ∗A(−1) = A = r′ ∗ E

which imply that r′−1
r ∗ E = A(1) and r−1r′ ∗ E = A(−1). Hence if we set

g := r′−1
r then g ∗E = A(1) and g−1 ∗E = A(−1). It follows that g is a witness

for relation R in Equation (1).
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P(X = (A(1), A(−1)), W = g) V(X = (A(1), A(−1))

h←$ G

Y (1) = h ∗ E, Y (−1) = h−1 ∗ E

A := h ∗A(−1) (Y (1), Y (−1), A)

c c←$ {0, 1}

c = 0 : r = h

c = 1 : r = hg−1

r if c = 0 check whether

rb ∗ E = Y (b) ∀ b ∈ {−1, 1}

∧ r ∗A(−1) = A

if c = 1 check whether

r ∗A(1) = Y (1) ∧ r ∗ E = A

Fig. 1: Sigma Protocol for Validating Public Key

Honest Verifier Zero-knowledge (HVZK). Given a statement X = (A(1), A(−1))
and a challenge c ∈ {0, 1}. The simulator Sim works as follows:

– If c = 0, sample r ∈ G, and define Y (b) := rb ∗ E for b ∈ {−1, 1} and
A := r ∗A(−1).

– If c = 1, sample r ∈ G, and define Y (1) := r ∗ A(1), A := r ∗ E and samples
Y (−1) from the orbit of E.

It is now clear that the simulated transcript ((Y (1), Y (−1)), A, c, r) is accepted by
the verifier. Furthermore, for the case of c = 0, it is straightforward to see that
the simulated and real transcripts are indistinguishable; for the case of c = 1,
Y (−1) requires special attention. In the simulated transcript, Y (−1) is sampled
randomly from the orbit of E; while in the real transcript, Y (−1) = h−1 ∗ E
is subject to other commitments Y (1) = h ∗ E and A = hg−1 ∗ E as defined
in Fig. 1. Also, the statements A(1) = g ∗E and A(−1) = g−1 ∗E are public. The
relationship between these elements is illustrated in Fig. 2. Therefore, we need to
assume the hardness of the following problem of group action strong decisional
Diffie-Hellman (GASDDH), in analogy to the strong decisional Diffie-Hellman
assumption in [55, Assumption 2].

Definition 16 (GASDDH). Given a group action α : G × S → S and s ∈ S,
distinguish the distributions between (s, α(g, s), α(g−1, s), α(h, s), α(hg−1, s),
α(h−1, s)) and (s, α(g, s), α(g−1, s), α(h, s), α(hg−1, s), α(f, s)) for uniformly
random g, h, f ∈ G.
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If no PPT adversary can distinguish the two distributions above, then the
simulated and real transcripts for c = 1 are clearly indistinguishable as well. In
particular, this problem is at least as hard as the following problem of group
action inverse decisional Diffie-Hellman (GAIDDH), in analogy to the inverse
decisional Diffie-Hellman assumption first studied in [55].

Definition 17 (GAIDDH). Given a group action α : G × S → S and s ∈
S, distinguish the distributions between (s, α(h, s), α(h−1, s)) and (s, α(h, s),
α(f, s)) for uniformly random h, f ∈ G.

We claim that the problem of GAIDDH reduces to the problem of GASDDH.
Indeed, suppose we have a PPT algorithm to solve GASDDH, then given a group
action α : G × S → S, s ∈ S, and two distributions (s, α(h, s), α(h−1, s)) and
(s, α(h, s), α(f, s)) for some uniformly random h, f ∈ G, we can treat it as
an instance applicable to the algorithm for GASDDH by taking g = id = g−1,
where id is the identity element in G. It follows that GAIDDH can also be solved
efficiently in this case.

E

A(−1) A(1)

A

Y (−1) Y (1)

gg

h

h h

r

r

Fig. 2: The relationship between the elements defined in Fig. 1. The group actions
on the arrows act on the starting points, producing the endpoints. The dashed
arrows only work in the case of c = 1, i.e., for r = hg−1.

3.2 Base Sigma Protocol for an OR relation

We present the generic version of the sigma protocol in [46] to prove that the
prover knows at least one of the two secrets corresponding to the public state-
ment X = (A(1)

0 , A
(−1)
0 , A

(1)
1 , A

(−1)
1 ), where A

(c)
b = gc

b ∗ E with b ∈ {0, 1} and
c ∈ {−1, 1}. The sigma protocol is described in Fig. 3 in which we follow [46]
to remove 0 from the challenge space, i.e., our challenge space is now {−1, 1}n

where n is the security parameter.
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P(X, W = (δ, gδ)) V(X)

hδ ←$ Gn

Yδ = hδ ∗ E

(c1−δ, r1−δ)←$ {−1, 1}n ×Gn

Y1−δ = r1−δ ∗A
(c1−δ)
1−δ

(Y0, Y1)

c c←$ {−1, 1}n

cδ = c⊙ c1−δ

rδ = hδg
−cδ
δ

(r0, r1, c0, c1) Accept if c = c0 ⊙ c1 and

∀b ∈ {0, 1} rb ∗A
(cb)
b = Yb

Fig. 3: Base OR Sigma Protocol underlying our Blind Signature

Correctness. It is easy to verify the correctness of the protocol. We need to prove
that if the Prover P and Verifier V follow the protocol honestly then the verifier
V will accept, i.e., we need to verify that rb ∗A

(cb)
b = Yb ∀b ∈ {0, 1} (c = c0⊙c1

is obvious). It is clear for the case b = 1− δ. For b = δ we have rδ = hδ ⊙ g−cδ

δ

and hence

rδ ∗A
(cδ)
δ = hδ ⊙ g−cδ

δ ∗ (gcδ

δ ∗ E) = hδ ∗ E = Yδ

as desired.

Honest Verifier Zero-knowledge (HVZK). Given a challenge c ∈ {−1, 1}n, a
simulator Sim first samples c0, c1 ←$ {−1, 1}n subject to c = c0 ⊙ c1 and
(r0, r1)←$ G2n. Then Sim defines Yb = rb ∗A

(cb)
b for b ∈ {0, 1} and outputs the

simulated transcript ((Y0, Y1), c, (r0, r1, c0, c1)) which is indistinguishable from
the true transcripts.

Special Soundness. Now, let us consider two accepted transcripts ((Y0, Y1), c, (r0, r1,
c0, c1)) and ((Y0, Y1), c′, (r′

0, r′
1, c′

0, c′
1)) with c ̸= c′. Without loss of generality,

we assume c0 ̸= c′
0, and so there exists an index i ∈ [n] such that c0,i ̸= c′

0,i.
Then we can obtain g

c0,i−c′
0,i

0 = r−1
0,i r′

0,i. In fact, since two transcripts are valid,

we have r0,i ∗ A
(c0,i)
0 = Y0,i = r′

0,i ∗ A
(c′

0,i)
0 or r0,ig

c0,i

0 ∗ E = r′
0,ig

c′
0,i

0 ∗ E which
implies that g

c0,i−c′
0,i

0 = r−1
0,i r′

0,i. Since c0,i, c′
0,i ∈ {−1, 1}, we obtain g2

0 from
r0,i and r′

0,i. Since we assume that our group G allows an efficient square-root
algorithm, it follows that we can obtain g0 from g2

0 .
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4 Our Blind Signature

4.1 Description of our Blind Signature

In this section, we present the description of our blind signature for generic group
actions following the framework of Katsumata et al. [46]. We consider a group
G acting on a set S and fix an element E ∈ S. We also consider the group G in
which computing square-roots is efficient. Let H : {0, 1}∗ → {−1, 1}n be a hash
function modelled as a random oracle in the security proof. The blind signature
BS consists of the following algorithms, which are summarized in Fig. 4.

BS.KGen(1n) : On input the security parameter 1n, it samples a bit δ ∈ {0, 1},
(g0, g1) ∈ G2 and computes A

(c)
b = gc

b ∗ E for b ∈ {0, 1} and c ∈ {−1, 1}. It
outputs a public key pk = (A(1)

0 , A
(−1)
0 , A

(1)
1 , A

(−1)
1 ) and a secret key sk =

(δ, gδ).
BS.S1(sk): On input the secret key sk = (δ, gδ), the signer first samples hδ ←$

Gn, and sets Y(c)
δ = hc

δ ∗E for c ∈ {−1, 1}. Then it samples (c∗
1−δ, r∗(1)

1−δ)←$

{−1, 1}n ×Gn, r∗(−1)
1−δ ←$ (r∗(1)

1−δ)Gn 8 and computes Y(c)
1−δ = r∗(c)

1−δ ∗A
(c⊙c∗

1−δ)
1−δ

for c ∈ {−1, 1}. It outputs the signer state stateS = (hδ, c∗
1−δ, r∗(1)

1−δ , r∗(−1)
1−δ )

and the first-sender message ρS,1 = (Y(1)
0 , Y(−1)

0 , Y(1)
1 , Y(−1)

1 ).
BS.U1(pk, M, ρS,1) : On input the public key pk = (A(1)

0 , A
(−1)
0 , A

(1)
1 , A

(−1)
1 ), a

message M , and the first-sender message ρS,1 = (Y(1)
0 , Y(−1)

0 , Y(1)
1 , Y(−1)

1 ),
it samples, for b ∈ {0, 1}, (db, zb)←$ {−1, 1}n×Gn and sets Zb = zb ∗Y(db)

b .
Then it computes c = H(Z0∥Z1∥M) and sets c∗ = c⊙ d0 ⊙ d1 ∈ {−1, 1}n.
It outputs the internal user state stateU = (db, zb)b∈{0,1} and a user message
ρU = c∗.

BS.S2(stateS , ρU ) : On input the internal state ρS = (hδ, c∗
1−δ, r∗(1)

1−δ , r∗(−1)
1−δ )

and a user message ρU = c∗, it computes c∗
δ = c∗ ⊙ c∗

1−δ ∈ {−1, 1}n and
r∗(c)

δ = hc
δg

−c⊙c∗
δ

δ , for c ∈ {−1, 1}. It outputs the second-sender message
ρS,2 = (c∗

b , r∗(1)
b , r∗(−1)

b )b∈{0,1}.
BS.U2(stateU , ρS,2) : On input the internal user state stateU = (db, zb)b∈{0,1}

and ρS,2 = (c∗
b , r∗(1)

b , r∗(−1)
b )b∈{0,1}, it sets cb = c∗

b ⊙db, r(db)
b = zb(r∗(db)

b ) for
b ∈ {0, 1}. Then it checks if

c0 ⊙ c1 = H(r(d0)
0 ∗A(c0)

0 ∥r(d1)
1 ∗A

(c1)
1 ∥M). (2)

If it holds then it outputs a signature σ = (cb, r(1)
b , r(−1)

b )b∈{0,1}.
BS.Verify(pk, M, σ) : On input the public key pk = (A(1)

0 , A
(−1)
0 , A

(1)
1 , A

(−1)
1 ),

a message M and a signature σ = (cb, r(1)
b , r(−1)

b )b∈{0,1}, it outputs 1 if the
equation (2) holds, and 0 otherwise.

8 i.e., each component in r∗(−1)
1−δ is sampled from the conjugacy class of the correspond-

ing component in r∗(1)
1−δ .
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BS.KGen(1n)

101 : δ ←$ {0, 1}
102 : (g0, g1)←$ G2

103 : (A(1)
0 , A

(−1)
0 )← (g0 ∗ E, g−1

0 ∗ E)

104 : (A(1)
1 , A

(−1)
1 )← (g1 ∗ E, g−1

1 ∗ E)

105 : return pk = (A(1)
0 , A

(−1)
0 , A

(1)
1 , A

(−1)
1 )

106 : sk = (δ, gδ)
BS.S1(sk)

201 : parse (δ, gδ)← sk
202 : hδ ←$ Gn

203 : Y(1)
δ ← hδ ∗ E, Y(−1)

δ ← h−1
δ ∗ E

204 : (c∗
1−δ, r∗(1)

1−δ)←$ {−1, 1}n ×Gn

205 : r∗(−1)
1−δ ←$ (r∗(1)

1−δ)Gn

206 : Y(1)
1−δ ← r∗(1)

1−δ ∗A
(c∗

1−δ
)

1−δ

207 : Y(−1)
1−δ ← r∗(−1)

1−δ ∗A
(−c∗

1−δ
)

1−δ

208 : stateS ← (hδ, c∗
1−δ, r∗(1)

1−δ , r∗(−1)
1−δ )

209 : ρS,1 = (Y(1)
0 , Y(−1)

0 , Y(1)
1 , Y(−1)

1 )
210 : return (stateS , ρS,1)
BS.U1(pk, M, ρS,1)

301 : parse (Y(1)
0 , Y(−1)

0 , Y(1)
1 , Y(−1)

1 )← ρS,1

302 : for b ∈ {0, 1}
303 : (db, zb)←$ {−1, 1}n ×Gn

304 : Zb ← zb ∗Y(db)
b

305 : c← H(Z0∥Z1∥M)
306 : c∗ ← c⊙ d0 ⊙ d1 ∈ {−1, 1}n

307 : stateU ← (db, zb)b∈{0,1}

308 : return (stateU , ρU = c∗)

BS.S2(stateS , ρU )

401 : parse (hδ, c∗
1−δ, r∗(1)

1−δ , r∗(−1)
1−δ )← stateS

402 : parse c∗ ← ρU

403 : c∗
δ ← c∗ ⊙ c∗

1−δ ∈ {−1, 1}n

404 : r∗(1)
δ ← hδg

−c∗
δ

δ

405 : r∗(−1)
δ ← h−1

δ g
c∗

δ
δ

406 : return ρS,2 = (c∗
b , r∗(1)

b , r∗(−1)
b )b∈{0,1}

BS.U2(stateU , ρS,2)

501 : parse (db, zb)b∈{0,1} ← stateU

502 : parse (c∗
b , r∗(1)

b , r∗(−1)
b )b∈{0,1} ← ρS,2

503 : for b ∈ {0, 1}
504 : cb ← c∗

b ⊙ db

505 : r(db)
b ← zb(r∗(db)

b )

506 : c′ ← H(r(d0)
0 ∗A

(c0)
0 ∥r(d1)

1 ∗A
(c1)
1 ∥M)

507 : if c0 ⊙ c1 = c′

508 : return σ = (cb, r(1)
b , r(−1)

b )b∈{0,1}

509 : return σ =⊥
BS.Verify(pk, M, σ)

601 : parse (cb, rb)b∈{0,1} ← σ

602 : for d0, d1 ∈ {−1, 1}n

603 : c′ ← H(r(d0)
0 ∗A

(c0)
0 ∥r(d1)

1 ∗A
(c1)
1 ∥M)

604 : if c0 ⊙ c1 = c′

605 : return 1
606 : return 0

Fig. 4: Blind Signature from Cryptographic Group Actions
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4.2 Correctness and Blindness

Correctness. We need to verify the equation (2), i.e.,

c0 ⊙ c1 = H(r(d0)
0 ∗A(c0)

0 ∥r(d1)
1 ∗A

(c1)
1 ∥M).

holds for some d0, d1 ∈ {−1, 1}n if both the signer and user follow the protocol
honestly. First of all, it is easy to check that Y(c)

b = (r∗(c)
b )∗A(c⊙c∗

b )
b for b ∈ {0, 1}

and c, c∗
b ∈ {−1, 1}n. This is obvious from the protocol (lines 206-207) for the

case b = 1− δ. For b = δ, we have that

Y(c)
δ = hc

δ ∗ E = hc
δg

−c⊙c∗
b

δ ∗A
(c⊙c∗

b )
δ = (r∗(c)

δ ) ∗A
(c⊙c∗

b )
δ

where the second equation follows from the key generation procedure (BS.KGen(1n)),
the third equation follows from lines 404-405 in Fig. 4.

Now for b ∈ {0, 1} and cb ∈ {−1, 1}n, by substituting cb = c∗
b ⊙ db and

r(db)
b = zb(r∗(db)

b ) we have

r(db)
b ∗A

(cb)
b = zb(r∗(db)

b ) ∗A
(db⊙c∗

b )
b = zb ∗ (r∗(db)

b ∗A
(db⊙c∗

b )
b )

= zb ∗Y(db)
b = Zb.

Finally, c = c∗⊙d0⊙d1 = c∗
0⊙c∗

1⊙d0⊙d1 = c0⊙c1, where c = H(Z0∥Z1∥M),
we have that c0 ⊙ c1 = H(r(d0)

0 ∗A
(c0)
0 ∥r(d1)

1 ∗A
(c1)
1 ∥M) as desired.

Theorem 2 (Blindness). The blind signature scheme in Fig. 4 is blind, with
overwhelming probability, under chosen keys.

Proof. The proof is similar to that of CSI-Otter [46]: we will show that for any
valid public key pk, and first and second signer message ρS,1, ρS,2, and valid
signature σ, there exists a unique and pairwise distinct user state stateU , with
overwhelming probability, that could have generated σ. First, the validity of the
public key can be efficiently verified using the protocol in Fig. 1.

Fix now sk (and hence pk), ρS,1 = (Y(c)
0 , Y(c)

1 )c∈{−1,1}, ρS,2 = (c∗
b , r∗(1)

b , r∗(−1)
b )b∈{0,1},

a valid signature σ = (cb, r(1)
b , r(−1)

b )b∈{0,1}. We define the user state stateU =
(db, zb)b∈{0,1} as db = cb⊙c∗

b and zb = r(db)
b r∗(−db)

b for b ∈ {0, 1}. Similar to the
proof of correctness, we have for b ∈ {0, 1}:

Zb := zb ∗ (Yb)(db) = r(db)
b r∗(−db)

b ∗ (r∗(db)
b ∗A

(db⊙c∗
b )

b ) = r(db)
b ∗A

(cb)
b .

In addition, since σ is a valid signature, we have

c0 ⊙ c1 = H(r(d0)
0 ∗A

(c0)
0 ∥r(d1)

1 ∗A
(c1)
1 ∥M) = H(Z0∥Z1∥M).

Therefore, the defined stateU is exactly the user state in generating the sig-
nature σ. Moreover, for any choice of ρS,2 and any σ ̸= σ′, it is clear that
the corresponding user states stateU and state′

U are distinct with overwhelming
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probability. In fact, an adversary can guess d0, d1 picked by the user as follows.
First, it randomly chooses d0, d1 and changes the way it generates a signature
in line 406 by returning random r(−d0)

0 and r(−d1)
1 , hence a different choice of

ρS,2. Note that these values are never used by the user in BS.U2. Thus, the user
will return a valid signature in line 508 if the guess is correct. Otherwise, the
check in line 507 will fail and the user will return ⊥ in line 509. It occurs with
probability 1/4n, which is negligible for n at the security level. This completes
the proof.

4.3 Proof for One-More Unforgeability

We will now follow the sufficient conditions described in Section 2.5 for the proof.
We first need to define instances, the map Φrand,

−→
h

, and the witness extractors
(Ext0, Ext1). Then we will show that with our definitions, Lemma 1 and Lemma 2
hold.

In what follows, we denote by −→X the vector (X(1), . . . , X(l)) and endow −→X
with the same operations defined for X(k) by operating component wise. Re-
call that rand is the adversary’s randomness, and

−→
h = (c(1), . . . , c(l)) is the

random’s oracle response vector conditioned on the adversary making only l

random oracle queries. Furthermore, once (I, rand,
−→
h ) is fixed, the query tran-

script −→e (I, rand,
−→
h ) is defined, which is the vector of user message ρU queries

made to the signing algorithm BS.S2, denoted by c∗.

Preparation: Instances. We now first define 0-instance I0 and 1-instance I1.
We assume that the adversary makes l signing queries in total. Recall that
instance I0 (resp. I1) will consist of the secret key sk0 = g0 (resp. sk1 = g1)
and the randomness used by the honest signer algorithm when the secret key is
fixed to sk0 = g0 (resp. sk1 = g1).

A 0-side instance I0 = (0, g0, A
(1)
1 , A

(−1)
1 , h0, c∗

1, r∗(1)
1 , r∗(−1)

1 ) is defined as fol-
lows.

– (0, g0): The secret key sk0 when δ = 0.
– A

(1)
1 , A

(−1)
1 : The part of the public key pk = (A(c)

0 , A
(c)
1 )c∈{−1,1} whose secret

key is unknown.
– (h0)(k): The randomness of the commitment (Y0)(k) in the k-th (k ∈ [l]) first-

sender message when δ = 0 such that (Y(c)
0 )(k) = (hc

0)(k) ∗E for c ∈ {−1, 1}.
– (c∗

1)(k): The simulated challenge in the k-th (k ∈ [l]) first-sender message
when δ = 0.

– ((r∗(1)
1 )(k), (r∗(−1)

1 )(k)): The randomnesses in generating the commitment
(Y(c)

1 )(k) in the k-th (k ∈ [l]) first-sender message when δ = 0 such that
(Y(c)

1 )(k) = (r∗(c)
1 )(k) ∗A

(c·(c∗
1)(k))

1 for c ∈ {−1, 1}.

A 1-side instance I1 = (1, g1, A
(1)
0 , A

(−1)
0 , h1, c∗

0, r∗(1)
0 , r∗(−1)

0 ) is defined as fol-
lows.
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– (1, g1): The secret key sk1 when δ = 1.
– A

(1)
0 , A

(−1)
0 : The part of the public key pk = (A(c)

0 , A
(c)
1 )c∈{−1,1} whose secret

key is unknown.
– (h1)(k): The randomness of the commitment (Y(c)

1 )(k) in the k-th (k ∈ [l])
first-sender message when δ = 1 such that (Y(c)

1 )(k) = (hc
1)(k) ∗ E for c ∈

{−1, 1}.
– (c∗

0)(k): The simulated challenge in the k-th (k ∈ [l]) first-sender message
when δ = 1.

– ((r∗(1)
0 )(k), (r∗(−1)

0 )(k)): The randomness in generating the commitment (Y(c)
0 )(k)

in the k-th (k ∈ [l]) first-sender message when δ = 1 such that (Y(c)
0 )(k) =

(r∗(c)
0 )(k) ∗A

(c·(c∗
0)(k))

0 .

Preparation: Map Φrand,
−→
h

. We define the map Φrand,
−→
h

that maps a 0-side
instance I0 into a 1-side instance I1 and vice versa as follows.

– A 0-side instance I0 = (0, g0, A
(1)
1 , A

(−1)
1 , h0, c∗

1, r∗(1)
1 , r∗(−1)

1 ) into a 1-side
instance I1 such that

I1 = (1, g1, A
(1)
0 = g0 ∗ E, A

(−1)
0 = g−1

0 ∗ E,

h1 = r∗(1)
1 g

c∗
1

1 , c∗
0 = c∗ ⊙ c∗

1, r∗(c)
0 = hc

0g
−c⊙c∗

0
0 )

where c ∈ {−1, 1}, g1 is such that g1 ∗ E = A
(1)
1 , g−1

1 ∗ E = A
(−1)
1 , and

c∗ = −→e (I0, rand,
−→
h ).

– A 1-side instance I1 = (1, g1, A
(1)
0 , A

(−1)
0 , h1, c∗

0, r∗(1)
0 , r∗(−1)

0 ) into a 0-side
instance I0 such that

I0 = (0, g0, A
(1)
1 = g1 ∗ E, A

(−1)
1 = g−1

1 ∗ E,

h0 = r∗(1)
0 g

c∗
0

0 , c∗
1 = c∗ ⊙ c∗

0, r∗(c)
1 = hc

1g
−c⊙c∗

1
1 )

where c ∈ {−1, 1}, g0 is such that g0 ∗ E = A
(1)
0 , g−1

0 ∗ E = A
(−1)
0 , and

c∗ = −→e (I1, rand,
−→
h ).

Lemma 3. Lemma 1 holds for our definition of the map Φrand,
−→
h

.

Proof. Since the proof for 0-side instance I0 and that of 1-side instance I1 are
similar, we present only for the case of 0-side instance I0. For any rand,

−→
h ,

consider the query transcript −→e (I0, rand,
−→
h ) = c∗. Since the underlying sigma

protocol is HVZKand hence perfectly witness indistinguishable (see Section 3.2,
for each k ∈ [l] and c(k), there is a set of randomness, defined by Φrand,

−→
h

(I0),
that the signer with secret key (1, g1) (i.e., a 1-side witness) could have used to
produce the same view to the adversary. Therefore we have trans(I0, rand,

−→
h ) =

trans(Φrand,
−→
h

(I0), rand,
−→
h ). In addition, it is easy to check from the above defini-

tion of Φrand,
−→
h

that Φrand,
−→
h

(Φrand,
−→
h

(I0)) = I0. Hence Φrand,
−→
h

is a self-bijection.
This concludes the proof.
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Preparation: Witness Extractors (Ext0, Ext1). Fix I, rand and let (
−→
h ,
−→
h ′) ∈

Fi(I, rand) for some index i ∈ [l + 1]. Denote by σ = (cb, rb)b∈{0,1} and σ′ =
(c′

b, r′
b)b∈{0,1} the signatures corresponding to c(i) and c′(i), where c(i) (resp. c′(i))

is the i-th entry of
−→
h (resp.

−→
h ′). It follows from the protocol that c(i) = c0⊙ c1

and c′(i) = c′
0 ⊙ c′

1. We define the witness extractors (Ext0, Ext1) as in Fig. 5.

Ext0(σ, σ′)

1 : if ∃t ∈ [n] s.t. c0,t ̸= c′
0,t

2 : return g2
0 as either r−1

0,t r′
0,t

3 : or (r′
0,t)−1r0,t

4 : return ⊥

Ext1(σ, σ′)

1 : if ∃t ∈ [n] s.t. c1,t ̸= c′
1,t

2 : return g2
1 as either r−1

1,t r′
1,t

3 : or (r′
1,t)−1r1,t

4 : return ⊥

Fig. 5: Witness Extractors

Lemma 4. Under the Assumption 1, the witness extractors (Ext0, Ext1) defined
in Fig. 5 satisfy the definition in Definition 15.

Proof. The proof is similar to that of [46, Lemma 4.3]. By the definition of
Fi(I, rand), we have (I, rand,

−→
h ), (I, rand,

−→
h ′) ∈ Succ and c(i) ̸= c′(i). Since

(I, rand,
−→
h ), (I, rand,

−→
h ′) ∈ Succ, two signatures σ, σ′ are valid, i.e.,

c(i) = c0 ⊙ c1 = H(r(d0)
0 ∗A

(c0)
0 ∥r(d1)

1 ∗A
(c1)
1 ∥M)

and
c′(i) = c′

0 ⊙ c′
1 = H(r′

0
(d′

0) ∗A
(c0)
0 ∥r′

1
(d′

1) ∗A
(c1)
1 ∥M ′).

Since
−→
h and

−→
h ′ agree up to the i-th index and the challenge and adversary’s

randomness are fixed, the input to the hash functions are the same, i.e.,

r(db)
b ∗A

(cb)
b = r′

b
(d′

b) ∗A
(c′

b)
b for b ∈ {0, 1} ∧M = M ′.

Since c(i) ̸= c′(i), we must have either c0 ̸= c′
0 or c1 ̸= c′

1. By the soundness of
the underlying sigma protocol in Section 3.2, one of the witness extractors Ext0
or Ext1 always outputs either g2

0 or g2
1 from which a valid secret key (g0 or g1)

can be easily computed (by Assumption 1). The proof follows.

Lemma 5. Lemma 2 holds for our definition of the witness extractors (Ext0, Ext1).

Proof. We consider the 0-side case; the 1-side case is done similarly. We prove by
contradiction (following that of [46, Lemma 4.5]). Assume that the 0-side witness
can be extracted from the base (I0, rand,

−→
h ), (I0, rand,

−→
h ′) at index i, but cannot

be extracted from either of the sides (I0, rand,
−→
h ′), (I0, rand,

−→
h ′′) or (I0, rand,

−→
h ),
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(I0, rand,
−→
h ′′). By Lemma 4, the assumption holds if and only if c0 = c′′

0 and
c′

0 = c′′
0 , which implies that c0 = c′

0. This again follows from Lemma 4 that the
0-side witness cannot be extracted from (I0, rand,

−→
h ), (I0, rand,

−→
h ′), which is a

contradiction. This completes the proof.

Our main theorem is stated as follows.

Theorem 3. Under Assumption 1 and the hardness of IGAP problem, the blind
signature defined in Fig. 4 satisfies the one-more unforgeability property. Con-
cretely, for l ∈ N, if there exist an adversary A that makes Q hash queries to
the random oracle and breaks the l-one-more unforgeability of BS with advan-
tage ϵA ≥ C1

|C|
(

Q
l+1

)
, then there exists an efficient algorithm B that breaks the

IGAP problem with advantage ϵB ≥ C2 · ϵ2
A

( Q
l+1)2·(l+1)3

for some universal positive
constants C1 and C2.

Proof. We define the hard instance generator IG to output a IGAP problem
instance. Now the proof follows from Lemma 3, Lemma 5 and Theorem 1.

5 Instantiation based on Monomial Code Equivalence

In this section, we present a concrete blind signature protocol based on monomial
code equivalence following the framework in Fig. 4.

5.1 Monomial Code Equivalence

A linear code over Fq is a subspace of Fn
q . An m-dimensional code in Fn

q is
represented by C ∈ Mat(m × n, q), whose rows form a basis of the code. The
monomial code equivalence problem is the following.

Problem 1 (Monomial code equivalence). For n ∈ N, let m ∈ [n]. Let C, C ′ ∈
Mat(m × n, q) be of rank m. Decide if there exist A ∈ GL(m, q), D ∈ D(n, q),
and P ∈ Sn, such that ACDP = C ′. If yes, compute such A, D, and P .

Equivalently, we can formulate monomial code equivalence as asking if there
exist A ∈ GL(m, q) and M ∈ Mon(n, q), such that ACM = C ′. By writing
M ∈ Mon(n, q) as DP where D ∈ D(n, q) and P ∈ Sn, we can define a symmetric
group action as below.

Monomial code equivalence as a symmetric group action. Let C, C ′ ∈ Mat(m×
n, q). In Definition 1, three matrices, A ∈ GL(m, q), D ∈ D(n, q), and P ∈ Sn,
are used to define equivalence between C and C ′. As a result, there is more than
one way to interpret the group action behind monomial code equivalence.

The first, most straightforward, way is to consider the action of the group
GL(m, q)× (D(n, q) ⋊ Sn) = GL(m, q)×Mon(n, q)9 on the set Mat(m× n, q).
9 Here ⋊ denotes semidirect product of groups.
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The second approach is to consider the monomial group Mon(n, q) acting
on the set of m-dimensional codes in Fn

q . This is the natural action from the
viewpoint of coding theory, as seen in [16, 22, 32].

We take the third approach by formulating it as the symmetric group Sn

acting on a set S. This set S is the set of equivalence classes of m-dimensional
codes in Fn

q under scalar multiplications on the coordinates. Note that this is
actually in line with the second approach, where m-dimensional codes in Fn

q

are actually the set of equivalence classes of the set of invertible matrices in
Mat(m× n, q) under left multiplying A ∈ GL(m, q).

Let us examine this set S in more detail. Recall that m ∈ [n]. For C1, C2 ∈
Mat(m × n, q), we define an equivalence relation ∼ as C1 ∼ C2 if and only if
there exists some A ∈ GL(m, q) and D ∈ D(n, q) such that C1 = AC2D. Note
that this equivalence relation partitions Mat(m × n, q) into orbits of Mat(m ×
n, q) under the action of GL(m, q) × D(n, q). Denote by [C]∼ := {ACD : A ∈
GL(m, q), D ∈ D(n, q)} the equivalence class determined by∼ and corresponding
to C ∈ Mat(m × n, q). Let Mat(m × n, q)/∼ = {[C]∼ : C ∈ Mat(m × n, q)} be
the set of equivalence classes under ∼. This is the set S to be acted on.

We wish to define an action of Sn on Mat(m × n, q)/∼. For P ∈ Sn, since
[C]∼ := {ACD : A ∈ GL(m, q), D ∈ D(n, q)} is a set of matrices, a natural
map is to send [C]∼ to [C]∼P := {ACDP : A ∈ GL(m, q), D ∈ D(n, q)}. For
Sn to act on Mat(m × n, q)/∼, we need to show that [C]∼P is an element in
Mat(m× n, q)/∼ by the following proposition.

Proposition 1. Let [C]∼ ∈ Mat(m× n, q)/∼, P ∈ Sn, and [C]∼P be as above.
Then [C]∼P = [CP ]∼.

Proof. Recall that C ∈ Mat(m × n, q). Let A ∈ GL(m, q), and D ∈ D(n, q).
Note that for any P ∈ Sn, we have D(n, q) = P −1 D(n, q)P = {P −1DP : D ∈
D(n, q)}. This is because one can verify that P −1DP is a diagonal matrix with
ith diagonal entry being the P (i)th entry of D. Therefore, [C]∼P := {ACDP :
A ∈ GL(m, q), D ∈ D(n, q)} = {ACPP −1DP : A ∈ GL(m, q), D ∈ D(n, q)} =
{ACPD′ : A ∈ GL(m, q), D′ ∈ D(n, q)} = [CP ]∼.

This ensures that the map α : Sn×Mat(m× n, q)/∼ → Mat(m× n, q)/∼ by
P ∈ Sn sending [C]∼ to [C]∼P = [CP ]∼ is a well-defined group action. Now, we
can translate Fig. 4 into the setting of group action α. By Proposition 1, starting
from the public key that consists of four equivalence classes, A

(1)
0 = [Eg0]∼,

A
(−1)
0 = [Eg−1

0 ]∼, A
(1)
1 = [Eg1]∼, and A

(−1)
1 = [Eg−1

1 ]∼, it is straightforward to
verify Z0 ∼ r0 ∗A

(c0)
0 and Z1 ∼ r1 ∗A

(c1)
1

10 for all hδ ←$ Gn.

Comparison with LESS. The formulation of our instantiation mainly consists of
two parts: one is about establishing the setting of group G, where we utilize the
symmetric group because the computation of both the conjugacy class and the
square-roots (in certain family) is efficient; the other is about hiding the elements
10 For (s1, . . . , sn), (s′

1, . . . , s′
n) ∈ Sn, we say (s1, . . . , sn) ∼ (s′

1, . . . , s′
n), if si ∼ s′

i for
each i ∈ [n].
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of the acted set S within an equivalence class, because the single symmetric
group actions are not secure enough. In a comparable setting, some recent papers
[22, 32] have addressed the following relaxed monomial code equivalence problem
with multiple samples.

Problem 2 (Inverse linear code equivalence (ILCE)). For n ∈ N, let m ∈ [n].
Let {C0, C1, C2} ⊆ Mat(m × n, q). Decide if there exist A ∈ GL(m, q) and
M ∈ Mon(n, q), such that C1 = AC0M and C2 = A−1C0M−1. If yes, compute
such a monomial matrix M .

From the group action viewpoint, this problem corresponds to reusing mono-
mial group actions (compared to our symmetric group actions) and there is
only a single general linear group GL(m, q) acting on the left of the gener-
ator matrices (compared to our equivalence classes under a composite group
GL(m, q)×D(n, q)) used to hide secret information during communication. This
leaves a potential breakthrough point that can be leveraged to tackle Problem 2:
Upon converting the known generator matrices of linear codes into their system-
atic forms, the effect of the left group actions can be somehow eliminated by
introducing the parity-check matrices that serve for the construction of a ho-
mogeneous linear system involving the monomial matrix as the only variable
matrix. Therefore, since the number of equations increases with the number of
samples very quickly while the number of variables always remains the same,
[22] is able to give a heuristic algorithm to find such a monomial matrix by first
converting ILCE problem to the general monomial code equivalence problem with
two samples.

However, this cannot apply to our case directly. The reason is that in an
equivalence class, the way to scale the columns of the generator matrices can
vary, so treating these scalars as variables and combining them with the com-
mon permutation as another variable matrix would make a quadratic equation
system instead of a linear system. Besides, the algorithm in [22] for solving
2-sample monomial code equivalence relies on the structure of a homogeneous
linear system. Specifically, it checks whether an entry of the variable monomial
matrix can be non-zero or not, one by one; in each case, the algorithm sets the
entry to 1 and then conducts the check, despite the fact that a monomial matrix
could have any value on the non-zero position in general. This is because the
solutions to the homogeneous linear system should be multiples of a monomial
matrix, allowing us to normalize any entry to 1 while staying within the solution
set, and avoiding the need to account for the values of scalar variables. Again,
since the scalars for the commitment and keys keep updating in our protocol,
their values must be considered and cannot simply be set to 1. These two essen-
tial gaps differentiate our use of monomial code equivalence from the one broken
in LESS.
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5.2 Square-root Computation Algorithm

To achieve the soundness of the underlying sigma protocol for our blind sig-
nature, we need an algorithm to efficiently compute a certain square-root of
g2

δ ∈ Sn.

Proposition 2. There is a polynomial-time square-root algorithm that inputs
σ ∈ Sn and outputs a square-root of σ if it exists.

Proof. We first give a constructive proof to show that any σ ∈ Sn can be effi-
ciently decomposed into a finite product of disjoint cycles. Let p1 ∈ [n] be the
smallest element such that σ(p1) = p2 ̸= p1. Now we can denote σ(p2) = p3 ̸= p2,
as p2 has been occupied. It follows that we must end up with some pk such that
σ(pk) = p1, which yields a k-cycle (p1, . . . , pk). Then we let q1 ∈ [n] be the small-
est element such that σ(q1) = q2 /∈ {p1, . . . , pk, q1} and repeat the procedure to
get another cycle. Since n is finite, this will result in a finite product of disjoint
cycles eventually.

Suppose there exists one square-root of σ, say g2 = σ. Applying the disjoint-
cycle decomposition to g, we can denote g = g1 ◦ · · · ◦ gℓ where gi is a disjoint
cycle for all i ∈ [ℓ]. Note that disjoint cycles always commute, which implies that
σ can be represented by g2

1 ◦ · · · ◦ g2
ℓ . Thus, it suffices to find a square-root of an

arbitrary cycle square g2
i .

Let gi = (p1, . . . , pk) be a k-cycle. We see that if k is odd, then g2
i =

(p1, p3, . . . , pk−2, pk) is still a k-cycle. If k is even, then g2
i = (p1, p3, . . . , pk−1) ◦

(p2, p4, . . . , pk), which consists of two disjoint cycles. These are the only two
types for each g2

i , which can be distinguished by employing the efficient disjoint-
cycle decomposition. Finally, we give a specific construction of the square-root
in either case:

– If g2
i = (j1, . . . , jk), then√

g2
i =

(
j1, j k+3

2
, j2, j k+5

2
, . . . , j k−1

2
, j k+k

2
, j k+1

2

)
.

– If g2
i = (j1, . . . , jk) ◦ (j′

1, . . . , j′
k), then

√
g2

i has several possibilities, namely
(j1, j′

1, . . . , jk, j′
k), (j1, j′

2, j2, j′
3, . . . , jk, j′

1), . . . , (j1, j′
k, j2, j′

1, . . . , jk, j′
k−1).

It can be easily verified that g2
i = (

√
g2

i )2 for all i ∈ [ℓ], and thereby σ = g2 =
(
√

g2
1 ◦ · · · ◦

√
g2

ℓ )2.

Remark 2. By the proof of Proposition 2, we note that if g is a full cycle in
Sn with n odd, then g has a unique square-root. To avoid the complication of
multiple square-roots, in the instantiation of the blind signature, the signer needs
to set n to be odd, and sample a full-cycle permutation from Sn. The probability
of sampling a full-cycle permutation is 1/n, simply because there are (n − 1)!
full-cycle permutations in Sn. The signer then needs to sample r∗(1)

1−δ from the set
of full-cycle permutations, in order not to lead δ.
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We further note that the monomial code equivalence problem would not be
easier if the underlying permutation is a full cycle. Indeed, we can reduce from
general permutations to full cycles by a random reduction: if C1 and C2 are
related by a permutation Q, we can apply a random permutation R to C2 to get
C3, so with probability 1/n, C1 and C3 are related by a full cycle.

5.3 Canonical Form Algorithm

When blinding the message concatenated with the set elements (e.g., Z0, Z1 ∈
Sn) under a hash function H as in Fig. 4, it is less practical to feed the entire
equivalence class into H. By contrast, we can efficiently compute the canonical
forms that can uniquely represent the underlying equivalence classes. Specifi-
cally, for an authentic signature and b ∈ {0, 1}, the signer and the user each hold
Zb and rb ∗ A

(cb)
b in the same equivalence class. To ensure the resulting hash

values c and c′ to be the same, the user (and other verifiers) need to perform
a canonical form algorithm for these equivalence classes. Canonical forms are a
well-studied topic for graphs and matrix tuples [6, 58]. Given a group G acting
on a set S, a canonical form algorithm for this group action takes s ∈ S and out-
puts s∗ ∈ Orb(s) := {g ∗ s : ∀g ∈ G}. Furthermore, for another s′ ∈ Orb(s), the
algorithm should output the same s∗. In our case, G and S can be interpreted
as GL(m, q)×D(n, q) and Mat(m×n, q), respectively. To this end, we establish
the following proposition.

Proposition 3. There is a polynomial-time canonical form algorithm for the
action of GL(m, q)×D(n, q) on Mat(m× n, q).

Proof. Let A, B ∈ Mat(m×n, q). Denote by r(A), r(B) the reduced row echelon
form of A, B, respectively. We claim that there exists T ∈ GL(m, q) and D ∈
D(n, q) such that A = TBD if and only if there exists D1 ∈ D(m, q) and D2 ∈
D(n, q) such that r(A) = D1r(B)D2.

The if direction is straightforward. By the definition of the reduced row
echelon form, we can find S1, S2 ∈ GL(m, q) such that r(A) = S1A and r(B) =
S2B. Then r(A) = D1r(B)D2 for some D1 ∈ D(m, q) and D2 ∈ D(n, q) implies
that A = S−1

1 D1S2BD2, where S−1
1 D1S2 ∈ GL(m, q) and D2 ∈ D(n, q).

For the only if direction, given A = TBD for some T ∈ GL(m, q) and D ∈
D(n, q), we first consider the form of r(B)D = S2BD for S2 ∈ GL(m, q). Note
that D ∈ D(n, q) is just doing the column scaling and not changing the pattern
of non-zero entries in r(B), it follows that r(B)D is already in a row echelon
form of S2BD. To further make it to be the reduced row echelon form r(S2BD),
the only thing is to scale the leading non-zero entry of each row to 1, which can
be done by left-multiplying a diagonal matrix, say D′ ∈ D(m, q). Thus, we have
that D′r(B)D = r(S2BD) = r(BD) = r(TBD) = r(A) for some D′ ∈ D(m, q)
and D ∈ D(n, q).

Since the reduced row echelon form can be uniquely and efficiently com-
puted by Gaussian elimination in time O(m2n), this shows a polynomial-time
reduction from finding a canonical form for the action of GL(m, q)×D(n, q) on
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Mat(m× n, q) to finding a canonical form for the action of D(m, q)×D(n, q) on
Mat(m×n, q). Such questions have been studied in e.g. [34]. Formally, we prove
the following.

Proposition 4. There is a polynomial-time canonical form algorithm for the
left-right action of D(m, q)×D(n, q) on Mat(m× n, q).

The detailed algorithmic proof for Proposition 4 is provided in Appendix A.
Since the reduced row echelon forms are canonical, we can apply the canonical
form algorithm for the left-right action of D(m, q) × D(n, q) on the reduced
row echelon form of any A ∈ Mat(m × n, q) to obtain a canonical form for the
left-right action of GL(m, q)× D(n, q) in a total running time of O(m2n). This
concludes the proof.

6 Conclusion

In this paper, we present a framework, following [46], for designing a blind sig-
nature from abstract group actions. We prove that our scheme is secure in the
random oracle model. We also provide an instantiation from a variant of linear
code equivalence, with an intensive treatment, that can avoid the attack by [22].
As discussed in Section 1.4, our scheme, as similar to CSI-Otter [46], is vulnera-
ble to Do et al.’s attack [33] and possibly also to Katsumata et al.’s attack [47]
against CSI-Otter. A consequence of this is, recommended by Do et al. [33], to
use our blind signatures sequentially, not concurrently. An interesting question
is to investigate whether Katsumata et al.’s attack [47] can be applicable to our
framework for abstract group actions, and particularly to our instantiation. An-
other interesting question, raised by Katsumata et al. in [47] is enable a group
action-based blind signature construction from those [1, 44, 63] that can thwart
the ROS-related attacks.

We suspect that our framework can be extended to a partially blind signature,
as in [46]. In fact, in the Appendix B, we show that we can design a 2-out-of-3
sigma protocol from abstract group actions, the base protocol for constructing
the partially isogeny-based blind signature in [46]. We will leave it as a future
work to show the possibility/impossibility of such a construction.
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A Proof of Proposition 4

Proposition 4. There is a polynomial-time canonical form algorithm for the
left-right action of D(m, q)×D(n, q) on Mat(m× n, q).
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Proof. We first collect basic notation. Let A ∈ Mat(m× n, q). For each i ∈ [m]
and j ∈ [n], denote by Rj ⊆ [m] the set of row indices of non-zero entries in
the jth column and by Ci ⊆ [n] the set of column indices of non-zero entries
in the ith row, both in increasing order. Besides, denote by R ⊆ [m] the set of
row indices marked as touched and by C ⊆ [n] the set of column indices marked
as touched, which will be initialized as empty sets and stay updated during the
algorithm. We also use Ai,j to denote the initial (i, j)th entry of A, use αi to
denote the ith diagonal entry of the left diagonal matrix acting on A, and use βj

to denote the jth diagonal entry of the right diagonal matrix acting on A. Our
goal is to systemically set a left-right action of D(m, q) × D(n, q) to transform
any given A into a canonical form.

∗ ∗ ∗ ∗ · · · A1,j · · · ∗
∗ ∗ ∗ ∗ · · · 0 · · · ∗
∗ ∗ ∗ ∗ · · · A3,j · · · ∗
...

...
...

...
. . .

...
. . .

...
Ai,1 Ai,2 0 Ai,4 · · · 0 · · · Ai,n

...
...

...
...

. . .
...

. . .
...

∗ ∗ ∗ ∗ · · · Am,j · · · ∗



 Ci

Rj

m× n

Fig. 6: Illustration of how the sets Ci and Rj are defined. Please note that they
consist of the row/column indices of those non-zero entries rather than the values.

Step 1. We start from the first non-zero row in A, say the i0th row. For each j ∈
Ci0 , we can set βj to scale the jth column such that βjAi0,j = 1. Simultaneously,
we mark each index appearing in the aforementioned procedure, and it turns out
that R := {i0} and C := Ci0 upon completing this step. Note that we won’t
rescale any column whose index already exists in C during the subsequent steps,
so βj will then be fixed by the equation and the (i0, j)th entry of A will be fixed
at 1 after the scaling of βj for all j ∈ Ci0 .
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0 · · · 0 0 0 · · · 0 0 0 · · · 0
...

. . .
...

...
...

. . .
...

...
...

. . .
...

0 · · · 0 0 0 · · · 0 0 0 · · · 0
0 · · · 0 Ai0,j0 0 · · · 0 Ai0,j1 0 · · · 0
∗ · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...

. . .
...

...
...

. . .
...

...
...

. . .
...

∗ · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗





×βj1×βj0

m× n

j0, j1 ∈ Ci0

Fig. 7: Illustration of the column scaling in Step 1.

Step 2. Now we focus on the row indices of non-zero entries in each marked
column. Specifically, for each j ∈ C, we check whether there are any row indices
in Rj \R, i.e., the newly appearing row indices to be touched for the first time.
At each check, if such a row index exists, say i, we add it into R and set αi to
scale the ith row such that αiβjAi,j = 1 where βj was fixed in the previous step.
Note that once i added into R, we won’t rescale the ith row in the future steps,
so αi will then be fixed by this equation and (i, j)th entry of A will be fixed
at 1 after the scaling of αi. Upon completing the loop over C, if the size of R
increases, then go to Step 3, because in those newly marked rows, there could
be non-zero entries corresponding to some new column indices outside C; if the
size of R remains the same, then move on to Step 4.
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0 · · · 0 0 0 · · · 0 0 0 · · · 0
...

. . .
...

...
...

. . .
...

...
...

. . .
...

0 · · · 0 0 0 · · · 0 0 0 · · · 0
0 · · · 0 1 0 · · · 0 1 0 · · · 0
∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · · ∗
...

. . .
...

...
...

. . .
...

...
...

. . .
...

∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · · ∗
∗ · · · ∗ βj0 Ai1,j0 ∗ · · · ∗ βj1 Ai1,j1 ∗ · · · ∗
∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · · ∗
...

. . .
...

...
...

. . .
...

...
...

. . .
...

∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · · ∗
∗ · · · ∗ 0 ∗ · · · ∗ βj1 Ai2,j1 ∗ · · · ∗
∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · · ∗
...

. . .
...

...
...

. . .
...

...
...

. . .
...

∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · · ∗





×αi1

×αi2

i1 ∈ Rj0 i2 ∈ Rj1

m× n

Fig. 8: Illustration of the row scaling in Step 2.

Step 3. In a manner similar to what we just did over C, we proceed to loop
over the newly updated row index set R. That is, for each i ∈ R, we check
whether there are any column indices in Ci \C, i.e., the newly appearing column
indices to be touched for the first time. At each check, if such a column index
exists, say j′, we add it into C and set βj′ to rescale the j′th column such that
αiβj′Ai,j′ = 1 where αi was fixed in the previous step. Note again that once j′

added into C, we won’t rescale the j′th column in the future steps, so βj′ will
then be fixed by this equation and the (i, j′)th entry of A will be fixed at 1 after
the scaling of βj′ . Upon completing the loop over R, if the size of C increases,
then go back to Step 2, because in those newly marked columns, there could be
non-zero entries corresponding to some new row indices outside R; if the size of
C remains the same, then move on to Step 4.
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×βj2 ×βj3

m× n

j2 ∈ Ci1

j3 ∈ Ci2

Fig. 9: Illustration of the column scaling in Step 3.

Step 4. After the first three steps, we would have touched and collected some
row indices in R and some column indices in C. Starting from a single non-zero
entry of A, it is possible to stop at some stage before covering all the indices, i.e.,
ending up with R×C ⊂ [m]× [n]. In this case, we can proceed to the next non-
zero row whose index is not in R, which would give us another starting point.
Then we can replace (i0, j0) in Step 1 with this new starting point and repeat
the first three steps. Additionally, we collect the row indices of all such starting
points into a set RS . Denote by R0 and C0 the sets of indices corresponding to
all-zero rows and all-zero columns, respectively. If R = [m] \R0, we move on to
Step 5. Note that our algorithm implies that R = [m] \R0 would also guarantee
C = [n] \ C0, because we went over each r ∈ R and non-repetitively added the
elements in each Cr to C. It is straightforward to see C = [n] \ C0 by the fact
that

⋃
r∈[m]\R0

Cr = [n] \ C0.

Step 5. Upon reaching this step, we would have fixed all diagonal entries of the
two diagonal matrices acting on A, except those corresponding to the indices of
all-zero rows/columns in R0 × C0 and the indices of the starting non-zero rows
in RS . For (i, j) ∈ R0×C0, it is free to set αi and βj since they are only scaling
all-zero rows/columns. For any i0 ∈ RS , it is clear that the non-zero entries in
the i0th row are all equal to 1 after the first four steps (according to Step 1),
motivating us to simply set αi0 = 1 to maintain this structure. This concludes
the algorithm, which runs in time O(mn).
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Without loss of omitting the all-zero rows/columns, the algorithm described
above can give us a certain left-right action of D(m, q)×D(n, q) for any matrix
A ∈ Mat(m× n, q). Denote by c(A) the resulting form of A after our algorithm.
Now we prove that c(A) is a canonical form of A. It suffices to show that for
A, B ∈ Mat(m×n, q), there exist D1 ∈ D(m, q) and D2 ∈ D(n, q) such that B =
D1AD2 if and only if c(A) = c(B). The if direction is straightforward, because
our canonical algorithm can guarantee the left-right actions of D(m, q)×D(n, q)
for A and B, and the product of invertible diagonal matrices is still an invertible
diagonal matrix. For the only if direction, since the pattern of non-zero entries
shared by A and B must be the same, those entries to be scaled to 1 are also
located at the same positions in c(A) and c(B). The only difference lies in the
row/column scalars which depend on the values of entries. Suppose c(A) =
D′

1AD′
2 for some D′

1 ∈ D(m, q) and D′
2 ∈ D(n, q), then our algorithm implies

that c(B) = c(D1AD2) = D′
1D−1

1 (D1AD2)D−1
2 D′

2 = D′
1AD′

2 = c(A).

B Base Sigma Protocol for a 2-Out-of-3 Relation

We suspect that our framework can be extended to a partially blind signature, as
in [46]. In fact, In this section, we present an analogous base sigma protocol for
a 2-out-of-3 relation to the isogeny-based one in [46, Section 5.1]. This was the
first step in constructing the isogeny-based partially blind signature in [46]. Here,
we show that it is possible for such a sigma protocol for a 2-out-of-3 relation
in the abstract group action setting and hence it is potential for constructing a
partially blind signature from abstract group actions, which we will leave as a
future work.

A sigma protocol for a 2-out-of-3 relation is a sigma protocol in which the
prover knows at least two out of three secrets corresponding to the public state-
ment. Using the same notation as in Section 4, we fix a group action ∗ : G×S → S

and fix an element E ∈ S. Our public statement is X = (A(c)
k ) with A

(c)
k = gc

k ∗E
where k ∈ {0, 1, 2} and c ∈ {−1, 1}. The secret g2 will be known by the signer
and user, so we assume that the prover always knows the secret g2 and proves
knowledge of one of g0 and g1 in our protocol which is depicted in Fig. 10. For
simplicity, we present the protocol for the challenge space {−1, 1} only. Here
we use [a]3 for a modulo 3 in Z3, and denote by [0 : 2] the set {0, 1, 2}. The
correctness, soundness and HVZK can be checked easily, so we omit them.
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P(X, W = (δ, gδ, g2)) V(X)

For j ∈ {0, 1}
(hδ,j , h2,j)←$ G2

Yδ,j = hδ,j ∗ E

Y2,j = h2,j ∗ E

(c[1−δ+j]3 , r1−δ,j)←$ {−1, 1} ×G

Y1−δ,j = r1−δ,j ∗A
(c[1−δ+j]3 )
1−δ

(Yk,j) k∈[0:2]
j∈{0,1}

c c←$ {−1, 1}

c[3−δ]3 = c⊙ c[1−δ]3 ⊙ c[2−δ]3]

For j ∈ {0, 1}

rδ,j = hδ,jg
−c[δ+j]3
δ

r2,j = h2,jg
−c[2+j]3
2

(rk,j) k∈[0:2]
j∈{0,1},(ck)k∈[0:2] Accept if c = c0 ⊙ c1 ⊙ c2 and

∀(k, j) ∈ [0 : 2]× {0, 1},

rk,j ∗A
(c[k+j]3 )
k = Yk,j

Fig. 10: Base 2-Out-of-3 Sigma Protocol
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