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Abstract. Abdalla et al. (ASIACRYPT 2020) introduced a notion of
identity-based inner-product functional encryption (IBIPFE) that com-
bines identity-based encryption and inner-product functional encryption
(IPFE). Thus far, several pairing-based and lattice-based IBIPFE schemes
have been proposed. However, there are two open problems. First, there
are no known IBIPFE schemes that satisfy the adaptive simulation-
based security. Second, known IBIPFE schemes that satisfy the adap-
tive indistinguishability-based security or the selective simulation-based
security do not have tight reductions. In this paper, we propose lattice-
based and pairing-based IBIPFE schemes that satisfy the tight adaptive
simulation-based security. At first, we propose a generic transformation
from an indistinguishability-based secure (L + 1)-dimensional (IB)IPFE
scheme to a simulation-based secure L-dimensional (IB)IPFE scheme. The
proposed transformation improves Agrawal et al.’s transformation for
plain IPFE (PKC 2020) that requires an indistinguishability-based se-
cure 2L-dimensional scheme. Then, we construct a lattice-based IBIPFE
scheme that satisfies the tight adaptive indistinguishability-based secu-
rity under the LWE assumption in the quantum random oracle model.
We apply the proposed transformation and obtain the first lattice-based
IBIPFE scheme that satisfies adaptive simulation-based security. Finally,
we construct a pairing-based IBIPFE scheme that satisfies the tight adap-
tive simulation-based security under the DBDH assumption in the ran-
dom oracle model. The pairing-based scheme does not use the proposed
transformation towards the best efficiency.

Keywords: (identity-based) inner-product functional encryption,
simulation-based security, tight reduction, (quantum) random oracle
model, lattice, pairing.

1 Introduction

1.1 Background

Functional encryption (FE) [12,31] is a generalization of the traditional public
key encryption by prohibiting all-or-nothing decryption. If a user decrypts a ci-
phertext FE.ctx that is an encryption of x by using a secret key FE.skf associated



with a function f , the decryption result is not x itself but f(x). There are in-
distinguishability (IND)-based and simulation (SIM)-based security definitions.
Briefly speaking, IND-based security ensures that an adversary that is given sev-
eral FE.skfi such that fi(x⋆0) = fi(x

⋆
1) cannot distinguish FE.ctx⋆

0
and FE.ctx⋆

1
,

while the SIM-based security ensures that an adversary that is given FE.ctx⋆ and
several FE.skfi cannot learn anything besides fi(x⋆). Thus, SIM-based security
is the stronger than IND-based security and adaptive (AD) SIM security is the
most desirable security definition [12,31].

Although there are known FE schemes for all circuits [18,19], strong assump-
tions such as multilinear maps [17] and indistinguishability obfuscation [18] are
required. In turn, FE for simple functionalities under standard assumptions has
been studied. One of the most fundamental research topics should be arguably
inner-product functional encryption (IPFE) introduced by Abdalla et al. [1]. A
decryption result of a ciphertext IPFE.ctx associated with an L-dimensional vec-
tor x by a secret key IPFE.sky associated with an L-dimensional vector y is
their inner product ⟨x,y⟩. After Abdalla et al. [1] proposed selective (SEL)-IND-
secure IPFE schemes under the decisional Diffie-Hellman (DDH) assumption and
the learning with errors (LWE) assumption, Agrawal et al. [7] proposed AD-IND-
secure IPFE schemes under DDH, LWE, and the decision composite residuosity
DCR assumption. In this paper, we focus on DDH and LWE-based schemes.
Specifically, Agrawal et al. [7] proposed two LWE-based schemes that compute
inner products either over the integers or modulo a prime p. Then, Abdalla
et al. [3] (resp. Wee [37]) proved that Agrawal et al.’s DDH-based scheme [7]
satisfies SEL-SIM (resp. semi-adaptive SIM) security. Finally, Agrawal et al. [6]
proved that the DDH-based scheme [7] satisfies the AD-SIM security. In con-
trast, Agrawal et al. [4] improved the efficiency of Agrawal et al.’s LWE-based
schemes [7] by introducing a weaker security model. Wang et al. [36] also im-
proved the efficiency in the same AD-IND security of Agrawal et al. [7]. Then,
Agrawal et al. [6] modified the LWE-based scheme module a prime p [7,36] by
introducing a generic transformation from a 2L-dimensional IND-secure IPFE
scheme modulo p to an L-dimensional SIM-secure scheme with stateful key gen-
erations. Therefore, the SIM-secure schemes are less efficient than the IND-secure
schemes. Although Lin and Luo [28] improved the efficiency of AD-SIM-secure
LWE-based schemes by introducing a transformation from an (L+1)-dimensional
IND-secure scheme to an L-dimensional SIM-secure scheme, their proposed AD-
SIM security is weaker than Agrawal et al. [6] since a simulator of Lin and
Luo [28] can receive additional information compared with Agrawal et al. [6].
We note that most IPFE schemes have tight reductions since the most technical
steps are usually not computational but information theoretical arguments.

Abdalla et al. [2] extended IPFE to IPFE with fine-grained access control
such as identity-based IPFE (IBIPFE) and attribute-based IPFE, where we fo-
cus on IBIPFE throughout the paper. Abdalla et al. [2] proposed several IBIPFE
schemes under the symmetric external Diffie-Hellman (SXDH) assumption and
the LWE assumption. Their SXDH-based schemes satisfy either AD-IND secu-
rity or SEL-SIM security, while their LWE-based schemes satisfy either AD-IND
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security in the random oracle model (ROM) or SEL-IND security in the stan-
dard model. Then, Lai et al. [27] proposed AD-IND-secure LWE-based IBIPFE
scheme in the standard model. However, AD-SIM-secure IBIPFE schemes have
not been proposed so far. Moreover, all the above AD-IND-secure or SEL-SIM-
secure IBIPFE schemes [2,27] do not have tight reduction although there are
several AD-secure IPFE scheme [6,7,36] and AD-secure identity-based encryption
(IBE) schemes [9,10,13,15,16,20,21,22,23,24,26] with (almost) tight reductions
under standard assumptions. Among the above LWE-based IBIPFE schemes, Ab-
dalla et al.’s scheme in the ROM [2] that combines Gentry et al.’s IBE scheme [20]
and Wang et al.’s IPFE scheme [36] is the most efficient. However, their proof
should be refined in the quantum random oracle model (QROM) since an en-
cryption scheme secure under post-quantum assumptions in the ROM may be
vulnerable against quantum adversaries [38].

1.2 Our Contribution

In this paper, we propose two efficient AD-SIM-secure IBIPFE schemes with tight
reductions under standard assumptions in the (Q)ROM. To construct an AD-SIM-
secure LWE-based scheme, we borrow the idea of Agrawal et al. [6] and propose a
transformation from an IND-secure IBIPFE scheme to a SIM-secure scheme. For
this purpose, we do not just extend Agrawal et al.’s transformation [6] to the
identity-based setting but improve it. In particular, our transformation for an L-
dimensional SIM-secure scheme has stateless key generations and utilizes not 2L
but only an (L+1)-dimensional IND-secure scheme that computes inner products
modulo a prime p. The proposed transformation is slightly more efficient than Lin
and Luo [28] due to shorter ciphertexts although the former achieves the stronger
security. Therefore, the proposed transformation provides the most efficient AD-
SIM-secure LWE-based (plain) IPFE scheme. We note that a proof of the proposed
transformation is not the same as Lin and Luo [28] since additional information
from a simulator and slightly larger ciphertexts are essential for the latter proof.

Although the proposed transformation looks sufficient to construct AD-SIM-
secure IBIPFE schemes at a glance, it is not the case for LWE-based schemes
since Abdalla et al.’s [2] and Lai et al.’s [27] IBIPFE scheme do not compute
inner products modulo a prime p but over the integers. Therefore, we modify
Abdalla et al.’s IBIPFE scheme in the ROM [2] to compute inner products mod-
ulo a prime p since the scheme is the most efficient among known LWE-based
IBIPFE schemes [2,27]. The modification itself is not very impressive since we just
borrow the idea of Agrawal et al. [7] that modified their proposed LWE-based
IPFE scheme computing inner products over integers to be a scheme modulo a
prime p. Then, we refine a proof of Abdalla et al. [2] with a tight reduction
in the QROM. Intuitively, Abdalla et al.’s proof modifies answers of secret key
queries and random oracle queries by following Gentry et al.’s proof of their IBE
scheme [20], further modifies an answer of a challenge query by following Wang
et al.’s proof of their IPFE scheme [36], then employ Agrawal et al.’s information-
theoretic argument [7]. In contrast, we utilize Katsumata et al.’s proof [26] that
proves the tight AD security of Gentry et al.’s IBE scheme [20] in the QROM.
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Intuitively, our proof modifies answers to quantum random oracle queries and
secret key queries by following Katsumata et al.’s proof [26], further modifies
an answer of a challenge query by combining Katsumata et al.’s proof [26] and
Wang et al.’s proof [36], then employ Agrawal et al.’s information-theoretic ar-
gument [7]. As a result, we prove the tight AD-IND security of the proposed
modification of Abdalla et al.’s IBIPFE scheme [2] in the QROM. Finally, we ap-
ply the proposed IND-to-SIM transformation and obtain the first AD-SIM-secure
LWE-based IBIPFE scheme that has a tight reduction in the QROM.

Since Abdalla et al.’s AD-IND-secure SXDH-based IBIPFE scheme [2] com-
putes inner products modulo a prime p, we can apply the proposed IND-to-SIM
transformation and obtain the first AD-SIM-secure pairing-based IBIPFE scheme
under the SXDH assumption in the standard model. However, the reduction
is not tight. To achieve a tight reduction and improved efficiency, we propose
an AD-IND-secure pairing-based IBIPFE scheme under the decisional bilinear
Diffie-Hellman (DBDH) assumption in the ROM. Towards the best efficiency, the
proposed pairing-based construction is direct in the sense that we do not rely
on the proposed IND-to-SIM transformation that requires (L + 1)-dimensional
IBIPFE scheme as a building block. The proposed DBDH-based IBIPFE scheme
is a combination of Coron’s tightly AD-secure DBDH-based IBE scheme in
ROM [16] and Agrawal et al.’s AD-SIM-secure DDH-based IPFE scheme [7]. We
use Coron’s IBE scheme among various (almost) tightly AD-secure pairing-based
IBE schemes [9,10,15,16,21,22,23,24] since the scheme is the most efficient to the
best of our knowledge. Moreover, structures of Coron’s IBE scheme and Agrawal
et al.’s IPFE scheme [7] are compatible to prove the tight AD-SIM security of the
proposed IBIPFE scheme. Indeed, the proof is simple. Our proof modifies answers
to random oracle queries, secret key queries, and a challenge query by follow-
ing Coron’s proof [16], then employing Agrawal et al.’s information-theoretic
argument [7].

Table 1 compares the proposed IBIPFE schemes and known IBIPFE
schemes [2,27]. Abdala et al.’s schemes [2] denoted by ACGU20 consist of two
lattice-based schemes and two pairing-based schemes, where the former schemes
satisfy either AD-IND security in the ROM or SEL-IND security in the standard
model and the latter schemes satisfy either SEL-SIM security or AD-IND security
in the standard model. Lai et al.’s scheme [27] denoted by LLW21 is a lattice-
based scheme that satisfies AD-IND security in the standard model. The proposed
schemes consist of two lattice-based schemes and two pairing-based schemes. The
first lattice-based scheme is a mild modification of the AD-IND-secure Abdala
et al.’s scheme [2] in the ROM, while the second scheme is the same as the first
scheme applied by our proposed IND-to-SIM transformation. The third pairing-
based scheme is the same as the AD-IND-secure Abdala et al.’s scheme [2] in the
standard model applied by our proposed IND-to-SIM transformation, while the
fourth pairing-based scheme or our original scheme. Among them, our second
lattice-based scheme, our third pairing-based scheme, and our fourth pairing-
based scheme are the only schemes satisfying AD-SIM security. Although Abdala
et al.’s lattice-based SEL-IND-secure scheme is the only known scheme with a
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Table 1. Security comparison among IBIPFE schemes

Scheme security reduction loss model assumption

ACGU20 [2]

AD-IND

SEL-IND

SEL-SIM

AD-IND

O(Q2
H)

O(1)

O(Qsk)

O(Qsk)

ROM

standard

standard

standard

LWE

LWE

SXDH

SXDH

LLW21 [27] AD-IND O(QH) standard LWE

Section 4

Section 3 + Section 4

Section 3 + ACGU20 [2]

Section 5

AD-IND

AD-SIM

AD-SIM

AD-SIM

O(1)

O(1)

O(Qsk)

O(1)

QROM

QROM

standard

ROM

LWE

LWE

SXDH

DBDH

QH and Qsk denote the number of random oracle hash queries and secret
key queries, respectively.

tight reduction, our first lattice-based scheme, our second lattice-based scheme,
and our fourth pairing-based scheme satisfy either AD-IND security or AD-SIM
security with tight reductions.

1.3 Technical Overview

We explain an overview of our proposed IND-to-SIM transformation. For sim-
plicity, we explain an overview in the case of plain IPFE.
Agrawal et al.’s Transformation [6]. At first, we explain Agrawal et al.’s IND-
to-SIM transformation [6]. Let x⋆ ∈ ZL

p denote a challenge plaintext and
y1, . . . ,yL−1 ∈ ZL

p denote linearly independent vectors on which the adversary
makes secret key queries in this order. In the real security game, a SIM-secure
challenge ciphertext is an IND-secure encryption of a vector

R.x⋆ = [x⋆, 0, . . . , 0︸ ︷︷ ︸
L 0’s

] ∈ Z2L
p ,

while a SIM-secure i-th secret key for yi is an IND-secure secret key of a vector

R.yi = [yi, 0, . . . , 0︸ ︷︷ ︸
i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti] ∈ Z2L
p ,

where ti is a Zp random element. There are enough slots in 2L-dimensional
vectors to answer secret key queries on at most L − 1 linearly independent
vectors.

Hereafter, we explain the case of the ideal security game. Let Qpre denote
the number of adversary’s pre-challenge secret key queries. Upon an adversary’s
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pre-challenge secret key query on yi, the simulator creates an IND-secure secret
key of a vector

I.yi = [yi, 0, . . . , 0︸ ︷︷ ︸
i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti] ∈ Z2L
p

as the case of the real security game. In the ideal security game, the simulator
should answer a challenge query without the knowledge of a challenge plaintext
x⋆. In turn, the adversary declares {zi}i∈[Qpre] such that

zi = ⟨x⋆,yi⟩ mod p.

Then, the simulator creates an IND-secure encryption of a vector

I.x⋆ = [x̂,−t1, . . . ,−tL−1, 1] ∈ Z2L
p

such that

⟨x̂,yi⟩ = zi mod p

for all i ∈ [Qpre]. Upon an adversary’s post-challenge secret key query on yi, , the
adversary declares zi = ⟨x⋆,yi⟩ mod p in addition to yi. Then, the simulator
creates an IND-secure secret key of a vector

I.yi = [yi, 0, . . . , 0︸ ︷︷ ︸
i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti + zi − ⟨x̂,yi⟩] ∈ Z2L
p ,

where ti is a Zp random element.
The proof of indistinguishability between real and ideal security games con-

sists of two steps. At first, we show that the distribution of the real security
game does not change even when secret key queries are answered as in the ideal
security game. To this end, we have to ensure that decryption results are consis-
tent between the challenge ciphertext in the real security game and secret keys
in the ideal security game. We can easily check the fact since it holds that

⟨R.x⋆, I.yi⟩ = ⟨x⋆,yi⟩ mod p

since all the last L coordinates of R.x⋆ are 0. Moreover, although the last coordi-
nate ti of R.yi in the real security game is replaced with ti + zi− ⟨x̂,yi⟩ mod p
of post-challenge I.yi, their distributions are the same due to the randomness of
ti.

To complete the proof, we have to show that the modified security game and
the ideal security game are computationally indistinguishable. To utilize the
IND security, we have to ensure that decryption results are consistent between
ciphertexts and secret keys in the ideal security game. In the case of pre-challenge
secret keys, we have

⟨I.x⋆, I.yi⟩ = ⟨[x̂,−t1, . . . ,−tL−1, 1], [yi, 0, . . . , 0︸ ︷︷ ︸
i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti]⟩ mod p
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= ⟨x̂,yi⟩+ ⟨[−t1, . . . ,−tL−1, 1], [0, . . . , 0︸ ︷︷ ︸
i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti]⟩ mod p

= ⟨x̂,yi⟩ mod p

= zi mod p.

In the case of post-challenge secret keys, we have

⟨I.x⋆, I.yi⟩
= ⟨[x̂,−t1, . . . ,−tL−1, 1], [yi, 0, . . . , 0︸ ︷︷ ︸

i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti + zi − ⟨x̂,yi⟩]⟩ mod p

= ⟨x̂,yi⟩+ ⟨[−t1, . . . ,−tL−1, 1], [0, . . . , 0︸ ︷︷ ︸
i−1 0’s

, 1, 0, . . . , 0︸ ︷︷ ︸
L−1−i 0’s

, ti + zi − ⟨x̂,yi⟩]⟩ mod p

= ⟨x̂,yi⟩+ zi − ⟨x̂,yi⟩ mod p

= zi mod p.

Then, we can utilize the IND security to show that two games are computation-
ally indistinguishable.
Proposed Transformation. We observe how Agrawal et al.’s transformation [6]
utilizes the additional L dimensions. To answer all secret key queries, we have to
use L− 1 Zp random elements t1, . . . , tL−1 since their randomness ensured that
R.yi and post-challenge I.yi follow the same distribution. It was easy to design
a real ciphertext so that decryption results are consistent between ciphertexts
in the real security game and secret keys in the ideal security game by setting
0 for all additional L coordinates. Then, the additional L dimensions are used
to ensure that decryption results are consistent between ciphertexts and secret
keys in the ideal security game. In the challenge ciphertext, the additional L− 1
coordinates are used to embed t1, . . . , tL−1, while the last coordinate is 1. Since
pre-challenge I.yi is the same as R.yi, the additional L dimensions are used to
ensure that inner products between I.x and I.yi in the additional L dimensions
becomes zero. Similarly, post-challenge I.yi utilize the additional L dimensions so
that the inner products zi−⟨x̂,yi⟩ ensure that decryption results are consistent.
Therefore, the additional L dimensions play a vital role in ensuring decryption
consistency.

To design IND-to-SIM transformation by using (L+1)-dimensional IND-secure
IPFE scheme, the main idea is how to use not only the additional dimensions but
the first L dimensions to ensure the decryption consistency. In the real security
game, we use vectors

R.x⋆ = [x⋆, 0] ∈ ZL+1
p , R.yi = [yi, ti] ∈ ZL+1

p

to create a challenge ciphertext which is an encryption of x⋆ and i-th secret keys
of yi in the real security game, respectively. In the ideal security game, we use
vectors

I.yi = [yi, ti], I.x⋆ = [x̂, 1], I.yi = [yi, zi − ⟨x̂,yi⟩],
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to create pre-challenge i-th secret keys of yi, a challenge ciphertext, and post-
challenge i-th secret keys of yi in the ideal security game, respectively. If we set
x̂ such that

⟨x̂,yi⟩ = zi − ti mod p

for i ∈ [Qpre], decryption results are consistent between ciphertexts and secret
keys in the ideal security game. In the case of pre-challenge secret keys, we have

⟨I.x⋆, I.yi⟩ = ⟨[x̂, 1], [yi, ti]⟩ mod p

= ⟨x̂,yi⟩+ ti mod p

= zi − ti + ti mod p

= zi mod p.

In the case of post-challenge secret keys, we have

⟨I.x⋆, I.yi⟩ = ⟨[x̂, 1], [yi, zi − ⟨x̂,yi⟩]⟩ mod p

= ⟨x̂,yi⟩+ zi − ⟨x̂,yi⟩ mod p

= zi mod p.

However, this approach is problematic since the last coordinates zi − ⟨x̂,yi⟩ of
post-challenge I.yi are not random. Thus, distributions in the real and ideal
security games are not the same.

To resolve the issue, we show that x̂ can be defined so that the vector has
sufficient entropy. We recall that a proof of Agrawal et al.’s transformation [6]
consists of two steps, where the first step ensures that a distribution of the real
security game does not change even when secret key queries are answered as in
the ideal security game. In this step, we observe that the information of x̂ itself is
not given, while only ⟨x̂,yi⟩ appears in the last coordinates of post-challenge I.yi.
Therefore, we set x̂ as a random vector as long as it does not violate decryption
consistency. Let x̄,x⊥Qpre+1, . . . ,x

⊥
L ∈ ZL

p be vectors such that

⟨x̄,yi⟩ = zi − ti mod p, ⟨x⊥j ,yi⟩ = 0 mod p

for i ∈ [Qpre] and {x⊥Qpre+1, . . . ,x
⊥
L} is linearly independent. We sample Zp ran-

dom sQpre+1, . . . , sL and set

x̂ = x̄+
∑

j∈[Qpre+1,L]

sj · x⊥j mod p.

Since it holds that

⟨x̂,yi⟩ = ⟨x̄,yi⟩ = zi − ti mod p

for i ∈ [Qpre], this x̂ does not violate the decryption consistency as the above
analysis. Moreover, the randomness of sQpre+1, . . . , sL ∈ Zp ensure that

⟨x̂,yi⟩ = ⟨x̄,yi⟩+
∑

j∈[Qpre+1,L]

sj · ⟨x⊥j ,yi⟩ mod p
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for i ∈ [Qpre+1, L−1] follow the uniform distribution over ZL−Qpre−1
p . Therefore,

distributions in the real and ideal security games are the same since the last
coordinates zi − ⟨x̂,yi⟩ of post-challenge I.yi are random as in R.yi. Thus, we
can complete the first step of the proof. We can also prove the second step in
the same way as Agrawal et al.’s transformation [6].

1.4 Organization

In Section 3, we propose the IND-to-SIM transformation. In Section 4, we propose
our lattice-based IBIPFE scheme. In Section 5, we propose our pairing-based
IBIPFE scheme.

2 Preliminaries

Notation. Let λ ∈ N denote the security parameter throughout the paper.
Let uppercase (resp. lowercase) bold letter A (resp. a) denote a matrix (resp.
column vector). For a matrix R ∈ Rn×n, let ∥R∥ denote the length of the
longest column of R and let ∥R∥GS denote the length of the longest column of
the Gram-Schmidt orthogonalization of R. Let ⟨x,y⟩ denote an inner prod-
uct of x and y. For vectors a1, . . . , am ∈ Zn

p , let [a1 | · · · | am] ∈ Zn×m
p

denote their horizontal concatenation. For vectors a = [a1, . . . , an] ∈ Zn
p and

b = [b1, . . . , bm] ∈ Zm
p , let [a ∥ b] = [a1, . . . , an, b1, . . . , bm] ∈ Zn+m

p denote
their vertical concatenation. For a finite set S, let s ←R S denote the opera-
tion of sampling s from S uniformly at random. For a probability distribution
S, let s ← S denote the operation of sampling s according to S. For two ran-
dom variables X and Y over S, the statistical distance ∆(X,Y ) between X
and Y is defined as ∆(X,Y ) :=

∑
s∈S |Pr[X = s]−Pr[Y = s]|. We say that the

two distributions X and Y are statistically close when ∆(X,Y ) is negligible in
the security parameter. The min-entropy of a random variable X is defined as
H∞ := − log(maxx Pr[X = x]). For two sets X and Y, let Func(X ,Y) denote the
set of all functions from X to Y. For an algorithm A, let Time(A) denote the
running time of A.
Pseudo-Random Function.

Definition 1 (Pseudo-Random Function (PRF)). Let F = {fk}k∈K denote
a function family such that fk : X → Y. A function family F is said to be a PRF
family if for any quantum polynomial-time A,

AdvPRFF,A(λ) =
∣∣∣Pr[Afk(·)(λ) | k ←R K

]
− Pr

[
Af(·)(λ) | f ←R Func(X ,Y)

]∣∣∣
is negligible in λ.

Identity-based Inner-Product Functional Encryption.
Syntax. An identity-based inner-product functional encryption (IBIPFE) scheme
Π computing inner products modulo a prime number p consists of four PPT
algorithms (Setup,Enc,KGen,Dec) defined as follows:
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(mpk,msk)← Setup(1λ, 1L)

((id⋆0,x
⋆
0), (id

⋆
1,x

⋆
1))← AKGen(msk,·,·)(mpk)

ct⋆ ← Enc(mpk, id⋆β ,x
⋆
β);β ←R {0, 1}

β̂ ← AKGen(msk,·,·)(mpk, ct⋆)

Fig. 1. The AD-IND security game

Setup(1λ, 1L)→ (mpk,msk): On input the security parameter λ and a dimension
L of an inner product, output a master public/secret key pair (mpk,msk),
where mpk implicitly contains an identity space ID and a prime number p.

Enc(mpk, id,x)→ ctid,x: On input the master public key mpk, an identity id ∈
ID, and a vector x ∈ ZL

p , output a ciphertext ctid,x.

KGen(msk, id,y)→ skid,y: On input the master secret key msk, an identity id ∈
ID, and a vector y ∈ ZL

p , output a secret key skid,y.

Dec(mpk, ctid,x, skid′,y)→ ⟨x,y⟩/⊥: On input a master public key mpk, a cipher-
text ctid,x, and a secret key skid′,y, output a decryption result ⟨x,y⟩ ∈ Zp or
a failure symbol ⊥.

Correctness. For all the security parameter λ ∈ N, a master public/secret key
pair (mpk,msk)← Setup(1λ, 1L), an identity id ∈ ID, and two vectors x,y ∈ ZL

p ,
it holds that

Dec(mpk,Enc(mpk, id,x),KGen(msk, id,y)) = ⟨x,y⟩ mod p

with overwhelming probability.

Security. We review the adaptive indistinguishability (AD-IND) security and the
adaptive simulation (AD-SIM) security. To define them, we use the following
function

Eval(id⋆,x⋆, id,y) =

{
⟨x⋆,y⟩ if id = id⋆

⊥ if id ̸= id⋆
.

The AD-IND security ensures that any PPT adversary A cannot distinguish
encryptions of (id⋆0,x⋆

0) and (id⋆1,x
⋆
1) even when A can receive polynomially many

secret keys for (id,y) such that Eval(id⋆0,x
⋆
0, id,y) = Eval(id⋆1,x

⋆
1, id,y). If id⋆0 ̸=

id⋆1 holds, A cannot receive secret keys for any (id,y) such that id ∈ {id⋆0, id
⋆
1}.

If id⋆0 = id⋆1 = id⋆ holds, let yid⋆,1, . . . ,yid⋆,Qid⋆
∈ ZL

p denote all vectors such that
A receives secret keys for (id⋆,yid⋆,i) throughout the security game. To satisfy
Eval(id⋆0,x

⋆
0, id,y) = Eval(id⋆1,x

⋆
1, id,y), a set {yid⋆,1, . . . ,yid⋆,Qid⋆

} contains at
most L− 1 linearly independent vectors. We note that the challenge ciphertext
cannot hide the information of id⋆ unlike IBE if id⋆0 = id⋆1 = id⋆ holds since A
can receive secret keys associated with id⋆.
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Definition 2 (AD-IND Security). The AD-IND security is defined by the secu-
rity game between an adversary A and a challenger C summarized in Figure 1.
A can access an oracle KGen that takes (id,y) as input and outputs skid,y ←
KGen(msk, id,y), where it is required that Eval(id⋆0,x⋆

0, id,y) = Eval(id⋆1,x
⋆
1, id,y)

throughout the game. An IBIPFE scheme Π is said to satisfy the AD-IND security
if for any PPT A,

AdvAD-IND
Π,A (λ) =

∣∣∣Pr[β̂ = 1 | β = 0
]
− Pr

[
β̂ = 1 | β = 1

]∣∣∣
is negligible in λ.

Although the AD-IND security ensures that any PPT adversary A cannot dis-
tinguish encryptions of (id⋆0,x⋆

0) and (id⋆1,x
⋆
1), the fact does not ensure that the

adversary cannot learn anything besides Eval(id⋆0,x
⋆
0, id,y) = Eval(id⋆1,x

⋆
1, id,y).

In contrast, the AD-SIM security ensures that there is a PPT simulator S that
does not take x⋆ but only evaluation results {Eval(id⋆,x⋆, id,y)}(id,y) between
the challenge ciphertext and all secret keys A receives as input and simulates the
challenge ciphertext ct⋆ ← Enc(mpk, id⋆,x⋆). In other words, the AD-SIM secu-
rity ensures that A cannot extract any additional information from the challenge
ciphertext since A also knows {Eval(id⋆,x⋆, id,y)}(id,y). We follow Agrawal et
al.’s definition of AD-SIM security for IPFE [6] and define the following AD-SIM
security for IBIPFE.

Definition 3 (AD-SIM Security). The AD-SIM security is defined by two se-
curity games summarized in Figure 2, where the left (resp. right) is the real
security game SIMReal (resp. ideal security game SIMIdeal).

– In SIMReal between A and a challenger C, C runs real algorithms
(Setup,Enc,KGen) of an IBIPFE scheme Π and A can access an oracle KGen
that takes (id,y) as input and outputs skid,y ← KGen(msk, id,y).

– In SIMIdeal between A and a simulator S, S runs PPT simulation al-
gorithms (Setup⋆,KGen⋆0,Enc

⋆,KGen⋆1) and A can access an oracle KGen⋆0
(resp. KGen⋆1) that takes (id,y) (resp. (id,y,Eval(id⋆,x⋆, id,y))) as in-
put and outputs sk⋆id,y ← KGen⋆0(mpk⋆,msk⋆, id,y, st) (resp. sk⋆id,y ←
KGen⋆1(mpk⋆,msk⋆, id,y,Eval(id⋆,x⋆, id,y), st)). Moreover, let

V = (yid⋆,i, zi = ⟨x⋆,yid⋆,i⟩)i∈[Qid⋆ ]
,

where {yid⋆,i}i∈[Qid⋆ ] denote all vectors on which A has made KGen⋆0 oracle
queries associated with id⋆.

An IBIPFE scheme Π is said to satisfy the AD-SIM security if for any PPT A,

AdvAD-IND
Π,A (λ) = |Pr[β = 1 | SIMReal]− Pr[β = 1 | SIMIdeal]|

is negligible in λ.

In this paper, we may call A’s oracle access to KGen⋆0 (resp. KGen⋆1) a pre-
challenge (resp. post-challenge) secret key query.
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SIMReal SIMIdeal

(mpk,msk)← Setup(1λ, 1L)

(id⋆,x⋆)← AKGen(msk,·,·)(mpk)

ct⋆ ← Enc(mpk, id⋆,x⋆)

β ← AKGen(msk,·,·)(mpk, ct⋆)

(mpk⋆,msk⋆)← Setup⋆(1λ, 1L)

(id⋆,V)← AKGen⋆0(mpk⋆,msk⋆,·,·,st)(mpk⋆)

ct⋆ ← Enc⋆(mpk⋆, id⋆,V)
β ← AKGen⋆1(mpk⋆,msk⋆,·,·,·,st)(mpk⋆, ct⋆)

Fig. 2. The AD-SIM security game

Remark 1. Lin and Luo [28] claimed that they proposed a transformation from
an (L+1)-dimensional IND-secure IPFE scheme to an L-dimensional SIM-secure
IPFE scheme. However, their definition of the AD-SIM security is weaker than
Agrawal et al. [6]. Briefly speaking, not only KGen⋆1 but also KGen⋆0 can take
Eval(id⋆,x⋆, id,y) in Lin and Luo’s definition. In other words, the definition is
not fully adaptive since candidates of the challenge x⋆ decrease by accessing the
KGen⋆0 oracle.

3 IND-to-SIM Transformation

In this section, we propose our generic transformation from an (L + 1)-
dimensional AD-IND-secure IBIPFE scheme to an L-dimensional AD-SIM-secure
IBIPFE scheme computing inner products modulo a prime p. We give a construc-
tion in Section 3.1 and prove the security in Section 3.2.

3.1 Construction

We use an (L+1)-dimensional AD-IND-secure IBIPFE scheme ΠIND = (IND.Setup,
IND.Enc, IND.KGen, IND.Dec) that computes an inner product modulo a prime p
and construct an L-dimensional AD-SIM-secure IBIPFE scheme ΠSIM = (Setup,
Enc,KGen,Dec) that computes an inner product modulo a prime p as follows.

Setup(1λ, 1L)→ (mpk,msk): Run (IND.mpk, IND.msk) ← IND.Setup(1λ, 1L+1),
choose an index k ←R K for a function family F = {fk}k∈K such that
fk : ID → ZL

p , and output

mpk = IND.mpk, msk = (IND.msk, k).

Enc(mpk, id,x)→ ctid,x: Parse mpk = IND.mpk. Run

IND.ctid,[x∥0] ← IND.Enc(IND.mpk, id, [x ∥ 0]),

and output ctid,x = IND.ctid,[x∥0].
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KGen(msk, id,y)→ skid,y: Parse msk = (IND.msk, k). Compute fk(id) = rid ∈
ZL
p , set

ŷ = [y ∥ ⟨rid,y⟩ mod p],

run

IND.skid,ŷ ← IND.KGen(msk, id, ŷ)

and output skid,y = (ŷ, IND.skid,ŷ).
Dec(mpk, ctid,x, skid,y)→ ⟨x,y⟩: Parse ctid,x = IND.ctid,[x∥0] and skid,y =

(ŷ, IND.skid,ŷ). Output the result of IND.Dec(IND.mpk, IND.ctid,[x∥0],
IND.skid,ŷ).

Correctness. Since it holds that

⟨[x ∥ 0], [y ∥ ⟨rid,y⟩ mod p]⟩ = ⟨x,y⟩ mod p,

the correctness of the underlying IBIPFE scheme ΠIND = (IND.Setup, IND.Enc,
IND.KGen, IND.Dec) ensures the correctness of the proposed scheme ΠSIM =
(Setup,Enc,KGen,Dec).

3.2 Security

To conclude this section, we prove the following theorem.

Theorem 1. If the underlying IBIPFE scheme ΠIND satisfies the AD-IND secu-
rity and F is a PRF family, then the proposed IBIPFE scheme ΠSIM in Section 3.1
satisfies the tight AD-SIM security. In particular, for any PPT A that breaks the
AD-SIM security of ΠSIM, there exist PPT B1 and B2 such that

AdvAD-SIM
ΠSIM,A (λ) ≤ AdvPRFF,B1

(λ) + AdvAD-IND
ΠIND,B2

(λ)

and

max {Time(B1),Time(B2)} = Time(A) + poly(λ,L).

Proof of Theorem 1. At first, we define the following simulation algorithms
(Setup⋆,KGen⋆0,Enc

⋆,KGen⋆1):

Setup⋆(1λ, 1L)→ (mpk⋆,msk⋆): Run (IND.mpk, IND.msk) ←
IND.Setup(1λ, 1L+1) and output

mpk⋆ = IND.mpk, msk⋆ = IND.msk.

KGen⋆0(mpk⋆,msk⋆, id,y, st)→ sk⋆id,y: Parse mpk⋆ = IND.mpk and msk⋆ =
IND.msk. Retrieve (id, {yid,i, tid,i}i∈[Q]) ∈ st, where yid,1, . . . ,yid,Q denote
all linearly independent vectors on which A has made secret key queries
associated with id so far.
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– If there exist c1, . . . , cQ ∈ Zp such that y =
∑

i∈[Q] ci · yid,i mod p, set

ŷ = [y ∥
∑
i∈[Q]

ci · tid,i mod p].

– If there do not exist c1, . . . , cQ ∈ Zp such that y =
∑

i∈[Q] ci·yid,i mod p,
sample tid,Q+1 ←R Zp, set yid,Q+1 = y and

ŷ = [yid,Q+1 ∥ tid,Q+1],

and update (id, {yid,i, tid,i}i∈[Q]) ∈ st by (id, {yid,i, tid,i}i∈[Q+1]).
Run

IND.skid,ŷ ← IND.KGen(msk, id, ŷ)

and output sk⋆id,y = IND.skid,ŷ.
Enc⋆(mpk⋆,msk⋆, id⋆,V, st)→ ct⋆: Parse mpk⋆ = IND.mpk, msk⋆ = IND.msk,

and

V = (yid⋆,i, z
pre
i = ⟨x⋆,yid⋆,i⟩)i∈[Qid⋆ ]

.

Suppose that a set {yid⋆,1, . . . ,yid⋆,Qid⋆
} contains Qpre linearly independent

vectors and
{
yid⋆,1, . . . ,yid⋆,Qpre

}
⊆ {yid⋆,1, . . . ,yid⋆,Qid⋆

} is linearly indepen-
dent for simplicity. Retrieve (id⋆, {yid⋆,i, tid⋆,i}i∈[Qpre]) ∈ st. Let

Ypre = [yid⋆,1 | · · · | yid⋆,Qpre ] ∈ ZL×Qpre
p ,

zpre = [zpre1 , . . . , zpreQpre
] ∈ ZQpre

p , tpreid⋆ = [tid⋆,1, . . . , tid⋆,Qpre ] ∈ ZQpre
p .

Compute x̄,x⊥Qpre+1, . . . ,x
⊥
L ∈ ZL

p such that

Ypre⊤ · x̄ = zpre − tpreid⋆ mod p, Ypre⊤ · x⊥j = 0 mod p

for j ∈ [Qpre + 1, L] and {x⊥Qpre+1, . . . ,x
⊥
L} is linearly independent, sample

sQpre+1, . . . , sL ←R Zp, and set

x̂ = x̄+
∑

j∈[Qpre+1,L]

sj · x⊥j mod p,

where it holds that

⟨[x̂ ∥ 1], [yid⋆,i ∥ tid⋆,i]⟩ = ⟨x̄,yid⋆,i⟩︸ ︷︷ ︸
=zpre

i −tid⋆,i mod p

+
∑

j∈[Qpre+1,L]

sj · ⟨x⊥j ,yid⋆,i⟩︸ ︷︷ ︸
=0 mod p

+tid⋆,i

= zprei mod p

for i ∈ [Qpre]. Run

IND.ctid⋆,[x̂∥1] ← IND.Enc(IND.mpk, id⋆, [x̂ ∥ 1])

and output ct⋆ = IND.ctid⋆,[x̂∥1].
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KGen⋆1(mpk⋆,msk⋆, id,y, z = Eval(id⋆,x⋆, id,y), st)→ skid,y: Parse mpk⋆ =
IND.mpk and msk⋆ = IND.msk. Retrieve (id⋆, {yid⋆,i, tid⋆,i}i∈[Q]) ∈ st, where
yid⋆,1, . . . ,yid⋆,Q denote all linearly independent vectors on which A has
made secret key queries associated with id⋆ so far.

– If id ̸= id⋆ holds or there exist c1, . . . , cQ ∈ Zp such that y =
∑

i∈[Q] ci ·
yid⋆,i mod p, set

ŷ = [y ∥
∑
i∈[Q]

ci · tid⋆,i mod p]

as in KGen⋆0.
– If id = id⋆ holds and there do not exist c1, . . . , cQ ∈ Zp such that y =∑

i∈[Q] ci · yid⋆,i mod p, set

tid⋆,Q+1 = z − ⟨x̂,y⟩ ∈ Zp

so that

⟨[x̂ ∥ 1], [y ∥ tid⋆,Q+1]⟩ = z,

further set yid⋆,Q+1 = y and

ŷ = [yid⋆,Q+1 ∥ tid⋆,Q+1],

and update (id⋆, {yid⋆,i, tid⋆,i}i∈[Q]) ∈ st by (id⋆, {yid⋆,i, tid⋆,i}i∈[Q+1]).
Run

IND.skid⋆,ŷ ← IND.KGen(msk, id⋆, ŷ)

and output sk⋆id⋆,y = IND.skid⋆,ŷ.

Hereafter, we prove the indistinguishability of a game sequence SIMReal =
Game0, . . . ,Game4 = SIMIdeal.
Game0. This is the real security game SIMReal of the AD-SIM security.
Game1. This is the same as Game0 except that a pseudo-random fk(id) = rid ∈
ZL
p is replaced with rid ←R ZL

p . In particular, C samples rid ←R ZL
p upon A’s

first secret key query associated with id and stores (id, rid) ∈ st. Since F is a PRF
family, Game0 and Game1 are computationally indistinguishable.
Game2. This is the same as Game1 except that C does not run KGen but
KGen⋆0 to answer both pre- and post-challenge secret key queries. The only
change between Game1 and Game2 is that ⟨rid,y⟩ mod p in Game1 is replaced
with tid,i or

∑
i∈[Q] ci · tid,i mod p in Game2. Suppose that (id, rid) ∈ st (resp.

(id, {yid,i, tid,i}i∈[Qid]) ∈ st) is stored at the end of Game1 (resp. Game2). Both
(⟨rid,yid,1⟩, . . . , ⟨rid,yid,Qid

⟩) in Game1 and (tid,1, . . . , tid,Qid
) in Game2 follow the

uniform distribution over ZQid
p since {yid⋆,1, . . . ,yid⋆,Qid

} is linearly independent.
Thus, answers of secret key queries on (id,yid,i) for yid,i ∈ st are the same be-
tween Game1 and Game2. Suppose that there exist c1, . . . , cQid

∈ Zp such that
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y =
∑

i∈[Qid]
ci · yid,i mod p upon a secret key query on (id,y) for yid,i /∈ st. In

Game1, it holds that

⟨rid,y⟩ = ⟨rid,
∑
i∈[Q]

ci · yid,i⟩ =
∑
i∈[Q]

ci · ⟨rid,yid,i⟩ mod p.

Since (⟨rid,yid,1⟩ mod p, . . . , ⟨rid,yid,Qid
⟩ mod p) in Game1 and (tid,1, . . . , tid,Q)

in Game2 follow the same distribution, ⟨rid,y⟩ mod p in Game1 and
∑

i∈[Qid]
ci ·

tid,i mod p in Game2 follow the same distribution. Thus, answers of secret key
queries on (id,y) are the same between Game1 and Game2. Therefore, Game1
and Game2 follow the same distribution.
Game3. This is the same as Game2 except that C does not run KGen⋆0 but
KGen⋆1 to answer post-challenge secret key queries. To run KGen⋆1 in Game3,
C computes x̂ ∈ ZL

p upon the challenge query by running Enc⋆ although
C answers the query in the same way as Game2 by running Enc. Suppose
that (id⋆, {yid⋆,i, tid⋆,i}i∈[Qpre+Qpost]) ∈ st is stored at the end of the security
game. The only changes between Game2 and Game3 are answers of post-
challenge secret key queries on (id⋆,yid⋆,Qpre+1), . . . , (id

⋆,yid⋆,Qpre+Qpost). In par-
ticular, tid⋆,Qpre+1, . . . , tid⋆,Qpre+Qpost ←R Zp in Game2 are replaced with

tid⋆,i = zposti − ⟨x̂,yid⋆,i⟩ ∈ Zp

for i ∈ [Qpre + 1, Qpre +Qpost] in Game3, where zposti = Eval(id⋆,x⋆, id⋆,yid⋆,i) =
⟨x⋆,yid⋆,i⟩. Let

X⊥ = [x⊥Qpre+1 | . . . | x⊥L ] ∈ ZL×(L−Qpre)
p ,

s = [sQpre+1, . . . , sL] ∈ ZL−Qpre
p ,

Ypost = [yid⋆,Qpre+1 | · · · | yid⋆,Qpre+Qpost ] ∈ ZL×Qpost
p ,

zpost = [zpostQpre+1, . . . , z
post
Qpre+Qpost

] ∈ ZQpost
p ,

tpostid⋆ = [tid⋆,Qpre+1, . . . , tid⋆,Qpre+Qpost ] ∈ ZQpost
p .

Observe that

tpostid⋆ = zpost −Ypost⊤ · x̂ mod p

= zpost −Ypost⊤ ·

x̄+
∑

i∈[Qpre+1,L]

si · x⊥i

 mod p

= zpost −Ypost⊤ · x̄−Ypost⊤ ·X⊥ · s mod p.

Since a rank of Ypost⊤ · X⊥ is Qpost and s follows the uniform distribution,
Ypost⊤ ·X⊥ ·s mod p ∈ ZQpost

p follows the uniform distribution. Therefore, Game2
and Game3 follow the same distribution.
Game4. This is the same as Game3 except that C does not run Enc but Enc⋆ to
answer the challenge query. In particular, Game4 = SIMIdeal holds. Due to the
AD-IND security of (IND.Setup, IND.Enc, IND.KGen, IND.Dec), Game3 and Game4
are computationally indistinguishable. ⊓⊔

16



4 Lattice-based IBIPFE Scheme

In this section, we propose a lattice-based IBIPFE scheme computing an inner
product modulo a prime p satisfying the tight AD-IND security under the LWE
assumption in the QROM. In Section 4.1, we review preliminaries on lattices.
Then, we give a construction of the proposed scheme in Section 4.2 and prove
the security in Section 4.3.

4.1 Preliminaries on Lattice-based Cryptography

An integer lattice Λ is an additive discrete subgroup of Zm. For integers n,m,
and q such that q ≥ 2, matrices A ∈ Zn×m

q and U ∈ Zℓ×n
q , let Λ⊥q (A) = {x ∈

Zm | Ax = 0 mod q},ΛU
q (A) = {X ∈ Zm | AX = U mod q}.

Discrete Gaussian and Sampling Algorithms. Let DΛ,σ denote a discrete
Gaussian distribution over Λ with a Gaussian parameter σ. In the following, we
review some basic properties of discrete Gaussian distributions.

Lemma 1 ([20]). Let n,m, q be positive integers such that m ≥ 2n log q. Let σ
be any positive real number such that σ ≥

√
n+ logm. For A ←R Zn×m

q and
e← DZm,σ, a distribution of u = Ae mod q is statistically close to uniform over
Zn
q . Furthermore, for a fixed u ∈ Zn

q , a conditional distribution of e ← DZm,σ,
given Ae = u mod q for a uniformly random A in Zn×m

q is statistically close
to DΛu

q (A),σ.

Lemma 2 ([20,30]). Let σ > 16
√
log 2m/π and u be any vector in Zn

q . Then,
for all but q−n fraction of A ∈ Zn×m

q , we have Prx←D
Λ⊥
u (A),σ

[∥x∥ ≥ σ
√
m] ≤

2−(m−1).

Lemma 3 ([20,32,33]). Let σ > 16
√

log 2m/π and u be any vector in Zn
q .

Then, for all but q−n fraction of A ∈ Zn×m
q , we have H∞(DΛ⊥

u (A),σ) ≥ m− 1.

Lemma 4 (Noise Re-randomization, [25], Lemma 1). Let q, ℓ,m
be positive integers and r be a positive real number satisfying r >
max{ω(

√
logm), ω(

√
log ℓ)}. Let b ∈ Zm

q be arbitrary and z chosen from DZm,r.
Then, there exists a PPT algorithm ReRand such that for any V ∈ Zm×ℓ and pos-
itive real number σ > ∥V∥2, ReRand(V,b+z, r, σ) outputs b′⊤ = b⊤V+z′⊤ ∈ Zℓ

q

where a distribution of z′ is statistically close to DZℓ,2rσ.

Lemma 5 ([5,8,14,29]). Let n,m, q > 0 be positive integers with m ≥ 3n⌈log q⌉
and q a prime. Then, we have the following polynomial time algorithms:

TrapGen(1n, 1m, q)→ (A,TA): a PPT algorithm that outputs a full rank matrix
A ∈ Zn×m

q and a basis TA ∈ Zm×m for Λ⊥q (A) such that a distribution of
A is statistically close to uniform and ∥TA∥GS = O(

√
n log q).
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SamplePre(A,TA,u, σ)→ e: a PPT algorithm that is given a full rank matrix
A ∈ Zn×m

q , a basis TA ∈ Zm×m of a lattice Λ⊥q (A), a vector u ∈ Zn
q ,

and σ ≥ ∥TA∥GS · ω(
√
logm), and outputs a vector e ∈ Zm sampled from a

distribution statistically close to DΛU
q (A),σ.

SampleZ(σ): a PPT algorithm that is given σ > ω(
√
logm) and outputs a vector

e ∈ Zm sampled from a distribution statistically close to DZm,σ.

Quantum Computation. Let |0⟩ := [1, 0]⊤ and |1⟩ := [0, 1]⊤ denote the state
of 1 qubit. Let |ψ⟩ =

∑
x∈{0,1}n αx|x⟩ ∈ C2n denote the state of n qubits, where

αx ∈ C satisfying
∑

x∈{0,1}n |αx|2 = 1 and |x⟩ = |x1x2 · · ·xn⟩ = |x1⟩ ⊗ |x2⟩ ⊗
· · · ⊗ |xn⟩ for x1, x2, . . . , xn ∈ {0, 1} is an orthonormal basis on C2n called the
computational basis. If we measure the state |ψ⟩ in the computational basis, the
classical bit x ∈ {0, 1}n is observed with probability |αx|2 and the state becomes
|x⟩. An arbitrary evolution of quantum state from |ψ⟩ to |ψ′⟩ is described by a
unitary matrix U , where |ψ′⟩ = U |ψ⟩. In short, a quantum algorithm is described
by quantum evolutions that consist of evolutions with unitary matrices and
measurements. The running time Time(A) of a quantum algorithm A is defined
to be the number of universal gates and measurements required for running A.
If A is a quantum oracle algorithm, we assume that A runs in a unit time.
Any efficient classical computation can be achieved by a quantum computation
efficiently. In particular, for any function f that is classically computable, there
exists a unitary matrix Uf such that Uf |x, y⟩ = |x, f(x) ⊕ y⟩, and the number
of universal gates to express Uf is linear in the size of a classical circuit that
computes f .
Quantum Random Oracle Model. The notion of the QROM was introduced
by Boneh et al. [11] as a quantum extension of the ROM. As in the case of
the ROM, the QROM is an idealized model in the sense that a hash function
is idealized to be an oracle that simulates a random function. However, the
hash function in the QROM is a quantumly accessible oracle, unlike the case
of the ROM. In security proofs in the QROM, a random function H : X → Y
is uniformly chosen at the beginning, and an adversary can make queries on a
quantum state

∑
x,y αx,y|x⟩|y⟩ to the oracle and receive

∑
x,y αx,y|x⟩|H(x)⊕ y⟩.

Lemma 6. ([35, Lem. 2.2]) Let ℓ be an integer. Let H : {0, 1}ℓ × X → Y and
H′ : X → Y be two independent random functions. If an unbounded time quantum
adversary A makes queries to H at most QH times, then we have∣∣∣Pr[A|H⟩,|H(K,·)⟩(1λ) = 1 | K ← {0, 1}ℓ

]
− Pr

[
A|H⟩,|H

′⟩(1λ) = 1
]∣∣∣ ≤ QH · 2

−ℓ+1
2 .

LWE Assumption relative to the QROM. We review the LWE assumption
against adversaries that can access a quantum random oracle defined in [26]. If we
assume the existence of a quantum-accessible PRF, the LWE assumption relative
to the QROM in Definition 4 is tightly reduced from the LWE assumption [34].

Definition 4 (Learning with Errors relative to the QROM). For integers
n = n(λ),m = m(n), a prime q = q(n) > 2, an error distribution χ = χ(n) over
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Z, some positive integers a, b, and a quantum polynomial time algorithm A, the
advantage for the learning with errors problem LWEn,m,q,χ of A relative to a
quantum random oracle is defined as follows:

Adv
LWEn,m,q,χ

A,QROa,b
(λ) :=

∣∣∣Pr [A|H⟩(A,A⊤s+ z
)
= 1
]
− Pr

[
A|H⟩

(
A,w + z

)
= 1
]∣∣∣

where A←R Zn×m
q , s←R Zn

q , w←R Zm
q , z← χm, H←R Func({0, 1}a, {0, 1}b).

We say that the LWE assumption relative to an (a, b)-quantum random oracle
holds if AdvLWEn,m,q,χ

A,QROa,b
(λ) is negligible for all quantum polynomial-time A.

4.2 Construction

We modify Abdala et al.’s IBIPFE scheme that computes inner products over the
integers [2] by following Agrawal et al. [7] so that we can compute inner products
modulo a prime p.

Setup(1λ, 1L)→ (mpk,msk): Set integers n,m, p, q = pk for a prime p and posi-
tive real α, α′, σ, and choose a cryptographic hash function H : ID → Zn×L

q .
Run (A,TA)← TrapGen(n,m, q), where A ∈ Zn×m

q , and output

mpk = (A,H), msk = TA.

Enc(mpk, id,x)→ ctid,x: Parse mpk = (A,H). Compute H(id) = Uid ∈ Zn×L
q ,

sample s←R Zn
q , e1 ← DZm,α′q, e2 ← DZL,α′q, and output

ctid,x =
(
c1 = A⊤s+ e1, c2 = U⊤ids+ e2 + pk−1 · x

)
∈ Zm

q × ZL
q .

KGen(msk, id,y, st)→ skid,y: Parse mpk = (A,H) and msk = TA. If this is the
first key generation associated with id ∈ ID, compute H(id) = Uid ∈ Zn×L

q ,
run

Zid ← SamplePre(A,TA, σ,Uid),

where AZid = Uid mod q, output

skid,y = (y = y, kid,y = Zid · y) ∈ ZL × Zm,

set yid,1 = y and kid,1 = kid,y, and store
(
id,Zid,

(
yid,1,kid,1

))
∈ st.

Otherwise, retrieve
(
id,Zid,

(
yid,i,kid,i

)
i∈[Qid]

)
∈ st, where yid,1, . . . ,yid,Qid

denote all linearly independent vectors which secret keys associated with id
have been created so far.
– If there exist c1, . . . , cQid

∈ Zp such that y =
∑

i∈[Qid]
ci · yid,i mod p,

output

skid,y =

y =
∑

i∈[Qid]

ci · yid,i, kid,y =
∑

i∈[Qid]

ci · kid,i

 ∈ ZL × Zm.
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– If there do not exist c1, . . . , cQid
∈ Zp such that y =

∑
i∈[Qid]

ci · yid,i

mod p, output

skid,y = (y = y, kid,y = Zid · y) ∈ ZL × Zm,

set yid,Qid+1 = y and kid,Qid+1 = kid,y, and update(
id,
(
yid,i,kid,i

)
i∈[Qid]

)
∈ st by

(
id,
(
yid,i,kid,i

)
i∈[Qid+1]

)
∈ st.

Dec(mpk, ctid,x, skid,y)→ ⟨x,y⟩: Parse ctid,x = (c1, c2) and skid,y = (y,kid,y).
Compute

µ = ⟨c2,y⟩ − ⟨c1,kid,y⟩ mod q

and output argminz∈Zp
|µ− pk−1 · z|.

Correctness. Since AZid = Uid mod q holds, it holds that

Akid,y = AZid · y = Uid · y mod q

if y = y ∈ ZL and kid,y = Zid · y ∈ Zm. Similarly, it holds that

Akid,y = A

 ∑
i∈[Qid]

ci · Zid · yid,i

 = Uid · y mod q

if y =
∑

i∈[Qid]
ci · yid,i ∈ ZL and kid,y =

∑
i∈[Qid]

ci · kid,i = Zid ·(∑
i∈[Qid]

ci · yid,i

)
∈ Zm. Since it holds that

⟨c2,y⟩ =
(
U⊤ids+ e2 + pk−1 · x

)⊤
y = s⊤Uid · y + e⊤2 y + pk−1 · ⟨x,y⟩,

⟨c1,kid,y⟩ =
(
A⊤s+ e1

)⊤
kid,y = s⊤Uid · y + e⊤1 kid,y,

we have

µ = pk−1 · ⟨x,y⟩+ e⊤2 y − e⊤1 kid,y︸ ︷︷ ︸
error terms

mod q.

Since e1 ← DZm,α′q and e2 ← DZL,α′q, it holds that ∥e1∥ ≤ α′q
√
m and ∥e2∥ ≤

α′q
√
L with overwhelming probability from Lemma 2. Since c1, . . . , cQid

∈ Zp

and yid,1, . . . ,yid,Qid
∈ ZL

p , it holds that ∥y∥ ≤ p2
√
L. Since Zid = [zid,1 |

· · · | zid,L] ← SamplePre(A,TA, σ,Uid), the distribution is statistically close
to DΛU

q (A),σ. Thus, it holds that ∥zid,ℓ∥ ≤ σ
√
m with overwhelming probability

from Lemma 2. Moreover, ∥kid,y∥ = ∥Zid ·y∥ ≤ p2σ
√
Lm. Therefore, the absolute

value of the error term is upper bounded by α′q
√
L ·p2

√
L+α′q

√
m ·p2σ

√
Lm =

α′p2q
√
L(
√
L+m). If the error term is upper bounded by pk−1/2, the correctness

holds with overwhelming probability.
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4.3 Tight AD-IND Security in the QROM

To conclude this section, we prove the following theorem.

Theorem 2. If the LWE assumption holds and F is a PRF family, the proposed
IBIPFE scheme ΠLWE in Section 4.2 satisfies the tight AD-IND security in the
quantum random oracle model. In particular, for any quantum A that breaks the
AD-IND security of ΠLWE, there exist quantum B1 and B2 such that

AdvAD-SIM
ΠLWE,A(λ) ≤ AdvF,B1(λ) + AdvLWE

B2
(λ).

and

max {Time(B1),Time(B2)} = Time(A) + poly(λ,L).

A proof of Theorem 2 is a combination of Katsumata et al.’s proof [26] for
Gentry et al.’s IBE scheme [20], Wang et al.’s proof for their IPFE scheme [36], and
Agrawal et al.’s information-theoretic argument for their IPFE scheme [7]. We use
a game sequence Game0, . . . ,Game6. In Game1 and Game2, we follow Katsumata
et al.’s proof [26] and change answers of quantum random oracle queries and
secret key queries, respectively. In Game3, we change the way to compute mpk
as the standard argument of lattice-based cryptography. In Game4–Game6, we
follow Katsumata et al.’s proof [26] and Wang et al.’s proof [36], and change
an answer of a challenge query. Finally, we apply Agrawal et al.’s information-
theoretic argument [7] and conclude the proof.
Proof of Theorem 2. We prove the computational indistinguishability of a game
sequence Game0, . . . ,Game6.
Game0. This is the security game of the AD-IND security.
Game1. This is the same as Game0 except for answers to quantum random oracle
queries. In Game0, C samples H ←R Func(ID,Zn×L

q ) at beginning of the game
and sets H(id) = Uid ∈ Zn×L

q to simulate a random oracle. In Game2, C samples
Ĥ ←R Func(ID,R) at the beginning of the game and defines H(id) = AẐid ∈
Zn×L
q , where Ẑid = SampleZ(σ; Ĥ(id)). In Game0 and Game1, distributions of

H(id) are statistically close from Lemma 1. Thus, the difference of A’s advantage
between Game0 and Game1 are negligible from Lemma 6.
Game2. This is the same as Game1 except for answers to secret key queries.
In particular, C does not run Zid ← SamplePre(A,TA, σ,Uid) to answer A’s
first secret key query associated with id but sets Zid = Ẑid = SampleZ(σ; Ĥ(id)).
Therefore, C does not use msk = TA anymore. Game1 and Game2 are statistically
indistinguishable from Lemma 1.
Game3. This is the same as Game2 except the way C computes A ∈ mpk. In
particular, C does not run (A,TA) ← TrapGen(n,m, q) but samples A ←R

Zn×m
q . Game2 and Game3 are statistically indistinguishable from Lemma 5.

Game4. This is the same as Game4 except the way C computes the challenge
ciphertext ct⋆. Upon A’s challenge query on ((id⋆0,x

⋆
0), (id

⋆
1,x

⋆
1)) in Game4, C
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samples s←R Zn
q , e← DZm,αq, and computes

v = A⊤s+ e ∈ Zm
q .

Then, C runs

[ĉ1 ∥ ĉ2]← ReRand

(
[Im | Ẑid⋆β

],v, αq,
α′

2α

)
in Lemma 4, where ĉ1 ∈ Zm

q and ĉ2 ∈ ZL
q , samples β ←R {0, 1}, and computes

ct⋆ =
(
c1 = ĉ1, c2 = ĉ2 + pk−1 · x⋆

β

)
∈ Zm

q × ZL
q .

Since it holds that

[Im | Ẑid⋆β
]⊤A⊤s = [A | AẐid⋆β

]⊤s = [A | H(id⋆β)]⊤s,

Game3 and Game4 are statistically indistinguishable from Lemma 4.

Game5. This is the same as Game5 except for the way C computes v ∈ Zm
q to

answer the challenge query. In particular, C samples b ←R Zm
q , e ← DZm,αq,

and computes

v = b+ e ∈ Zm
q .

Game4 and Game5 are computationally indistinguishable by assuming the hard-
ness of LWEn,m,q,α′ relative to a quantum random oracle Ĥ ∈ Func(ID,R).
Game6. This is the same as Game5 except for the way C computes [ĉ1 | ĉ2] to an-
swer the challenge query. In particular, C samples b←R Zm

q , e1 ← DZm,α′q, e2 ←
DZL,α′q, and computes

[ĉ1 ∥ ĉ2] = [Im | Ẑid⋆β
]⊤b+ [e1 ∥ e2] ∈ Zm+L

q .

Game5 and Game6 are statistically indistinguishable from Lemma 4.
Finally, we can conclude that the challenge ciphertext ct⋆ in Game6 is (al-

most) independent of β by following Agrawal et al.’s information-theoretic agru-
ment [7]. ⊓⊔

5 Pairing-based IBIPFE Scheme

In this section, we propose a pairing-based IBIPFE scheme computing an inner
product modulo a prime p satisfying the tight AD-SIM security under the DBDH
assumption in the ROM. In Section 5.1, we review bilinear groups and the DBDH
assumption. Then, we give a construction of the proposed scheme in Section 5.2
and prove the security in Section 5.3.
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5.1 Bilinear Groups

Let G denote a symmetric bilinear groups generator, i.e., G(1λ)→ (p,G,GT , g, e),
where the input λ is the security parameter, p = Θ(2λ) is a prime number, G and
GT are cyclic groups of order p, g is a generator of G, and e : G×G→ GT is an
efficiently computable non-degenerate bilinear map. Thus, e(g, g) is a generator
of GT and it holds that e(ga, gb) = e(g, g)ab for any a, b ∈ Zp. For simplicity,
we use G(1λ) to denote the output of the generator. We will use the following
decisional bilinear Diffie-Hellman (DBDH) assumption.

Definition 5 (DBDH Assumption). Let (p,G,GT , g, e) ← G(1λ) and
a, b, c, d←R Zp. We say that the DBDH assumption holds if the advantage

AdvDBDH
A (λ)

=
∣∣Pr[A(G(1λ), ga, gb, gc, e(g, g)abc)→ 1

]
− Pr

[
A(G(1λ), ga, gb, gc, e(g, g)d)→ 1

]∣∣
is negligible in λ for any PPT adversary A.

5.2 Construction

We propose an IBIPFE scheme ΠDBDH over a symmetric bilinear group as follows.

Setup(1λ, 1L)→ (mpk,msk): Run (p,G,GT , g, e) ← G(1λ), sample a, b ←R Zp,
set h1 = ga, h2 = gb, choose a cryptographic hash function H : ID → GL and
an index k ←R K for a function family F = {fk}k such that fk : ID → ZL

p ,
and output

mpk = (p,G,GT , g, e, h1, h2,H), msk = (a, k).

Enc(mpk, id,x)→ ctid,x: Parse x = (x1, . . . , xL) ∈ ZL
p . Compute H(id) =

(hid,1, . . . , hid,L) ∈ GL, sample s←R Zp, and output

ctid,x =
(
C = gs, D = e(h1, h2)

s, (Eℓ = e(g, g)xℓ · e(h1, hid,ℓ)s)ℓ∈[L]

)
.

KGen(msk, id,y)→ skid,y: Parse y = [y1, . . . , yL] ∈ ZL
p . Compute H(id) =

(hid,1, . . . , hid,L) ∈ GL and fk(id) = rid = [rid,1, . . . , rid,L] ∈ ZL
p , and out-

put

skid,y =

y, σ =
∏
ℓ∈[L]

(hid,ℓ · h
−rid,ℓ
2 )ayℓ , κ = ⟨rid,y⟩ mod p

.
Dec(mpk, ctid,x, skid,y)→ ⟨x,y⟩: Parse ctid,x =

(
C,D, (Eℓ)ℓ∈[L]

)
and skid,y =

(y, σ, κ). Compute

E⟨x,y⟩ =

∏
ℓ∈[L]Eℓ

yℓ

e(C, σ) ·Dκ

and output loge(g,g)E⟨x,y⟩.
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Correctness. Since it holds that∏
ℓ∈[L]

Eℓ
yℓ =

∏
ℓ∈[L]

(e(g, g)xℓ · e(h1, hid,ℓ)s)yℓ = e(g, g)⟨x,y⟩ ·
∏
ℓ∈[L]

e(h1, hid,ℓ)
syℓ ,

e(C, σ) = e(gs,
∏
ℓ∈[L]

(hid,ℓ · h
−rid,ℓ
2 )ayℓ)

=
∏
ℓ∈[L]

e(h1, hid,ℓ)
syℓ ·

∏
ℓ∈[L]

e(h1, h2)
−s⟨rid,y⟩,

Dκ = e(h1, h2)
s⟨rid,y⟩,

we have

E⟨x,y⟩ =
e(g, g)⟨x,y⟩ ·

∏
ℓ∈[L] e(h1, hid,ℓ)

syℓ∏
ℓ∈[L] e(h1, hid,ℓ)

syℓ ·
∏

ℓ∈[L] e(h1, h2)
−s⟨rid,y⟩ · e(h1, h2)s⟨rid,y⟩

= e(g, g)⟨x,y⟩.

5.3 Tight AD-SIM Security in the ROM

To conclude this section, we prove the following theorem.

Theorem 3. If the DBDH assumption holds and F is a PRF family, the pro-
posed IBIPFE scheme ΠDBDH in Section 5.2 satisfies the tight AD-SIM security in
the random oracle model. In particular, for any PPT A that breaks the AD-SIM
security of ΠDBDH, there exist PPT B1 and B2 such that

AdvAD-SIM
ΠDBDH,A(λ) ≤ AdvF,B1

(λ) + AdvDBDH
B2

(λ)

and

max {Time(B1),Time(B2)} = Time(A) + poly(λ,L).

A proof of Theorem 3 is a combination of Coron’s proof for their IBE
scheme [16] and Agrawal et al.’s information-theoretic argument for their IPFE
scheme [7]. We use a game sequence Game0, . . . ,Game5. Game1 is a simple change.
In Game2 (resp. Game3), we follow Coron’s proof [16] and change answers of ran-
dom oracle queries and secret key queries (resp. challenge query). In Game4 and
Game5, we apply Agrawal et al.’s information-theoretic argument [7] (with slight
modification) and conclude the proof.
Proof of Theorem 3. At first, we define the following simulation algorithms
(Setup⋆,KGen⋆0,Enc

⋆,KGen⋆1). In advance, we show how to simulate the ran-
dom oracle at the end of the proof. Upon a query on id, we sample rid =
[rid,1, . . . , rid,L], tid = [tid,1, . . . , tid,L]←R ZL

p , set H(id) = (hid,1, . . . , hid,L) ∈ GL;

hid,ℓ = gtid,ℓ · hrid,ℓ2

for ℓ ∈ [L], and store (id, rid, tid) ∈ st.
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Setup⋆(1λ, 1L)→ (mpk⋆,msk⋆): Run (p,G,GT , g, e) ← G(1λ), sample a, b ←R

Zp, set h1 = ga, h2 = gb, and output

mpk⋆ = (p,G,GT , g, e, h1, h2), msk⋆ = (a, b).

KGen⋆0(mpk⋆,msk⋆, id,y, st)→ sk⋆id,y: Parse y = [y1, . . . , yL] ∈ ZL
p . Retrieve

(id, rid, tid) ∈ st if it is stored. Otherwise, sample rid = [rid,1, . . . , rid,L], tid =
[tid,1, . . . , tid,L]←R ZL

p and store (id, rid, tid) ∈ st. Then, output

sk⋆id,y =
(
y, σ⋆ = h

⟨tid,y⟩
1 , κ⋆ = ⟨rid,y⟩ mod p

)
.

Enc⋆(mpk⋆,msk⋆, id⋆,V, st)→ ct⋆: Parse mpk⋆ = (p,G,GT , g, e, h1, h2), msk⋆ =
(a, b), and

V = (yid⋆,i, z
pre
i = ⟨x⋆,yid⋆,i⟩ mod p)i∈[Qid⋆ ]

.

Suppose that a set {yid⋆,1, . . . ,yid⋆,Qid⋆
} contains Qpre linearly independent

vectors and
{
yid⋆,1, . . . ,yid⋆,Qpre

}
⊆ {yid⋆,1, . . . ,yid⋆,Qid⋆

} is linearly indepen-
dent for simplicity. Retrieve (id⋆, rid⋆ , tid⋆) ∈ st. Let

Ypre =
[
yid⋆,1 | . . . | yid⋆,Qpre

]
∈ ZL×Qpre

p , zpre = [zpre1 , . . . , zpreQpre
] ∈ ZQpre

p ,

where it holds that

Ypre⊤x⋆ = zpre.

Compute an arbitrary x̂ = [x̂1, . . . , x̂L] ∈ ZL
p such that

Ypre⊤x̂ = zpre mod p.

Sample s, s′ ←R Zp and output

ct⋆ =

(
C⋆ = gs, D⋆ = e(h1, h2)

s′ ,

(E⋆
ℓ = e(g, g)x̂ℓ · e(C⋆, h

tid⋆,ℓ

1 ) ·D⋆rid⋆,ℓ)ℓ∈[L]

)
and store (x̂, s, s′) ∈ st.

KGen⋆1(mpk⋆,msk⋆, id,y, z = Eval(id⋆,x⋆, id,y), st)→ sk⋆id,y: Parse mpk⋆ = (p,
G,GT , g, e, h1, h2) and msk⋆ = (a, b). If id ̸= id⋆ holds, run sk⋆id,y
← KGen⋆0(mpk⋆,msk⋆, id,y, st) and output sk⋆id,y. Otherwise, retrieve
(id⋆, rid⋆ , tid⋆) ∈ st and (x̂, s, s′) ∈ st. Output

sk⋆id⋆,y =

(
y, σ⋆ = h

⟨tid⋆ ,y⟩−
⟨x̂,y⟩−z

a(s′−s)

1 , κ⋆ = ⟨rid⋆ ,y⟩+
⟨x̂,y⟩ − z
ab(s′ − s)

mod p

)
.

We check that decryption results are consistent for (y, σ⋆, κ⋆) ←
KGen⋆0(mpk⋆,msk⋆, id,y, st) and (y, σ⋆, κ⋆) ← KGen⋆1(mpk⋆,msk⋆, id,y, z =
Eval(id⋆,x⋆, id,y), st). For

(
C,D, (Eℓ)ℓ∈[L]

)
← Enc(mpk, id,x), we have∏

ℓ∈[L]

Eℓ
yℓ =

∏
ℓ∈[L]

(
e(g, g)xℓ · e(h1, gtid,ℓ · h

rid,ℓ
2 )s

)yℓ
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= e(g, g)⟨x,y⟩+as⟨tid,y⟩+abs⟨rid,y⟩.

For (y, σ⋆, κ⋆) ← KGen⋆0(mpk⋆,msk⋆, id,y, st) and (y, σ⋆, κ⋆) ← KGen⋆1(mpk⋆,
msk⋆, id,y, z = Eval(id⋆,x⋆, id,y), st) for id ̸= id⋆, we have

e(C, σ⋆) = e(gs, h
⟨tid,y⟩
1 ) = e(g, g)as⟨tid,y⟩,

Dκ⋆

= e(h1, h2)
s⟨rid,y⟩ = e(g, g)abs⟨rid,y⟩.

Thus, it holds that

Dec(mpk,Enc(mpk, id,x),KGen⋆0(mpk⋆,msk⋆, id,y, st))

= Dec(mpk,Enc(mpk, id,x),KGen⋆1(mpk⋆,msk⋆, id,y, z = Eval(id⋆,x⋆, id,y), st))

= ⟨x,y⟩ mod p.

For (y, σ⋆, κ⋆)← KGen⋆1(mpk⋆,msk⋆, id⋆,y, z = Eval(id⋆,x⋆, id⋆,y), st), we have

e(C, σ⋆) = e(gs, h
⟨tid⋆ ,y⟩−

⟨x̂,y⟩−z

a(s′−s)

1 ) = e(g, g)as⟨tid
⋆ ,y⟩− s

s′−s (⟨x̂,y⟩ − z),

Dκ⋆

= e(h1, h2)
s
(
⟨rid⋆ ,y⟩+

⟨x̂,y⟩−z

ab(s′−s)

)
= e(g, g)abs⟨rid

⋆ ,y⟩+ s
s′−s

(⟨x̂,y⟩−z).

Thus, it holds that

Dec(mpk,Enc(mpk, id⋆,x),KGen⋆1(mpk⋆,msk⋆, id⋆,y, z = Eval(id⋆,x⋆, id,y), st))

= ⟨x,y⟩ mod p.

For
(
C⋆, D⋆, (E⋆

ℓ )ℓ∈[L]

)
← Enc⋆(mpk⋆,msk⋆, id⋆,V, st), we have∏

ℓ∈[L]

E⋆
ℓ
yℓ =

∏
ℓ∈[L]

(
e(g, g)x̂ℓ · e(C⋆, h

tid⋆,ℓ

1 ) ·D⋆rid⋆,ℓ

)yℓ

= e(g, g)⟨x̂,y⟩+as⟨tid⋆ ,y⟩+abs′⟨rid⋆ ,y⟩.

For (y, σ⋆, κ⋆)← KGen⋆0(mpk⋆,msk⋆, id⋆,y, st), we have

e(C⋆, σ⋆) = e(gs, h
⟨tid⋆ ,y⟩
1 ) = e(g, g)as⟨tid⋆ ,y⟩,

D⋆κ
⋆

= e(h1, h2)
s′⟨rid⋆ ,y⟩ = e(g, g)abs

′⟨rid⋆ ,y⟩.

Thus, it holds that

Dec(mpk,Enc⋆(mpk⋆,msk⋆, id⋆, st),KGen⋆0(mpk⋆,msk⋆, id⋆,y, st))

= ⟨x̂,y⟩ mod p

= ⟨x⋆,y⟩ mod p.

For (y, σ⋆, κ⋆)← KGen⋆1(mpk⋆,msk⋆, id⋆,y, z = Eval(id⋆,x⋆, id⋆,y), st), we have

e(C⋆, σ⋆) = e(gs, h
⟨tid⋆ ,y⟩−

⟨x̂,y⟩−z

a(s′−s)

1 ) = e(g, g)as⟨tid
⋆ ,y⟩− s

s′−s
·(⟨x̂,y⟩−z),
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D⋆κ
⋆

= e(h1, h2)
s′
(
⟨rid⋆ ,y⟩+

⟨x̂,y⟩−z

ab(s′−s)

)
= e(g, g)abs

′⟨rid⋆ ,y⟩+ s′
s′−s

(⟨x̂,y⟩−z).

Moreover, we have

e(C⋆, σ⋆) ·D⋆κ
⋆

= e(g, g)as⟨tid
⋆ ,y⟩+abs′⟨rid⋆ ,y⟩− s

s′−s
·(⟨x̂,y⟩−z)+ s′

s′−s
(⟨x̂,y⟩−z)

= e(g, g)as⟨tid⋆ ,y⟩+abs′⟨rid⋆ ,y⟩+⟨x̂,y⟩−z.

Thus, it holds that

Dec(mpk,Enc⋆(mpk⋆,msk⋆, id⋆, st),KGen⋆1(mpk⋆,msk⋆, id⋆,y, z, st))

= z mod p

= ⟨x⋆,y⟩ mod p.

Hereafter, we prove the computational indistinguishability of a game se-
quence SIMReal = Game0, . . . ,Game5 = SIMIdeal. For simplicity, we assume that
A makes a random oracle query on id before it makes secret key queries on (id,y)
and challenge query on (id⋆ = id,x⋆) throughout the game.
Game0. This is the SIMReal experiment. At the beginning of the game, C runs
(p,G,GT , g, e)← G(1λ), samples a, b←R Zp, chooses a random function H←R

Func(ID,GL) and an index of a function family k ←R K such that fk : ID →
ZL
p , and sets

mpk =
(
p,G,GT , g, e, h1 = ga, h2 = gb

)
, msk = (a, k).

Then, C answers A’s queries as follows.

– Upon A’s random oracle queries on id ∈ ID, C computes H(id) =
(hid,1, . . . , hid,L) ∈ GL and returns (hid,1, . . . , hid,L).

– Upon A’s secret key query on (id,y = [y1, . . . , yL]), C computes H(id) =
(hid,1, . . . , hid,L) ∈ GL and fk(id) = rid ∈ ZL

p , and returns

skid,y =

y, σ =
∏
ℓ∈[L]

(hid,ℓ · h
−rid,ℓ
2 )ayℓ , κ = ⟨rid,y⟩ mod p

.
– Upon A’s challenge query on (id⋆,x⋆ = (x⋆1, . . . , x

⋆
L)), C computes H(id⋆) =

(hid⋆,1, . . . , hid⋆,L) ∈ GL, samples s←R Zp, and returns

ct⋆ =
(
C = gs, D = e(h1, h2)

s, (Eℓ = e(g, g)x
⋆
ℓ · e(h1, hid⋆,ℓ)s)ℓ∈[L]

)
.

Game1. This is the same as Game0 except that a pseudo-random fk(id) = rid ∈ ZL
p

is replaced with rid ←R ZL
p . In particular, C samples rid ←R ZL

p upon A’s first
secret key query associated with id and stores (id, rid) ∈ st. Since F is a PRF
family, Game0 and Game1 are computationally indistinguishable.
Game2. This game is the same as Game1 except for the way C answers A’s
random oracle queries and secret key queries. Upon A’s random oracle query
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on id, C samples rid = [rid,1, . . . , rid,L], tid = [tid,1, . . . , tid,L] ←R ZL
p and stores

(id, rid, tid) ∈ st. Then, C computes

hid,ℓ = gtid,ℓ · hrid,ℓ2

for ℓ ∈ [L] and returns (hid,1, . . . , hid,L) ∈ GL. Upon A’s secret key query on
(id,y = (y1, . . . , yL)), C retrieves (id, rid, tid) ∈ st and uses the same rid to answer
the query. Therefore, we have

σ =
∏
ℓ∈[L]

(hid,ℓ · h
−rid,ℓ
2 )ayℓ =

∏
ℓ∈[L]

gatid,ℓyℓ = h
⟨tid,y⟩
1 .

Due to the fresh randomness of tid (resp. rid), C’s answers of random oracle
queries (resp. secret key queries) follow the same distribution between Game1
and Game2. Thus, Game1 and Game2 follow the same distribution.
Game3. This game is the same as Game2 except for the way C answers A’s
challenge query. Upon A’s challenge query on (id⋆,x⋆ = [x⋆1, . . . , x

⋆
L]), C samples

s←R Zp, computes

C = gs, D = e(h1, h2)
s,

and returns

ct⋆ =
(
C,D, (Eℓ = e(g, g)x

⋆
ℓ · e(C, htid⋆,ℓ

1 ) ·Drid⋆,ℓ)ℓ∈[L]

)
.

Due to the bilinearity of e and the modification in Game2, we have

Eℓ = e(g, g)x
⋆
ℓ · e(gs, htid⋆,ℓ

1 ) · e(h1, h2)srid⋆,ℓ

= e(g, g)x
⋆
ℓ · e(h1, gtid⋆,ℓ)s · e(h1, h

rid⋆,ℓ

2 )s

= e(g, g)x
⋆
ℓ · e(h1, gtid⋆,ℓ · hrid⋆,ℓ

2 )s

= e(g, g)x
⋆
ℓ · e(h1, hid⋆,ℓ)s.

Thus, Game2 and Game3 follow the same distribution.
Game4. This game is the same as Game3 except for the way C computes C and D
upon A’s challenge query. Upon the query on (id⋆,x⋆ = [x⋆1, . . . , x

⋆
L]), C samples

s, s′ ←R Zp and computes

C = gs, D = e(h1, h2)
s′ ,

while C computes (Eℓ)ℓ∈[L] in the same way as in Game3 by using C and D. Due
to the DBDH assumption, Game3 and Game4 are computationally indistinguish-
able. To prove the computational indistinguishability, we construct a reduction
algorithm B2 that utilizes A to distinguish Game3 and Game4, and solves the
DBDH problem. Given ((p,G,GT , g, e), g

a, gb, gc, T ), where T = e(g, g)abc or
T = e(g, g)d, B2 sends

mpk =
(
p,G,GT , g, e, h1 = ga, h2 = gb

)
to A. Then, B2 answers A’s queries as follows.
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– Upon A’s random oracle queries on id ∈ ID, B2 samples rid =
[rid,1, . . . , rid,L], tid = [tid,1, . . . , tid,L] ←R ZL

p and stores (id, rid, tid) ∈ st.
Then, B2 computes

hid,ℓ = gtid,ℓ · hrid,ℓ2

for ℓ ∈ [L] and returns (hid,1, . . . , hid,L) ∈ GL.
– Upon A’s secret key query on (id,y = [y1, . . . , yL]), B2 retrieves (id, rid, tid) ∈

st, and returns

skid,y =
(
y, σ = h

⟨tid,y⟩
1 , κ = ⟨rid,y⟩ mod p

)
.

– Upon A’s challenge query on (id⋆,x⋆ = [x⋆1, . . . , x
⋆
L]), B2 retrieves

(id⋆, rid⋆ , tid⋆) ∈ st, sets

C = gc, D = T,

and returns

ct⋆ =
(
C,D, (Eℓ = e(g, g)x

⋆
ℓ · e(C, htid⋆,ℓ

1 ) ·Drid⋆,ℓ)ℓ∈[L]

)
.

We have completed the description of B2. If T = e(g, g)abc holds, ct⋆ is
distributed according to Game3 by implicitly setting s = c since it holds that
D = e(g, g)abc = e(h1, h2)

s.If T = e(g, g)d holds, ct⋆ is distributed according
to Game4 by implicitly setting s′ = d/(ab) since it holds that D = e(g, g)d =
e(h1, h2)

s′ .Thus, Game3 and Game4 are computationally indistinguishable from
A’s view.
Game5. This is the same as Game4 except that C does not use (Enc,KGen) but
(KGen⋆0,Enc

⋆,KGen⋆1) to answer A’s queries. In particular, Game5 = SIMIdeal

holds.
We conclude the proof by showing that Game4 and Game5 follow the same

distribution. Let x̂ = [x̂1, . . . , x̂L] ∈ ZL
p denote a vector which C computes during

Enc⋆, where it holds that

Ypre⊤x̂ = zpre mod p.

Let ∆x = [∆x1, . . . , ∆xL] ∈ ZL
p denote a vector such that

∆x = x̂− x⋆ mod p,

where it holds that

⟨∆x,y⟩ = ⟨x̂,y⟩ − ⟨x⋆,y⟩ = 0 mod p

for A’s pre-challenge secret key queries on (id⋆,y). Thus, we have

Ypre⊤∆x = Ypre⊤x̂−Ypre⊤x⋆ = zpre − zpre = 0 mod p.
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We can replace rid⋆ , tid⋆ ←R ZL
p in Game5 with

r̂id⋆ = rid⋆ −
1

ab(s′ − s)
·∆x, t̂id⋆ = tid⋆ +

1

a(s′ − s)
·∆x

since r̂id⋆ = [r̂id⋆,1, . . . , r̂id⋆,L] and t̂id⋆ = [t̂id⋆,1, . . . , t̂id⋆,L] also follow the uniform
distribution over ZL

p . Then, all C’s answers upon A’s queries become the same
between Game4 and Game5. C’s answer upon A’s random oracle query on id⋆ is
the same since it holds that

gt̂id⋆,ℓ · hr̂id⋆,ℓ

2 = g
tid⋆,ℓ+

1
a(s′−s)

·∆xℓ · h
rid⋆,ℓ− 1

ab(s′−s)
·∆xℓ

2

= gtid⋆,ℓ · hrid⋆,ℓ

2 · g
1

a(s′−s)
·∆xℓ · h

− 1
ab(s′−s)

·∆xℓ

2

= gtid⋆,ℓ · hrid⋆,ℓ

2 .

C’s answers upon A’s pre-challenge secret key queries are the same since it holds
that ⟨r̂id⋆ ,y⟩ = ⟨rid⋆ ,y⟩ mod p and ⟨t̂id⋆ ,y⟩ = ⟨tid⋆ ,y⟩ mod p. C’s answers
upon A’s post-challenge secret key queries are the same since it holds that

σ⋆ = h
⟨̂tid⋆ ,y⟩−

⟨x̂,y⟩−z

a(s′−s)

1

= h
⟨tid⋆+ 1

a(s′−s)
·∆x,y⟩− ⟨x̂,y⟩−⟨x⋆,y⟩

a(s′−s)

1

= h
⟨tid⋆ ,y⟩
1 ,

κ⋆ = ⟨r̂id⋆ ,y⟩+
⟨x̂,y⟩ − z
ab(s′ − s)

mod p

= ⟨rid⋆ −
1

ab(s′ − s)
·∆x,y⟩+ ⟨x̂,y⟩ − ⟨x

⋆,y⟩
ab(s′ − s)

mod p

= ⟨rid⋆ ,y⟩ mod p.

C’s answers upon A’s challenge query is the same since it holds that

e(g, g)x̂ℓ · e(C⋆, h
t̂id⋆,ℓ

1 ) ·D⋆r̂id⋆,ℓ

= e(g, g)x
⋆
ℓ+∆xℓ · e(gs, h

tid⋆,ℓ+
1

a(s′−s)
·∆xℓ

1 ) · e(h1, h2)
s′
(
rid⋆,ℓ− 1

ab(s′−s)
·∆xℓ

)

= e(g, g)x
⋆
ℓ · e(gs, htid⋆,ℓ

1 ) · e(h1, h2)s
′rid⋆,ℓ · e(g, g)∆xℓ

(
1+ s

s′−s
− s′

s′−s

)
= e(g, g)x

⋆
ℓ · e(gs, htid⋆,ℓ

1 ) · e(h1, h2)s
′rid⋆,ℓ

= e(g, g)x
⋆
ℓ · e(C, htid⋆,ℓ

1 ) ·Drid⋆,ℓ .

Therefore, Game4 and Game5 follow the same distribution. ⊓⊔
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