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a  b  s  t  r  a  c  t

This  paper  provides  a study  of the optimal  scheduling  of building  operation  to  minimize  its  energy  cost
under  building  operation  uncertainties.  Opposed  to the usual  way  that describes  thermal  comfort  using a
static range  of  air  temperature,  the  optimization  of  a tradeoff  between  energy  cost  and  thermal  comfort
predicted  mean  vote  (PMV)  index  is addressed  in  this  paper.  In  order  to  integrate  the  calculation  of
the PMV  index  with  the optimization  procedure,  we develop  a sufficiently  accurate  approximation  of
the original  PMV  model  which  is computationally  efficient.  We  develop  a model-based  periodic  event-
triggered  mechanism  (ETM)  to  handle  the  uncertainties  in  the  building  operation.  Upon  the triggering  of
vent-triggered mechanism
perational optimization
redicted mean vote (PMV) index
ncertainties in building operation

predefined  events,  the  ETM  determines  whether  the  optimal  strategy  should  be  recalculated.  In this  way,
the communication  and  computational  resources  required  can  be significantly  reduced.  Numerical  results
show  that  the  ETM  method  is  robust  with  respect  to the uncertainties  in  prediction  errors  and  results  in
a  reduction  of  more  than  60%  in  computation  without  perceivable  degradation  in  system  performance
as  compared  to a typical  closed-loop  model  predictive  control.

©  2017  Elsevier  B.V.  All  rights  reserved.
. Introduction

Energy consumption worldwide is continuously increasing with
he rise in living standards and the global population. Improving
nergy efficiency for end-users is an effective way to alleviate the
nergy crisis [1,2]. Building sector accounts for 40% of all primary
nergy consumption and more than 70% of electricity consump-
ion [3]. One salient feature of the building operation is that its
emand profiles are flexible due to the building thermal storage

rocess and the elastic requirements of occupants. This flexibility
rovides a huge potential for building energy efficiency. There-

ore, the optimization of building operation is becoming a necessity

� This work was  supported by the Republic of Singapore’s National Research Foun-
ation through a grant to the Berkeley Education Alliance for Research in Singapore
BEARS) for the Singapore-Berkeley Building Efficiency and Sustainability in the
ropics (SinBerBEST) Program. BEARS has been established by the University of Cal-

fornia, Berkeley as a center for intellectual excellence in research and education in
ingapore.
∗ Corresponding author.
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G. Hu), spanos@berkeley.edu (C.J. Spanos), stefanoschiavon@berkeley.edu
S. Schiavon).
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378-7788/© 2017 Elsevier B.V. All rights reserved.
which has attracted more attention in recent years. With the sus-
taining development of smart microgrid technologies, many efforts
have been made to optimize the building operation while satisfy-
ing the requirements of occupants. A basic optimization method
is to develop building models that capture the system dynamics
and requirements of occupants, and proceed to find the optimal
solution based on these models.

Generally, there are three ways to develop a building per-
formance/energy model that incorporates mechanical systems
(heating, ventilation, and air conditioning – HVAC). First, one can
develop a physics-based model using simulation software such
as EnergyPlus [4] and TRNSYS [5]. A precise model is obtained
this way, but it is time consuming and expensive to develop and
requires immense computational resources. Second, the model can
be developed using machine learning methods such as artificial
neural networks [6] and regression models [7]. Although devel-
oping the model in this way is relatively easy and requires less
computational resources, a lot of training data is required to pro-
duce a model with high prediction accuracies. Third, the model can

be developed using simplified physics principles-based state equa-
tions of building thermal dynamics such as the models developed
in [8–10]. This type of the models is simpler than simulation-based
models, but it can address tradeoffs between accuracy and com-

dx.doi.org/10.1016/j.enbuild.2017.07.008
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utational resources. In general, the last two types of the modeling
ethods are usually used for various optimization and control pur-

oses. For example, based on the second type of the methods, an
ptimization problem was  developed in [6] to capture a tradeoff
etween energy saving and thermal comfort level, a multi-objective
ptimization of energy consumption and thermal comfort was  for-
ulated in [7], and optimal control problems for HVAC system were

eveloped in [10,24] respectively. Based on the third type of the
ethods, an optimization problem of a tradeoff between energy

aving and air quality was developed in [8], an optimal scheduling
roblem for energy devices in smart homes was formulated in [9],
nd an joint control problem of active and passive heating, cool-
ng, lighting, shading, and ventilation in buildings was  addressed
n [25].

Based on the models mentioned above, many optimization
ethods have been developed to facilitate building energy effi-

iency. For example, mixed integer programming is such a
onventional method, since the problem always contains both
ontinuous and discrete variables [9,11]. Model predictive control
MPC) is another method usually used to address the problem under
ncertainties. Existing results obtained in [10,12,13] showed that
PC  features high energy and cost saving since the future evolu-

ion of system dynamics is involved in the decision-making process
nd the optimal solution is obtained based on a rolling horizon
asis. Kwadzogah et al. [13] provided a review of MPC  for HVAC
ystems. Event-based optimization methods have recently been
pplied to building energy efficiency such as in [14,15]. This type
f the methods is computationally efficient for solving large-scale
roblems since their state space can be significantly reduced by
he events defined by a set of state transitions. In addition, many
ther methods, such as genetic algorithms [7,18], fuzzy control
16,17], simulation-based optimization methods [4,5], etc., were
ttempted. The above literature showed that 10%–30% of energy
onsumption (costs) can be reduced by the optimization of building
peration.

However, building operational optimization still faces many
hallenges, two  of which that are very relevant are a high level
f thermal discomfort and uncertainties in building operations.
egardless of the high energy consumption, a majority of occu-
ants are still not satisfied with their thermal environment [19].
herefore, an elaborate model for describing occupants’ thermal
omfort should be involved in the optimization of the building
peration. Since the thermal comfort of occupants is mainly deter-
ined by the indoor air temperature, mean radiant temperature,

umidity, air velocity, metabolic activity and clothing insulation,
he selected model needs to reflect the influence of the above fac-
ors on thermal comfort, such as in the well-known predicted mean
ote (PMV) model [20]. However, it may  be computationally expen-
ive to directly integrate the PMV  model with the optimization
rocedure due to its non-convex and nonlinear properties. Build-

ng demand profiles feature impactful uncertainties due to random
eather conditions and occupants behaviors. Both of these uncer-

ainties have a significant impact on the building energy efficiency
nd thus need to be addressed. Many methods have been pro-
osed to handle these uncertainties, but most of them, such as
PC  and rolling horizon methods, are time-triggered. Through the

ime-triggered methods, the optimal solution is recalculated once
t each sampling stage. However, the recalculation at stages when
he building system is operating within a desirable range is clearly a
aste of communication and computational resources, which may
ake the broad deployment of such methods unnecessarily costly,

specially for large-scale building systems.

A typical control system for the building operation includes two

evels. The goal of the upper level is to obtain an optimal scheduling
trategy of the energy devices to minimize energy cost or consump-
ion while satisfying the thermal requirements of occupants. The
ings 152 (2017) 73–85

goal of the lower level is to adjust the local actuators to track the
scheduling strategy obtained from the upper level. In this paper, we
focus on the scheduling problem of the building operation in the
upper level. Through addressing the challenges mentioned before,
we make the following contributions. First, an optimal scheduling
problem of the building operation is developed based on a steady
state model for building energy dynamics to capture a tradeoff
between the energy cost and the PMV  index. In this problem, we
develop a piecewise linearization-based approximation of the orig-
inal PMV  model to predict the thermal comfort of occupants. This
approximate PMV  model does not introduce significant errors but
is computationally efficient for the optimization purpose. It is also
found that compared to the usual way that describes the thermal
comfort by a static range of indoor air temperature, the proposed
model provides more flexibility and hence exhibits more poten-
tial on both energy cost savings and demand reduction. Second,
we develop a model-based periodic event-triggered mechanism
(ETM) to handle the uncertainties in the building operation espe-
cially those in the outdoor temperature, solar radiation, usage
pattern of electrical appliances, and occupancy. Upon triggering
of two  events defined by the state transitions of the occupancy
and thermal comfort of occupants, the ETM determines whether
the optimal strategy should be recalculated at each stage. In this
way, the communication and computational resources can be sig-
nificantly reduced. Third, the performance of the ETM method is
tested based on an office-room environment in Singapore. Numer-
ical results show that the ETM method is robust with respect to
uncertainties in prediction error, and it can reduce the commu-
nication and computational resources by more than 60% without
perceivable degradation in the system performance as compared
to a typical closed-loop MPC  method.

The rest of the paper is organized as follows. The problem for-
mulation is presented in Section 2. The approximate PMV  model
and the ETM method are developed in Section 3. In Section 4, the
performances of the approximate PMV  model and the ETM method
are evaluated and validated using case studies of an experiment in
Singapore. The discussion for the proposed work and the conclu-
sions are given in Sections 5 and 6 respectively.

2. Problem formulation

A daily scheduling problem of the building operation based on a
discrete-time formulation is presented in this section. The schedul-
ing horizon, i.e., 24 h, is discretized into K stages. The objective is to
minimize the building electricity cost in response to a time-of-use
(TOU) electricity price over the scheduling horizon, while satisfy-
ing the thermal comfort of occupants. This problem formulation
is developed based on an office-room environment in Singapore.
In the following, the models for the thermal comfort of occupants
and the room energy dynamics are presented in Sections 2.1 and
2.2 respectively. The objective function is shown in Section 2.3.

2.1. Model for thermal comfort of occupants

In most of the existing studies on the optimization of building
operation, the thermal comfort of occupants is usually described by
a static range of indoor air temperature, since it would not provide
any computational challenges to solving the optimization problem.
However, describing the thermal comfort by a static range of indoor
air temperature is conservative and inadequate since it is deter-
mined by six main variables of environmental factors (which are the

indoor air temperature, mean radiant temperature, relative humid-
ity, and air velocity) and personal factors (which are the clothing
and metabolic rate of the occupant). We  select the well-known PMV
model in this paper to elaborately describe the thermal comfort of
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ccupants. It establishes a mapping from the six main factors to the
hermal comfort index scale of [−3, +3], which is given by [20]:

MV  = [0.303 · exp(−0.036 · M)  + 0.028] · L, (1)

normalsize

L = (M − W)  − 3.05 × 10−3 · [5733 − 6.99 · (M − W) − Pa] − 0.42 · [(M

−W) − 58.15] − 1.7 × 10−5 · M · (5867 − Pa) − 0.0014 · M · (34 − ta)

−3.96 × 10−8 · fcl · [(tcl + 273)4 − (tr + 273)
4

] − fcl · hc · (tcl − ta),

(2)

normalsize

tcl = 35.7 − 0.028 · (M − W)  − Icl{3.96 × 10−8 · fcl

·[(tcl + 273)4 − (tr + 273)
4
] + fcl · hc · (tcl − ta)}, (3)

c =
{

2.38 · |tcl − ta|0.25 if 2.38 · |tcl − ta|0.25 > 12.1
√

var,

12.1
√

var if 2.38 · |tcl − ta|0.25 ≤ 12.1
√

var,
(4)

cl =
{

1 + 1.29 · Icl ifIcl ≤ 0.078,

1.05 + 0.645 · Icl ifIcl > 0.078,
(5)

a = hr · 6.1094 · exp[(17.625 · ta)/(ta + 243.04)], (6)

here PMV  is the value of the PMV  index, M is the metabolic rate
in W/m2), L is the thermal load of human body (in W/m2), W is the
ate of mechanical work (in W/m2), Pa is the water vapor pressure
in Pa), ta is the indoor air temperature (in ◦C), tcl is the clothing
urface temperature (in ◦C), tr is the mean radiant temperature (in
C), fcl is the clothing surface area factor, Icl is the clothing insu-
ation (in m2 K/W), hc is the convective heat transfer coefficient
in W/(m2 K)), var is the air velocity (in m/s), and hr is the relative
umidity (in%). In (1)–(6), the superscript k (k = 0,1,. . .,K-1) indi-
ating the stage index is omitted for simplification. The values of
ndoor air temperature and relative humidity can be directly mea-
ured with the corresponding sensors. The values of the metabolic
ate and clothing insulation can be estimated by prior knowledge,
eferring to standards such as in [22,23]. In most of the office build-
ngs, cooling fans are not present, so the indoor air velocity in

 mechanically ventilated office environment is low and usually
ess than 0.2 m/s  [21,23]. Air velocity is not measured due to the
ost of the sensors and we assumed that it is equal to 0.18 m/s  in
he case studies in this paper. The clothing surface temperature,
onvective heat transfer coefficient, clothing surface area factor,
nd water vapor pressure can be calculated with the formulas in
3)–(6), respectively. The mean radiant temperature can be mea-
ured directly, estimated by the area-weighted mean temperature
f the interior surface of all walls in the room [21], or deduced
rom the operative temperature if known. In this paper, we used
he second method, although any of them can be utilized in our
pproach.

As mentioned earlier, the PMV  model is elaborate for describing
he thermal comfort of occupants. But it may  provide a computa-
ional challenge to directly solving the optimization problem due to
ts non-convex and nonlinear properties. Therefore, in this paper,

e develop a piecewise linearization-based approximation of the
riginal PMV  model for the optimization purpose, the details of
hich are shown in Section 3.1.

When the room is occupied, the PMV  value which is calculated
ith the thermal environment should be limited to a given comfort-
ble range. So the constraint for the thermal comfort of occupants
t stage k is given by:

min · zka − 3 · (1 − zka) ≤ PMVk ≤ Pmax · zka + 3 · (1 − zka), (7)
ings 152 (2017) 73–85 75

where Pmin and Pmax are the lower and upper bounds of the com-
fortable range respectively, which can be obtained by statistical
sampling of actual data with the occupants’ feedback or by thermal
comfort standards, zka is an integer variable where zka = 1 means
that the room is occupied at k, otherwise, zka = 0.

2.2. Model for building energy dynamics

Since the main focus of this paper is to evaluate the performance
of the proposed ETM method in the application of the building
operational optimization, in this paper we use two  generic mod-
els developed in [24,25] to formulate the room energy dynamics.
The resistance-capacitance (RC) network-based model developed
in [24] is used to describe the temperature dynamics of indoor air
and wall surface. This model can be used for different weather con-
ditions. For example, it was  validated for winter in [24] and for
summer in [33]. The HVAC model developed in [25] is used to for-
mulate the energy consumption and thermal energy supplied by
HVAC. Through this HVAC model, the control of indoor air tem-
perature and humidity and natural ventilation can be involved. In
order to use these models with high accuracy, the parameters in the
two models need to be identified for a specific application. There-
fore, we conducted an experiment in an office room in Singapore
to identify and verify the two models mentioned above for the case
studies in this paper. In other words, the room model developed in
this paper is derived from the two  generic models with the actual
data. Moreover, we  notice that any generic/specific room model
can be deployed in the proposed ETM method and may  have no
impact on its performance, since the ETM method does not depend
on the room model. The details for this discussion will be provided
in Section 5.

Since the building considered in the experiment is pressurized
and the corresponding room has a closed window, natural ventila-
tion and infiltration are not involved in the room model. However,
we notice that natural ventilation does not provide any particular
complexity in the application of the proposed ETM method. The
details of the model for natural ventilation can be found in [25]. In
the room, the indoor air temperature (i.e., major part of the sensible
load) is controlled by the fan coil unit (FCU) and the indoor humid-
ity and air quality (i.e., latent load and other part of the sensible
load caused by outdoor air) are controlled by a dedicated outdoor
air system (DOAS). Therefore, the energy dynamics of the room can
be developed as follows.

In the RC network-based model, indoor air and wall surface tem-
peratures are considered as two  types of nodes in the network. For
each node, its temperature dynamics is formulated based on the
heat exchange with all neighboring nodes. Assume that there are
a total of W walls in the room. For the w-th (w = 1,2,. . .,W)  wall, its
temperature dynamics is given by [24]:

Cww(tk+1
ww − tkww) = � ·

⎡
⎣ ∑
j ∈ Nww

(tkj − tkww)/Rww,j + �w˛wAwq
k
ww

⎤
⎦ , (8)

where Cww , ˛w , and Aw are the heat capacity (in J/K), absorption
coefficient, and area (in m2) of the wall w respectively, tkww is the
surface temperature of the wall w at k (in ◦C), � is the length of
time in each stage (in s), Nww is the set of neighboring nodes to
the wall w node, tk

j
is the temperature of the j-th neighboring node

at k (in ◦C), Rww,j is the thermal resistance between wall w and its
j-th neighboring node (in K/W), �w is equal to 0 for internal walls
and 1 for external walls, and qkww is the solar radiation density on

wall w at k (in W/m2). The first term on the right-hand-side (RHS)
of (8) indicates the heat exchange with all neighboring nodes and
the second term indicates the thermal gain from solar radiation for
external walls.
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The temperature dynamics of the indoor air is given by [24]:

Ca(tk+1
a − tka) = � ·

⎡
⎣∑
j  ∈ Na

(tkj − tka)/Ra,j + Gkfcucp(tkfcu − tka)

+Gkdoascp(tkdoas − tka) + ˇwinAwinq
k
sa + qkin

⎤
⎦ , (9)

here Ca is the heat capacity of the indoor air (in J/K), tka is the indoor
ir temperature at k (in ◦C), Na is the set of neighboring nodes to
he node of indoor air, Ra,j is the thermal resistance between the
ode of indoor air and its j-th neighboring node (in K/W), Gk

fcu
and

k
fcu

are the outlet mass flow rate (in kg/s) and outlet temperature
in ◦C) of the FCU at k respectively, cp is the specific heat of the air
in J/kg ◦C), Gk

doas
and tk

doas
are the mass flow rate (in kg/s) and tem-

erature (in ◦C) of the air supplied by the DOAS at k respectively,
win is the transmissivity of the window glass, Awin is the area of

he window (in m2), qksa is the solar radiation density radiated into
he room from the window at k (in W/m2), and qk

in
is the internal

eat generation at k (in W),  such as heat gain from occupants, elec-
rical appliances, and furniture. The RHS of (9) formulates the heat
xchange with all neighboring nodes, the cooling supplied by the
CU and DOAS, the external heat gain through the window, and the
nternal heat gain respectively. The parameters in (8)–(9), such as
he values of the capacitance and resistance for each node, can be
dentified with the measured data of the indoor air temperature,

all surface temperature, and external and internal heat gains. The
ccuracy of this room model is validated in Section 4.2.

The indoor humidity controlled by the DOAS is given by [25]:

a(hk+1
a − hka) = � · [Okhg + Gkdoas(h

k
doas − hka)], (10)

here ma is the mass of the indoor air (in kg), hka is the indoor
umidity ratio at k (in kg/kg), Ok is the number of occupants in the
oom at k, hg is the humidity generation ratio per person (in kg/s),
nd hk

doas
is the set-point of air humidity ratio provided by the DOAS

t k (in kg/kg). Eq. (10) shows that the indoor humidity dynamics is
etermined by the humidity generated by occupants, the effect of
OAS, and the resultant humidity content in the indoor air [25]. The
ffect of furnishing and building materials on the humidity level in
he space is not considered.

The desired indoor thermal environment is provided and main-
ained by the HVAC system, and it is also affected by the heat
eneration of electrical appliances such as lighting, computers, and
onitors. The models of these appliances are shown in the follow-

ng.
The cooling supplied by the FCU and DOAS is equal to the

nthalpy between their inlet and outlet airs [25], so we have:

qkfcu = {� · Gkfcu[cptka + hka(2500 + 1.84tka)]

−� · Gkfcu[cptkfcu + hka(2500 + 1.84tkfcu)]}/(3.6 × 106), (11)

qkdoas = {� · Gkdoas[cpt
k
o + hko(2500 + 1.84tko)]

−� · Gkdoas[cpt
k
doas + hkdoas(2500 + 1.84tkdoas)]}/(3.6 × 106), (12)

here qk
fcu

and qk
doas

are the cooling energy supplied (in kWh) by

he FCU and DOAS at k respectively, and tko and hko are the outdoor
emperature (in ◦C) and humidity ratio (in kg/kg) at k respectively.
The electricity consumption of the fans in the FCU and DOAS
an be formulated in the same way. In this paper, we  use the FCU
s an example to show this energy consumption model. The outlet
ass flow rate of the FCU is typically set at various discrete levels.
ings 152 (2017) 73–85

Without loss of generality, assume that there are a total of V dis-
crete levels of the outlet mass flow rate, where gv indicates the v-th
discrete value. Based on the model developed in [25], the electricity
consumption of the fan in the FCU is given by:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ek
fcu

= prated · � ·
V∑

v=1

xkv · (gv/Grated)3/3600,

Gk
fcu

=
V∑

v=1

xkv · gv,

V∑
v=1

xkv ≤ 1,

(13)

where ek
fcu

is the electricity consumption of the fan in the FCU at k (in
kWh), prated and Grated are the rated power (in kW)  and rated outlet
mass flow rate (in kg/s) of the FCU respectively, and xkv is an integer
variable. xkv = 1 means that the outlet mass flow rate equals to gv (in
kg/s) at k; otherwise, xkv = 0. For the fan in the DOAS, its electricity
consumption, ek

doas
(in kWh), can be formulated in the same way as

in (13) with the corresponding variables and parameters.
Since this paper focuses on the thermal comfort of indoor envi-

ronment, the electricity consumption of other parts of the HVAC is
estimated by the coefficient of performance (COP) of the chiller. It
is thus given by:

ekhvac · copk = qkfcu + qkdoas ≤ qhvac, (14)

where ek
hvac

is the electricity consumption of the chiller in the HVAC
at k (in kWh), copk is the COP of the chiller at k, and qhvac is the
cooling capacity of the HVAC (in kWh). The COP of the chiller is
determined by the cooling load of the HVAC, which can be obtained
by fitting the actual data of electricity consumption and cooling
supplied by the HVAC. In this paper, a mapping from the electric-
ity consumption to the cooling supplied is developed based on the
measured data in different conditions of the cooling load, which is
then piecewise linearized with high accuracy. The mapping and its
piecewise linearization are shown in Section 4.2.

The electricity consumption of the lighting is determined by the
indoor illuminance demand and occupancy. The constraint of the
lighting operation is thus given by:{
Ik
d

+ ek
light

· Ilight ≥ Iload · zka,

Qk
light

= ek
light

· �l,
(15)

where Ik
d

is the illuminance supplied by the daylight at k (in lx), ek
light

is the electricity consumption of the lighting at k (in kWh), Ilight is
the illuminance supplied by the lighting per kWh  (in lx/kWh), Iload
is the indoor illuminance demand (in lx), Qk

light
is the heat genera-

tion of the lighting at k (in kWh), and �l is the coefficient of heat
generation per kWh  of the lighting.

Computers and monitors are the most common electrical appli-
ances in an office-room environment. In this paper, their electrical
power usage is assumed to be constant during their operation. Since
their operation is determined by the presence of occupants, their
electricity consumption (in kWh), ekc , and heat generation (in kWh),
Qkc , are given by:

ekc = pc · � · Ok/3600, Qkc = �c · ekc , (16)

where pc is the mean power of the summation of that of the com-
puters and monitors (in kW), and �c is the coefficient of their heat

production per kWh.

The simplifications on the modeling of the heat and mass trans-
fer of the problem introduced in this section are needed for the
proper use of optimization [25].
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.3. Objective function

The objective of the scheduling problem is to determine the
peration of energy devices in response to a specific electricity price
ignal such that the overall electricity cost is minimized over the
cheduling horizon, while satisfying the thermal requirements of
ccupants. The objective function is given by:

in
K−1∑
k=0

ck · (ekhvac + ekfcu + ekdoas + eklight + ekc ), (17)

here ck is the electricity price at k (in S$/kWh). The objective
unction should be subject to the constraints consisting of (1)–(16).
he optimization problem consisting of (1)–(17) is a mixed inte-
er nonlinear programming problem due to the presence of the
MV  model. In the next section, a piecewise linearization-based
pproximation of the original PMV  model is presented. Based on
his approximate PMV model, the problem can be reformulated as

 mixed integer linear programming problem which can be effi-
iently solved.

. Solution methodology

As mentioned before, it may  be computationally expensive or
ven infeasible to solve the optimization problem involving the
MV model. To overcome this challenge, an approximate PMV
odel is developed in Section 3.1, which is sufficiently accurate and

omputationally efficient for the optimization purpose. Further-
ore, in order to efficiently handle the uncertainties in the building

peration, a model-based periodic ETM method is developed in
ection 3.2.

.1. Piecewise linearization of the original PMV  model

As shown in (1)–(6), the PMV  model is non-convex and nonlin-
ar due to the presence of the nonlinearities in (2)–(4) and (6). In (2)
nd (3), there are the same nonlinearities caused by the nonlinear
unctions of the clothing surface temperature and the mean radiant
emperature, Eq. (4) is nonlinear due to the presence of the “if-else”
onditions, and (6) is nonlinear due to the product of the relative
umidity and the exponential function of the air temperature.

In this paper, we use piecewise linearization to approximate the
riginal PMV  model, i.e., the nonlinearities in (2), (3), and (6) are
iecewise linearized with respect to the ranges of the indoor air
emperature, the mean radiant temperature, and the clothing sur-
ace temperature. The usual ranges of these variables are divided
nto F, L, and I segments respectively. Within each segment, the non-
inearities are approximated by linear functions. For each segment,
he slopes and intercepts of the linear functions can be calculated
y the original PMV  model with the values of two  endpoints in this
egment. Through introducing integer variables for each segment,
he nonlinearities in (2), (3), and (6) are linearized as follows:

(tcl + 273)4 − (tr + 273)
4

=
I∑
i=1

(acl,i · tcl,i + bcl,i · zcl,i)

−
L∑
l=1

(atr,l · ttr,l + btr,l · ztr,l), (18)
a =
F∑
f =1

hr(ata,f · ta,f + bta,f · zta,f ), (19)
ings 152 (2017) 73–85 77⎧⎪⎨
⎪⎩

I∑
i=1

zcl,i = 1, tcl =
I∑
i=1

tcl,i,

zcl,i · tmin
cl,i

≤ tcl,i ≤ zcl,i · tmax
cl,i
,

(20)

⎧⎪⎨
⎪⎩

L∑
l=1

ztr,l = 1, tr =
L∑
l=1

ttr,l,

ztr,l · tmin
tr,l

≤ ttr,l ≤ ztr,l · tmax
tr,l
,

(21)

⎧⎪⎨
⎪⎩

F∑
f =1

zta,f = 1, ta =
F∑
f =1

ta,f ,

zta,f · tmin
ta,f

≤ ta,f ≤ zta,f · tmax
ta,f
,

(22)

where tcl,i, ttr,l , and ta,f are the values of the clothing surface
temperature in the i-th segment of its range, the mean radiant
temperature in the l-th segment of its range, and the indoor air
temperature in the f-th segment of its range respectively, acl,i, bcl,i,
atr,l , btr,l , ata,f , and bta,f are the slopes and intercepts of the lin-
ear functions in the corresponding segments for approximating the
nonlinearities respectively, zcl,i, ztr,l , and zta,f are integer variables
for the clothing surface temperature, the mean radiant tempera-
ture, and the indoor air temperature in the corresponding segments
respectively. These integer variables are defined in the same way.
For instance, zcl,i = 1 means that the clothing surface temperature is
within its i-th segment, and otherwise, zcl,i = 0. tmin

cl,i
, tmax
cl,i

, tmin
tr,l

, tmax
tr,l

,

tmin
ta,f

, and tmax
ta,f

are the lower and upper bounds of the clothing sur-
face temperature, the mean radiant temperature and the indoor air
temperature in the corresponding segments respectively. By (18),
(20), and (21), the nonlinearities in (2) and (3) are piecewise lin-
earized. However, in (19), the calculation of water vapor pressure
is still nonlinear due to the product of the relative humidity and the
piecewise linear function of the indoor air temperature.

We  use the following method to achieve the linearization of (6)
by (19) and (22). Through the ETM method shown in Section 3.2, the
operational strategy should be recalculated when the predefined
events are triggered. For each recalculation of the optimal strategy,
the relative humidity over all stages is calculated based on currently
measured data with the optimal trajectory calculated from the last
time step in advance, i.e., the relative humidity is regarded as a
parameter in the new recalculation of the operational strategy. In
this way, the water vapor pressure in (19) is a piecewise linear
function of the indoor air temperature that is constrained by (22).
This approximation of the relative humidity is reasonable since the
impact of the variance in the relative humidity on thermal comfort
is small at moderate temperatures close to comfort and may  usually
be disregarded when determining the PMV  value [23]. In addition,
the mismatch caused by this approximation can be compensated
by the triggering of the events and moving horizon scheme used
in the ETM method. Therefore, based on the above approximation,
the nonlinearities in (2), (3), and (6) can be piecewise linearized by
(18)–(22).

Since the difference between the indoor air temperature and the
clothing surface temperature is generally small in practice [21,22],
the convective heat transfer coefficient is always calculated by the
second equation of (4). Therefore, the second equation of (4) is used
instead of the “if-else” conditions in (4). In this way, the convective
heat transfer coefficient can be calculated with the air velocity in
advance and thus be regarded as a parameter in the model.

By calculating the relative humidity and the convective heat
transfer coefficient in the above ways and replacing the nonlineari-

ties in the PMV  model by (18)–(22), the PMV  value can be computed
by a piecewise linear model consisting of (1)–(3), (5), and (18)–(22).
The accuracy of this approximate PMV  model is validated in Section
4.1. Using the above approximate PMV  model, the scheduling prob-
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em developed in this paper is a mixed integer linear programming
roblem, and it can be reformulated as:

in
K−1∑
k=0

ck · (ekhvac + ekfcu + ekdoas + eklight + ekc ), (23a)

.t.xk+1 = Axk + Buk + Edk, (23b)

k = Cxk, (23c)

 ≤ uk ≤ Ū,  X ≤ xk ≤ X̄,  (23d)

min · zka − 3 · (1 − zka) ≤ yk ≤ Pmax · zka + 3 · (1 − zka), (23e)

here xk is the state vector at k, which is denoted by: xk =
tka, hka, t̄

k
r , tk

cl
, hkr , pka, tkww], ∀w = 1, 2, ..., W ,  uk is the input vector at

, which includes two parts: the intermediate variables of the prob-
em at k, i.e., [Gk

fcu
, Gk
doas
, qk
fcu
, qk
doas
, ek
fcu
, ek
doas
, ek
hvac

, Qk
light
, ekc , Qkc ],

nd the decision variables of the problem at k, i.e.,
tk
fcu
, hk
doas
, xkv, ek

light
, tk
cl,i
, zk
cl,i
, tk
tr,l
, zk
tr,l
, tk
a,f
, zk
ta,f

], ∀v =
, 2, ..., V, i = 1, 2, ..., I, l = 1, 2, ..., L, f = 1, 2, ..., F , dk is
he disturbance vector at k, which is denoted by: dk =
zka, qkww, qksa, qk

in
, Ok, tko, hko], ∀w = 1, 2, ..., W ,  yk is the output

calar at k representing the PMV  value, and A, B, C, and E are
he matrices of proper dimensions which can be obtained from
1)–(22) respectively. Eq. (23a) is the objective function, which
s equivalent to (17). Eq. (23b) describes the indoor thermal
ynamics corresponding to (8)–(10). Eq. (23c) represents the
alculation of the PMV  index corresponding to (1)–(3), (5), and
18)–(19). Eq. (23d) describes the constraints of the input and state
ariables, which corresponds to (11)–(16) and (20)–(22). Eq. (23e)
s equivalent to (7), which represents the thermal requirements of
ccupants at each stage.

.2. Event-triggered mechanism

Uncertainties are associated with many processes of the build-
ng operation. Among them, we consider the uncertainties in the
utdoor temperature, solar radiation, occupied time of room, num-
er of occupants, and usage pattern of electrical appliances in this
aper, since they have a significant impact on the building demand
rofiles and thermal comfort. In this paper, a model-based periodic
TM method which is shown in Fig. 1 is developed to handle the
ncertainties mentioned above in the optimization of the building

peration. Note that based on (16), the uncertainty in the usage
attern of computers and monitors is determined by the room
ccupancy, so this uncertainty is combined into the uncertainty

n the number of occupants.

Fig. 1. The framework of the propose
ings 152 (2017) 73–85

The uncertainties can be considered to be the difference
between the actual and predicted values of the disturbance in (23b),
i.e.,

dk = d̂k + wk, ‖wk‖∞ ≤ �, k = 0, 1, ..., K − 1, (24)

where d̂
k

is the disturbance prediction vector at k represent-
ing the predicted values of the disturbance in (23b), and wk is
the stochastic disturbance vector at k, which is assumed to be
bounded by � as in [10]. Note that for any vector s = (s1,s2,. . .,sn),
‖s‖∞:= max(|s1|, |s2|, ..., |sn|).

The main idea of the model-based periodic ETM method is to
determine whether the optimal strategy should be recalculated
upon the triggering of the predefined events on a moving hori-
zon scheme. At any stage, if any predefined event is triggered, the
scheduling problem should be recalculated with the future evolu-
tion of the system dynamics to obtain the optimal solution. This
future evolution is obtained by the system model with the current
system state and predictions of the disturbance. On the contrary,
if no event is triggered, the latest strategy is still executed. In
this way, the communication and computational resources may  be
reduced. The details of the model-based periodic ETM method can
be referred to [26].

The key to handle the uncertainties by the ETM method is in
defining the proper events that can capture a tradeoff between the
system performance and computational efficiency. Since the occu-
pancy and thermal comfort of occupants are strongly related to the
performance of the problem considered in this paper, we define
the following two events based on the state transitions [27,28] to
handle the uncertainties in the disturbance shown in (23b).

Event 1 is linked to occupancy which captures the uncertainty
in the occupied time. As shown in (23e), the occupied time deter-
mines the lower and upper bounds of the thermal requirements.
Hence, the triggering of event 1 caused by the uncertainty in the
occupied time guarantees the exact identification of the thermal
requirements in the room. We  define that event 1 is triggered if
the actual value of the occupied time is different from its predicted
value. In this paper, when the optimal strategy should be recalcu-
lated at any stage k, all predicted values of the occupied time from
stages k + 1 to k + N-1 are generated with historical data, where N
is the prediction horizon. In this way, event 1 may  not frequently
be triggered since the occupied time is always regular, especially
in the office environment.

Since the thermal comfort of occupants, which constrains the

system dynamics, may  be changed by the variance of the distur-
bance, event 2 is defined by the state transition of the PMV  value
when the room is occupied. As shown in (23b)–(23c), event 2
captures the uncertainties in the disturbance vector outside the

d event-triggered mechanism.
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ccupied time. To define event 2, the range of the PMV  index is
ivided into three intervals: [−3, Pmin), [Pmin, Pmax], and (Pmax, +3].

n order to satisfy the thermal requirements of occupants, event
 is triggered when the PMV  value deviates from the comfortable

nterval, i.e., [Pmin, Pmax]. Therefore, the triggering of event 2 guar-
ntees the satisfaction of the thermal comfort of occupants over the
cheduling horizon.

Based on these two predefined events, an ETM-based algorithm
s developed to solve the optimization problem under the uncer-
ainties in the disturbance.

Algorithm:
Step 1: Set k = 0. At stage 0, obtain the initial operational strategy

y solving the problem in (23) with currently measured data and
redictions of the disturbance over the scheduling horizon.

Step 2: Set k = k + 1. Based on the measured data at stage k and
he current strategy, check if either event 1 or event 2 is triggered.
f no event was triggered, apply the current strategy and go to step
; otherwise, go to step 3.

Step 3: Update the predictions of all variables in the disturbance
ector over N future stages with currently measured data. Then
pdate the strategy by solving the following problem:

min
k+N−1∑
n=k

c(n|k)(e(n|k)
hvac

+ e(n|k)
fcu

+ e(n|k)
doas

+ e(n|k)
light

+ e(n|k)
c )

s.t.x(n+1|k) = Ax(n|k) + Bu(n|k) + Ed(n|k),

y(n|k) = Cx(n|k),

U ≤ u(n|k) ≤ Ū,  X ≤ x(n|k) ≤ X̄,

y(n|k) ≥ Pmin · z(n|k)
a − 3 · (1 − z(n|k)

a ),

y(n|k) ≤ Pmax · z(n|k)
a + 3 · (1 − z(n|k)

a ),

n = k, k + 1, ..., k + N − 1,

x(k|k) = xk, x(k+N|k) ∈ Xfs,

(25)

here superscript (n|k) indicates the corresponding variable for the
tage n predicted at stage k, and Xfs indicates the constraint of the
erminal state. Note that the current state, xk, can be obtained from
ensor networks in the building.

Step 4: If k = K-1, go to step 5; otherwise, go to step 2.
Step 5: Stop.
Remarks:

. Recall that to solve the problem in (25) at each stage when any
event is triggered, we need to calculate the relative humidity
based on the optimal trajectory calculated by the latest strat-
egy with currently measured data. For the first calculation of
the operational strategy at stage 0, the relative humidity over all
stages can be generated with historical data or empirical knowl-
edge.

. As mentioned before, the problem in (25) is a mixed integer
linear programming problem. Many computationally efficient
methods have been developed to solve this type of problem,
such as the CPLEX solver for the small or medium-scale prob-
lem and the methods developed in [14,15,29], for the large-scale
problem.

. The measured data at each stage consist of the indoor air
temperature, (relative) air humidity, wall surface temperature,
occupancy, solar radiation, outdoor temperature, and outdoor
humidity, which can be collected by sensor networks in the
building. We  assume that the measured data are accurate, since

the measurement error of the sensor networks is beyond of the
scope of this paper.

. In this paper, the occupancy state is detected by the method
developed in [34] with information obtained from temperature
ings 152 (2017) 73–85 79

and CO2 sensors, and it is predicted by a queueing model-based
approach developed in [35]. The weather conditions including
solar radiation and outdoor temperature and humidity are fore-
casted by the method presented in [36] with the actual data
obtained from the meteorological station [32]. By using these
methods with the actual data, the range of the prediction error
for the case studies in this paper can be estimated. We  evaluate
the performance of the proposed algorithm over this range in
Section 4.4. Furthermore, since any prediction methods can be
deployed in the proposed algorithm, we define the relationship
between the actual and predicted values of the disturbance in
a general way  as shown in (24). In this way, prediction results
obtained with any method can be described by (24) with a spe-
cific wk. Therefore, we  can generate representative scenarios
by (24) at different prediction error values of the disturbance,
in order to provide a comprehensive quantitative performance
analysis of the proposed method with respect to a wide range of
the prediction error.

Based on this algorithm, the recalculation of the operational
strategy is determined by the triggering of the two events so that
recalculation can be avoided at any stage when the thermal com-
fort is satisfied. The latest strategy is applied until any of the two
events is triggered. This process is repeated until the scheduling
horizon is covered. Since the computational requirement of the
ETM method is not more than that of the time-triggered method
if their sampling intervals are the same [26], the proposed ETM-
based algorithm can perform well in reducing the communication
and computational resources without obvious degradation in the
building system performance. Furthermore, building system states
and environmental conditions vary moderately, which may  provide
an advantage when applying the ETM method to the optimization of
building operation. The performance of the proposed ETM method
is demonstrated using case studies in Section 4.4.

4. Case studies and numerical results

4.1. Accuracy analysis of the approximate PMV  model

In this subsection, we evaluate and validate the accuracy of the
approximate PMV  model developed in this paper. As mentioned
earlier, the air velocity, metabolic rate and clothing of occupants
are given as prior knowledge and the approximation of the rela-
tive humidity can be compensated by the triggering of the events
and moving horizon scheme, so we test the performance of the
approximate PMV  model with respect to the indoor air tempera-
ture and mean radiant temperature. In practice, the usual ranges of
these two temperatures are both within [15 ◦C, 35 ◦C] [23], which is
equally divided into 4 segments for the piecewise linearization in
both cases. The PMV  values obtained with the original PMV model
and the approximate PMV  model are calculated based on (1)–(6)
and (1)–(3), (5), and (18)–(22) over the above-mentioned range
respectively. The results are shown in Fig. 2. It is found that the
difference between the PMV  values obtained by the two models
is very small, and the maximal absolute error is less than 0.005,
which is negligible from a practical point of view [30]. Generally
speaking, the large error occurs in situations when the difference
between the indoor air temperature and the mean radiant temper-
ature is larger. But this is an unusual condition in practice. It is also
found that when the mean radiant temperature and the indoor air

temperature are similar, the error is always less than 0.003. When
the mean radiant temperature and the indoor air temperature are
both low, the error is about 0.004–0.005. This is because of the
approximation of (4).
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Fig. 2. The error (original PMV-approximate PMV) of the approximation over a temperature range between 15 and 35 ◦C; air velocity = 0.18 m/s; relative humidity = 55%;
metabolic activity = 1.2 met; and clothing insulation = 0.65 clo.
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Table 1
Parameter identification of the room model.

Parameter Value (J/K) Parameter Value (m2 K/W)

Cwall1 3.87 × 106 Rw 1.43
Cwall2 6.24 × 106 Rwin 0.13
Cwall3 3.63 × 106 Rin 0.09
Ca 3.74 × 105 Rout 2.91
Fig. 3. Structure and configuration of the room.

Since the following case studies are conducted for cooling, the
erformance of the approximate PMV  model is also tested over the
sual temperature range of [20 ◦C, 30 ◦C] in the mechanically venti-

ated office environment. In this case, the ranges of the mean radiant
emperature and indoor air temperature are also divided into 4 seg-

ents. The maximal error of the approximate PMV  model is less
han 0.002. Therefore, the approximate PMV  model is sufficiently
ccurate for our application and is used to calculate the PMV  index
n the following case studies with the range partitions mentioned
bove.

.2. Set-up of the case studies

In order to minimize the effect of the room model accuracy on
he evaluation of the proposed method, we conducted an exper-
ment in an office-room environment in Singapore to produce a
oom model with high accuracy. As shown in Fig. 3, this room has

 closed window and is occupied by four occupants. Its dimensions
re 6.7 m × 4 m × 2.85 m.  In the room, the indoor air temperature
s controlled by the FCU and the indoor humidity is controlled by
he DOAS. With the given set-point of the humidity ratio provided
y the DOAS, there is little variance in the indoor humidity (about
.012–0.015 kg/kg) during the whole experiment. This keeps the
pace at a quasi-constant humidity. So we fix the indoor humid-
ty to 0.014 kg/kg in the calculation of the proposed method. In
ddition, the floor and roof in this experiment are considered to be
solated from rooms on adjacent floors, since we cannot measure
he temperatures of their external surface.
We used a set of two-day (Nov. 11–12 2016) measured data of
ndoor air temperature, surface temperature of all the walls, cool-
ng supplied by HVAC, solar radiation, and outdoor temperature to
dentify the optimal parameters of the room model by minimizing
Note that Rw , Rwin , Rin , and Rout are the R-values of wall, window, inside air film and
outside air film, respectively.

the error between the measured temperature and the simulated
temperature obtained by the room model based on (8)–(9). The typ-
ical values of the parameters in (8)–(9), which are obtained from
ASHRAE handbook [31], are used as the initial guesses in this opti-
mization program. This parameter identification problem is solved
with the fmincon function in MATLAB.

The optimal parameters are shown in Table 1, and the results of
the model identification are shown in Fig. 4(a). With these param-
eters, we  used the measured data (Nov. 13 2016) of the same room
to validate the model accuracy. The results of the model validation
are shown in Fig. 4(b). It is found that the room model is accurate
enough for our application, since a root-mean-square error (RMSE)
of only 0.156 is obtained between the measured air temperature
and the simulated temperature.

As shown in Fig. 5, we established a mapping from energy con-
sumption to cooling supplied by the HVAC system based on (14),
with the measured data in different conditions of the cooling load.
If we use a quadratic function to fit the mapping, the cooling sup-
plied decreases with a rise in the energy consumption when the
electricity power is less than 0.15 kW.  However, it does not work
this way in reality. Therefore, as shown in Fig. 5, a cubic polyno-
mial function is used in this paper. For this cubic fit, the R-square
value is 0.989 and RMSE is 0.185. Furthermore, in order to make
a tradeoff between the model accuracy and amount of computa-
tion, a piecewise linear function is developed to approximate this
cubic function, which does not introduce much error but signifi-
cantly reduces the computation time. The maximal relative error
of this approximation is less than 4%. Hence, we  can compute the
simulation results based on the following piecewise linear function
instead of (14).⎧⎪⎪⎪⎪⎪⎪⎪⎨
qk
fcu

+ qk
doas

= 1.414ek
hvac

, ifek
hvac

∈ [0,  0.4],

qk
fcu

+ qk
doas

= 3.028ek
hvac

− 0.645, ifek
hvac

∈ [0.4, 0.6],

qk + qk = 5.283ek − 1.998, ifek ∈ [0.6, 0.8],
⎪⎪⎪⎪⎪⎪⎪⎩
fcu doas hvac hvac

qk
fcu

+ qk
doas

= 8.425ek
hvac

− 4.512, ifek
hvac

∈ [0.8, 1.0],

qk
fcu

+ qk
doas

= 12.455ek
hvac

− 8.542, ifek
hvac

∈ [1.0, 1.2].
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Fig. 4. (a) Identification results of the room model (Nov. 11–12 2016); (b) Validation results of the room model (Nov. 13 2016).
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Table 2
Comparison on describing the thermal comfort by two ways.

Proposed
solution based on
the PMV  model

Solution with the
given range of
temperature

Energy consumption (kWh) 16.6 19.5
Fig. 5. HVAC model obtained based on the measured data.

.3. Analysis of energy cost saving and flexibility achieved based
n the PMV  model

In this subsection, based on the deterministic version of the
roblem, the performance of predicting the thermal comfort based
n the PMV  model for building operational optimization is tested.
he room and HVAC models shown in Section 4.2 are used in this
ase. The comfortable range of the PMV  index is [−0.5, 0.5], obtained
rom [23]. For the calculation of the PMV  index, the metabolic rate of
ccupants is set to 1.2 met  referring to typical office work, the cloth-

ng insulation is set to 0.65 clo according to the calculation shown
n [22], and the air velocity is set to 0.18 m/s. The occupancy and
he time-of-use (TOU) electricity price are shown in Fig. 6. This test
as performed on a hot-humid day (Nov. 15 2016) in Singapore;

he weather data are obtained from [32].

The problem with the above data over the scheduling horizon

K = 48, i.e., 24 h are divided into 48 stages) is solved using the CPLEX
olver with a relative error gap of 0.01. The calculation is carried
ut on a Windows PC with a 2.4 GHz CPU and an 8 GB RAM. The
Energy cost (S$) 18.8 22.8
Computational time (s) 11 7

results are shown in the second column of Table 2. To analyze the
energy cost saving potential based on the PMV  model, the problem
of describing the thermal comfort with a static range of indoor air
temperature (as the usual way) is also solved to obtain a solution for
comparison. The results are shown in the third column of Table 2.
Note that this given static range of indoor air temperature is [23 ◦C,
26 ◦C]. It is obtained from ISO 7730: 2005 [23] corresponding to the
comfortable range of the PMV  index mentioned above.

In Table 2, it is found that there is not much of a difference in
the computational time for these two solutions, which indicates
that the approximate PMV  model does not significantly increase
the computational cost and is thus efficient in the optimization pro-
cess. The energy consumption and the energy cost of the solution
obtained based on the PMV  model are less than 14.6% and 19.7% of
those obtained with the given range of temperature respectively.
These energy and cost savings are achieved by cooling load reduc-
tion and load shifting, which are discussed in more detail as follows.

The indoor air temperatures of these two  solutions are shown in
Fig. 7(a). It is found that the indoor air temperature obtained based
on the PMV  model is higher than that obtained with the given range

of temperature during most of the occupied time. This means that
the cooling load of the solution obtained based on the PMV  model
is lower, and that the energy and cost savings are achieved. It is
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Fig. 6. The occupancy and the TOU electricity p

Fig. 7. (a) Comparison of the indoor air temperature; (b) Comparison of the energy
c
c
p

a
p
p
t
e
p
t
p

onsumption of HVAC; (c) Comparison of the PMV  values. Note that the energy
onsumption of the HVAC is the summation of that of the FCU, the DOAS, and other
arts of HVAC.

lso found in Fig. 7(a) that there are several charging-discharging
rocesses of cooling energy to achieve the load shifting. For exam-
le, in the case of the solution obtained based on the PMV  model,
he indoor air temperature is at a low level to store the cooling

nergy during 7:00–10:00 and 16:00–18:00, since the electricity
rice is lower during these periods. The cooling energy stored is
hen discharged to reduce the energy demand in future peak-price
eriods such as 10:00–15:00 and 18:00–21:00. In the case of the
rice scheme over the scheduling horizon.

solution obtained with the given range of temperature, the sim-
ilar charging-discharging process occurs during 7:30–10:00. The
energy consumptions per half hour of the HVAC for these two
solutions are shown in Fig. 7(b). The energy consumption of the
solution obtained based on the PMV  model is lower than that of
the solution obtained with the given range of temperature during
most of the occupied time due to the cooling load reduction men-
tioned above. Also, it is found that the difference between these two
energy consumptions is bigger during the peak-price periods (such
as 10:00–15:00 and 18:00–21:00). This indicates that the solution
obtained based on the PMV  model responds better to the electricity
price signal to give a better reduction in energy cost.

As PMV  is a widely accepted index for thermal comfort, we  show
the PMV  values of these two  solutions in Fig. 7(c). Note that the PMV
value of the solution obtained with the given range of temperature
is calculated with values of clothing insulation, metabolic rate and
air velocity which are the same as those in the case of using the
PMV model. It is found that thermal comfort can be satisfied with
both solutions since all PMV  values are less than or equal to 0.5
during the occupied time. But in terms of energy consumption and
costs, the solution obtained with the given range of temperature
is conservative since it is only determined by the indoor air tem-
perature. Therefore, compared to the usual way of describing the
thermal comfort by a static range of the air temperature, describ-
ing the thermal comfort based on the PMV  model can provide more
potential on both the energy cost saving for the buildings and the
demand reduction for the power grid, since the thermal comfort
can be determined by the joint adjustment of the environmental
factors through the PMV  model and provides more flexibility in
response to price signals.

Furthermore, to analyze the flexibility of demand response pro-
vided by the PMV  model, we solve the problem with the lower
bound of the comfortable PMV  range (i.e., −0.5) and the lower
bound of the given range of temperature (i.e., 23 ◦C) respectively.
The indoor air temperatures of these two  solutions are shown in
Fig. 7(a). It is found that under the premise of satisfying the ther-
mal  requirement, describing the thermal comfort based on the PMV
model can provide more availability for demand response as com-
pared to doing so with the given range of temperature, since there
are more adjustable range of indoor air temperature (i.e., cool-
ing load) and space for precooling in response to the electricity
price signal which can be achieved by using the PMV  model. There-

fore, the PMV  model can not only concretely describe the thermal
comfort of occupants, but also provide more flexibility for the opti-
mization of building operation.
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Table  3
Performance comparison of the ETM method and MPC  method.

ETM method MPC  method

Mean of the energy costs (S$) 19.54 19.48
Standard deviation (STD) of costs (S$) 0.57 0.58
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cantly reduce the number of recalculations as compared to the MPC
Mean of the number of recalculations 11.32 48
STD of the number of recalculations 3.48 0

.4. Performance analysis of the ETM method

In this subsection, the problem described in Section 4.3 is con-
idered under the uncertainties in the outdoor temperature, solar
adiation, number of occupants, and occupied time, and it is solved
ith the ETM method developed in this paper. In order to ana-

yze its performance, we also solve the problem with a typical
ime-triggered method, i.e., a closed-loop MPC  method, to obtain a
olution for comparison. The calculation process of the MPC  method
s: at each stage, the uncertainties are predicted with currently

easured data over the next N stages, and the problem is then
olved with the measured data and these predictions. Only the
trategy at the current stage is applied. This process is repeated until
he scheduling horizon is covered [10]. To guarantee fairness, the
redictions for the ETM method at any stage when any event is trig-
ered are made the same as those for the MPC  method at the same
tage. We  compare the performance difference of these two  meth-
ds with a prediction horizon of 48 stages. Then, the impact of the
rediction horizon length on the performance of the ETM method

s discussed with different combinations of the prediction horizon
ength and prediction errors. The actual values of the outdoor tem-
erature, solar radiation, number of occupants and occupied time
ver all stages are assumed to be known in advance, which are the
ame as those in the case described in Section 4.3. Note that in the
ollowing comparisons, the system performance is indicated by the
nergy costs of the solutions obtained by the ETM and MPC  meth-
ds, and the computational effort is indicated by the number of
ecalculations by the two methods over the scheduling horizon.

By applying the prediction methods mentioned in Section 3.2
ith the actual data, we found that the prediction error caused

y these methods is always less than 20% in our case studies. So,
e first evaluate the performance of the ETM method over the

ange of ı ≤ 20%, where ı is the prediction error and is defined as:
 = �/‖dk‖∞. We  randomly generate 50 scenarios based on (24)
ith ı ≤ 20%. The solutions obtained with the ETM and MPC  meth-

ds under these 50 scenarios are applied to the case with the actual
alues. The results are shown in Table 3. As shown in Table 3,
he performance of the ETM method is similar to that of the MPC

ethod, since the mean and standard deviations of the energy
osts obtained by the two methods under these 50 scenarios are
oth similar. However, the mean of the number of recalculations
y the ETM method is much less than that by the MPC  method.
nder these 50 scenarios, the maximal number of recalculations
y the ETM method is 16. This means that the ETM method results

n a significant reduction in communication and computational
esources without perceivable degradation in the system perfor-

ance as compared to the MPC  method. Furthermore, it is also
ound that the solution obtained by the ETM method is robust with
espect to the prediction error, since the standard deviations of the
ost and number of recalculations are relatively low.

Second, in order to provide a comprehensive quantitative analy-
is of the proposed ETM method over a wide range of the prediction
rror, we assess its performance at different prediction error val-
es of the disturbance. We  set ı to 5%, 15%, 20%, 30%, and 50%,

nd randomly generate predictions by (24) with these prediction
rrors respectively. For each prediction error, two  predictions are
andomly generated over all stages. Ten scenarios are thus con-
Fig. 8. (a) Comparison of the PMV  values; (b) Comparison of the energy cost; (c)
Comparison of the computational effort.

structed. The solutions obtained with the ETM method and MPC
method under these scenarios are also applied to the case with the
actual values, and the results are shown in Fig. 8.

It is shown in Fig. 8(a) that the thermal comfort can be satisfied
with both methods during the occupied time. The energy costs of
these solutions are shown in Fig. 8(b). It is found that in the sce-
nario of no prediction error, the optimal solution is obtained with
the ETM method. The energy cost of the solution obtained with the
MPC  method is slightly higher. This is caused by computation error,
since the calculation of the optimal solution should be performed
once at each stage with the MPC  method. In the scenarios of large
prediction errors (such as 30% and 50%), the ETM method outper-
forms the MPC  method since the recalculation of the ETM method
is performed when any event is triggered. This may  reduce the
impact of the imperfect predictions on the system performance. In
the scenarios of lower prediction errors (such as 5%–20%), the per-
formance of the ETM method is slightly worse than that of the MPC
method in most of these cases, but the degradation is less than 1.9%.
Therefore, the two  methods have very similar performances with
respect to lower prediction errors. The computational efforts by the
two methods under these scenarios are also compared. The number
of recalculations by the two methods over the scheduling horizon
is shown in Fig. 8(c). It is found that the ETM method can signifi-
method. But along with the increase of prediction error, the num-
ber of recalculations increases due to the rise of the number of the
events triggered. On average, the ETM method reduces more than
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ig. 9. Computational effort under different combinations of prediction horizon
ength and prediction error.

0% of the computational effort of the recalculation as compared to
he MPC  method. It shows that the ETM method can significantly
educe the communication and computational resources for sensor
etworks and control system in buildings.

Since both the prediction error and horizon length have a signifi-
ant impact on the computational efficiency of the ETM method, we
est the computational effort under different combinations of their
alues, and show the results in Fig. 9. Note that for each combina-
ion, the result is obtained by the average value under 50 scenarios.
s shown in Fig. 9, generally speaking, the number of recalcula-

ions decreases with the rise of the prediction horizon length but
ncreases with the rise of the prediction error. In the scenarios of
igher prediction errors (such as 30%), it is found that the num-
er of recalculations is mainly determined by the prediction error.

n the scenarios of lower prediction errors (such as 5%–20%), the
ariance in the number of recalculations is relatively small in all
ases of different prediction horizons. But by choosing the shorter
rediction horizon length, the computational time of each recalcu-

ation can be significantly reduced. Therefore, we  should make a
radeoff between the computational cost of each recalculation and
he number of recalculations when deciding the prediction horizon
ength.

. Discussion

As mentioned in Section 1, mixed integer programming is
idely used to formulate the optimization problem of building

peration since the continuous and discrete variables are always
nvolved in practice. In addition, to be efficiently solved, the prob-
em is usually approximately or directly formulated as the mixed
nteger linear programming problem. So in this paper we also for-

ulate the problem this way. In recent literature, the MPC  method
as emerged as an effective approach to solve the optimization
roblem of building operation under uncertainties mainly due to

ts ability to handle constrained optimal control problems [37]
nd take the prediction of future system behavior into consider-
tion while satisfying the system constraints [13]. However, MPC
ethod is time-triggered and may  thus cause a waste of commu-

ication and computational resources due to the recalculation at
tages when the building system is operating within a desirable
ange. This waste may  have significant impact on the operation of
ensor networks and control system, such as the wireless devices
ith limited energy. Therefore, we develop a model-based peri-

dic event-triggered mechanism (ETM) method in this paper, in
rder to reduce the communication and computational resources
hile providing a solution without perceivable degradation in the
ystem performance as compared to the time-triggered methods.
urthermore, based on the numerical results shown in Section 4.4,
t is also found that the ETM method may  reduce the impact of
arge prediction errors on the system performance. In this paper,
ings 152 (2017) 73–85

the ETM method is developed and evaluated in the application of
building operational optimization under uncertainties. But it could
also be applied to other problems. For example, stochastic dynamic
programming (SDP) is a possible choice to formulate the prob-
lem under uncertainties, but it may  face computational challenges
because the state and action spaces increase exponentially with
the scale of the problem [15]. So it is an interesting future work to
overcome this challenge by integrating the ETM method with SDP
approach.

The main focus of this paper is to provide a quantitative per-
formance analysis of the ETM method. In order to minimize the
impact of the room model accuracy on the evaluation of the
ETM method, we conducted an experiment in an office room in
Singapore to produce a room model with high accuracy. Due to
the high outdoor temperature and humidity, windows in tropical
commercial buildings are almost always closed during the occupied
time. Therefore, the room considered in this paper is a representa-
tive scenario for the tropical buildings. Although natural ventilation
is not considered in this paper, we  notice that any extension of the
room/building model does not limit the application of the proposed
ETM method. For example, if natural ventilation is considered,
we just need to replace (9)–(10) by the corresponding equations
shown in [25], since our model is derived from the model devel-
oped in [25] that can involve the natural ventilation. Moreover, if
a room/building is supplied by the multiple energy systems, we
just need to add energy balance equations for energy flow from
supply to demand and operational constraints for energy gener-
ation devices to the model. As shown in many references, such as
[9,11,29], the energy balance equation is always linear and the con-
straints for the energy generation devices are always formulated by
the mixed integer linear programming. Therefore, these extensions
can easily be integrated with our problem and would not provide
any difficulties to the application of the proposed ETM method.

Furthermore, we notice that the proposed ETM method does
not limit the problem formulation and the corresponding solu-
tion approach. In other words, the ETM method does not depend
on the problem modeling. Based on the triggering of predefined
events, the ETM method provides an event-triggered manner to
decide whether the strategy should be recalculated at each stage.
The problem in (25) in step 3 of the proposed algorithm is formu-
lated in a general way  to show how the recalculation works by
the ETM method. In general, the objective function in (25) can be
formulated for different purposes, such as minimizing the energy
cost, consumption, or dissatisfaction of thermal comfort. As shown
in (25), the constraints include the system dynamic equations, the
constraints for input and state variables, and the constraints for
thermal requirement, which can also be formulated for any specific
applications with different energy devices. For example, if we con-
sider any specific types of the HVAC system for different weather
conditions, we just need to modify the operational constraints of
the HVAC (i.e., the constraints of input and state variables) in (25)
based on the specific types of the HVAC with the corresponding
weather conditions. Also, if we consider the problem for multiple
rooms, we  just need to modify the room model (i.e., the system
dynamic equations) in (25) to include the coupling between energy
dynamics of the adjacent rooms. These modifications or extensions
for specific applications may  provide some challenges to the prob-
lem modeling and the corresponding solution approach, but they
do not provide any difficulties to the application of the ETM method
since the implementation of the ETM method is determined by the
predefined events that are determined by the system state rather
than the problem modeling.
Actually, predefined events play a crucial role in the perfor-
mance of the ETM method and they should be defined based on
specific applications, in order to maximally improve system per-
formance. For example, this paper focuses on a tradeoff between
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hermal comfort and energy cost, so we define the two events based
n occupancy and thermal comfort index. Based on the numerical
esults, it is found that these two events are proper since they can
rovide a huge improvement in computational efficiency as com-
ared to the MPC  method. However, these two events may not be
uitable for other applications, such as control of the water loop in
VAC system. Therefore, an interesting future work is to study on
ow to define the proper events for effectively applying the ETM
ethod to different control processes of the building operation.

urthermore, since this paper focuses on the scheduling problem
n the upper level of the building control system, another interest-
ng future work is to apply the ETM method to the real-time control
n the lower level of the building control system.

. Conclusions

We  proposed and tested a novel building operational optimiza-
ion approach in which thermal comfort is modeled using the PMV
ndex. We  found that describing the thermal comfort based on the
MV  model leads to energy and cost savings for the buildings and
emand reduction for the power grid. This is due to that it can pro-
ide more availability of demand response as compared to doing
o using a static range of indoor air temperature. However, directly
ntegrating the PMV model with the optimization of building oper-
tion is computationally expensive due to the non-convex and
onlinear properties of the PMV  model. We  developed an approxi-
ation of the PMV model and proved that it is sufficiently accurate

nd computationally efficient in the optimization of the building
peration. We  developed and tested a model-based periodic ETM
ethod to efficiently handle the uncertainties in the building oper-

tion. The numerical results show that this method is capable of
educing the communication and computational resources, while
roviding a solution that is robust with respect to the prediction
rror of the uncertainties.
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