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ARTICLE INFO ABSTRACT

Keywords: Cloud computing is a modern paradigm to provide services through the Internet. Load balancing is a key aspect
Cloud computing of cloud computing and avoids the situation in which some nodes become overloaded while the others are idle
Load balancing or have little work to do. Load balancing can improve the Quality of Service (QoS) metrics, including response

Task scheduling

time, cost, throughput, performance and resource utilization.
Hadoop MapReduce

In this paper, we study the literature on the task scheduling and load-balancing algorithms and present a new
classification of such algorithms, for example, Hadoop MapReduce load balancing category, Natural
Phenomena-based load balancing category, Agent-based load balancing category, General load balancing
category, application-oriented category, network-aware category, and workflow specific category. Furthermore,
we provide a review in each of these seven categories. Also. We provide insights into the identification of open
issues and guidelines for future research.

1. Introduction balancing algorithms and mechanisms in cloud environments:

Cloud computing is a modern technology in the computer field to e Milani and Navimipour (2016) have presented a systematic review
provide services to clients at any time. In a cloud computing system, of the existing load balancing techniques. They classified the existing
resources are distributed all around the world for faster servicing to techniques based on different parameters. The authors compared
clients (Dasgupta et al., 2013; Apostu et al., 2013). The clients can some popular load-balancing algorithms and presented their main
easily access information via various devices such as laptops, cell properties, including their advantages and disadvantages. They also
phones, PDAs, and tablets. Cloud computing has faced many chal- addressed the challenges of these algorithms and mentioned the
lenges, including security, efficient load balancing, resource scheduling, open issues. However, their work lacks a discussion regarding the
scaling, QoS management, data center energy consumption, data lock- load balancing and task scheduling techniques in Hadoop
in and service availability, and performance monitoring (Kaur et al., MapReduce that is an issue nowadays.

2014; Malladi et al., 2015). Load balancing is one of the main ® Mesbahi and Rahmani (2016) have studied state of the art load
challenges and concerns in cloud environments;(Jadeja and Modi, balancing techniques and the necessary requirements and consid-
2012) it is the process of assigning and reassigning the load among erations for designing and implementing suitable load-balancing
available resources in order to maximize throughput, while minimizing algorithms for cloud environments. They presented a new classifica-
the cost and response time, improving performance and resource tion of load balancing techniques, evaluated them based on suitable
utilization as well as energy saving (Singh et al., 2016; Goyal et al., metrics and discussed their pros and cons. They also found that the
2016). Service Level Agreement (SLA) and user satisfaction could be recent load balancing techniques are focusing on energy saving.
provided by excellent load balancing techniques. Therefore, providing However, their work suffers from the lack of simulating the load
the efficient load-balancing algorithms and mechanisms is a key to the balancing techniques by simulator tools; in addition, a discussion of
success of cloud computing environments. Several researches have open issues and future topics that researchers should focus on is also
been done in the field of load balancing and task scheduling in cloud missing.

environments. However, our studies showed that despite the key role of

load-balancing algorithms in cloud computing, especially in the advent e Kanakala et al. (2015a, 2015b) have analyzed the performance of
of big data, there are a few comprehensive reviews of these algorithms. load balancing techniques in cloud computing environments. They
First, we mention a few recent papers that have reviewed the load- studied several popular load-balancing algorithms and compared
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them based on metrics such as throughput, speed, complexity, etc.
They concluded that none of the reviewed algorithms were able to
perform well in all the required areas of load balancing. However,
they did not mention the current trend, future works, and open
issues in the field of load balancing in cloud environments.

e [vanisenko and Radivilova (2015) have studied major load-balan-
cing algorithms in distributed systems. They classified the most used
load-balancing algorithms in distributed systems, including cloud
technology, cluster systems, and grid systems. They also presented a
comparative analysis of different load-balancing algorithms on
various efficiency indicators such as throughput, migration time,
response time, etc. In their work, a description of the main features
of load-balancing algorithms, analysis of their advantages, and
defaults of each type of algorithms is also presented. Nevertheless,
a discussion of challenges, open issues, and future trends is similarly
missing.

® Farrag and Mahmoud (2015) have reviewed intelligent cloud
algorithms for load balancing problems, including Genetic
Algorithms (GA), Ant Colony Optimization (ACO), Artificial Bee
Colony (ABC) and Particle Swarm Optimization (PSO). They also
proposed an implementation of Ant Lion Optimizer (ALO) based
cloud computing environment as an efficient algorithm, which was
expected to supply the outcomes in load balancing. The authors
found that these algorithms showed a better performance than
traditional ones in terms of QoS, response time, and makespan.
However, they did not evaluate their proposed algorithm in different
scales of cloud systems by comparing its results.

To help the future researchers in the field of load balancing in
designing novel algorithms and mechanisms, we surveyed the litera-
ture and analyzed state of the art mechanisms. Therefore, the purpose
of this paper is to survey the existing techniques, describe their
properties, and clarify their pros and cons. The main goals of this
paper are as follows:

e Studying the existing load balancing mechanisms

e Providing a new classification of load balancing mechanisms

e C(larifying the advantages and disadvantage of the load-balancing
algorithms in each class

e Outlining the key areas where new researches could be done to
improve the load-balancing algorithms

The rest of the paper is organized as follows. Section 2 provides a
literature review for the model, metrics, policies, and taxonomy of load-
balancing algorithms. Challenges in cloud-based load-balancing algo-
rithms are explained in Section 3. Section 4 provides a relatively
comprehensive review of literature on the existing load balancing
techniques and presents a new classification. Section 5 provides a
discussion of the mentioned techniques and some useful statistics.
Open issues are outlined in Section 6. Finally, in Section 7, we conclude
our survey and provide future topics.

2. The load balancing model, metrics, and policies in
literature

The model of load balancing is shown in Fig. 1 (Gupta et al., 2014),
where we can see the load balancer receives users’ requests and runs
load-balancing algorithms to distribute the requests among the Virtual
Machines (VMs). The load balancer decides which VM should be
assigned to the next request. The data center controller is in charge of
task management. Tasks are submitted to the load balancer, which
performs load-balancing algorithm to assign tasks to a suitable VM.
VM manager is in charge of VMs. Virtualization is a dominant
technology in cloud computing. The main objective of virtualization
is sharing expensive hardware among VMs. VM is a software imple-
mentation of a computer that operating systems and applications can
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Fig. 1. The model of load balancing (Gupta et al., 2014).

run on. VMs process the requests of the users. Users are located all
around the world and their requests are submitted randomly. Requests
have to be assigned to VMs for processing. Therefore, the task assign-
ment is a significant issue in cloud computing. If some VMs are
overloaded while others are idle or have a little work to do, QoS will
decrease. With the decreasing of QoS, users become unsatisfied and
may leave the system and never return. A hypervisor or Virtual
Machine Monitor (VMM) is used to create and manage the VMs.
VMM provides four operations: multiplexing, suspension (storage),
provision (resume), and life migration (Hwang et al., 2013). These
operations are necessary for load balancing. In Ivanisenko and
Radivilova (2015) it has been mentioned that load balancing has to
consider two tasks: resource allocation and task scheduling. The result
of these two tasks is the high availability of resources, energy saving,
increasing the utilization of resources, reduction of cost of using
resources, preserving the elasticity of cloud computing, and reduction
of carbon emission.

2.1. Load balancing metrics

In this subsection, we review the metrics for load balancing in cloud
computing. As mentioned before, researchers have proposed several
load-balancing algorithms. Literature in load balancing (e.g., Daraghmi
et al., 2015; Rastogi et al., 2015; Lua et al., 2011; Randles et al., 2010;
Abdolhamid et al., 2014; Abdullahi et al.,, 2015;, Kansal et al.,
2012;Milani and Navimipour, 2016) proposed metrics for applying
load-balancing algorithms and we summarize them as follows:

® Throughput: This metric is used to calculate the number of
processes completed per unit time.

® Response time: It measures the total time that the system takes to
serve a submitted task.

® Makespan: This metric is used to calculate the maximum comple-
tion time or the time when the resources are allocated to a user.

® Scalability: It is the ability of an algorithm to perform uniform load
balancing in the system according to the requirements upon
increasing the number of nodes. The preferred algorithm is highly
scalable.

® Fault tolerance: It determines the capability of the algorithm to
perform load balancing in the event of some failures in some nodes
or links.

® Migration time: The amount of time required to transfer a task from
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an overloaded node to an under-loaded one.

® Degree of imbalance: This metric measures the imbalance among
VMs.

® Performance: It measures the system efficiency after performing a
load-balancing algorithm.

® Energy consumption: It calculates the amount of energy consumed
by all nodes. Load balancing helps to avoid overheating and there-
fore reducing energy usage by balancing the load across all the
nodes.

® Carbon emission: It calculates the amount of carbon produced by all
resources. Load balancing has a key role in minimizing this metric
by moving loads from underloaded nodes and shutting them down.

2.2. Taxonomy of load-balancing algorithms

In this subsection, we present the existing classification of load-
balancing algorithms. In some studies (Rastogi, 2015; Mishra et al.,
2015; Bhatia et al., 2012) load-balancing algorithms were classified
based on two factors: the state of the system and person who initiated
the process. Algorithms based on the state of the system are classified
as static and dynamic. Some static algorithms are Round Robin, Min-
Min and Max-Min Algorithms, and Opportunistic Load Balancing
(OLB) (Aditya et al., 2015). Some of the dynamic algorithms include
examples such as Ant Colony Optimization (ACO) (Nishant et al.,
2012), Honey Bee Foraging (Babu et al., 2013), and Throttled (Bhatia
et al., 2012). Nearly all dynamic algorithms follow four steps (Neeraj
et al., 2014; Rathore and Chana, 2013; Rathore et al., 2013):

® Load monitoring: In this step, the load and the state of the
resources are monitored

e Synchronization: In this step, the load and state information is
exchanged.

® Rebalancing Criteria: It is necessary to calculate a new work
distribution and then make load-balancing decisions based on this
new calculation.

e Task Migration: In this step, the actual movement of the data
occurs. When system decides to transfer a task or process, this step
will run.

The characteristics of static algorithms are:
1. They decide based on a fixed rule, for example, input load

. They are not flexible
3. They need prior knowledge about the system.

N

The characteristics of dynamic algorithms are:

1. They decide based on the current state of the system
2. They are flexible
3. They improve the performance of the system

Dynamic algorithms are divided into two classes: distributed and
non-distributed. In the distributed approach, all nodes execute the
dynamic load-balancing algorithm in the system and the task of load
balancing is shared among them (Rastogi et al., 2015). The interactions
of the system nodes take two forms: cooperative and non-cooperative.
In the cooperative form, the nodes work together to achieve a common
objective, for example, to decrease the response time of all tasks. In the
non-cooperative form, each node works independently to achieve a
local goal, for example, to decrease the response time of a local task.
Non-distributed algorithms are divided into two classes: centralized
and semi-distributed. In the centralized form, a single node called the
central node executes the load-balancing algorithms and it is comple-
tely responsible for load balancing. The other nodes interact with the
central node. In the semi-distributed approach, nodes in the system are
divided into clusters and each cluster is of centralized form. The central
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Fig. 2. State of the art classification of load balancing strategies.

nodes of the clusters achieve load balancing of the system. Static
algorithms are divided into two categories: optimal, and sub-optimal
(Neeraj et al., 2014). In optimal algorithms, the data center controller
determines information about the tasks and resources and the load
balancer can make an optimal allocation in a reasonable time. If the
load balancer could not calculate an optimal decision for any reason, a
sub-optimal allocation is calculated. In an approximate mechanism, the
load-balancing algorithm terminates after finding a good solution,
namely, it does not search the whole solution space. After that, the
solution is evaluated by an objective function. In a heuristic manner,
load-balancing algorithms make reasonable assumptions about tasks
and resources. In this way, these algorithms make more adaptive
decisions that are not limited by the assumptions. Algorithms in a
sender-initiated strategy make decisions on arrival or creation of tasks,
while algorithms in a receiver-initiated strategy make load-balancing
decisions on the departure of finished tasks. In a symmetric strategy,
either sender or receiver makes load-balancing decisions (Daraghmi
et al., 2015; Alakeel et al., 2010; Rathore and Channa, 2011). A state of
the art classification schema is shown in Fig. 2.

2.3. Policies in dynamic load-balancing algorithms

As mentioned before, dynamic load-balancing algorithms use the
current state of the system. For this purpose, they apply some policies
(Daraghmi et al., 2015; Kanakala et al., 2014; Alakeel et al., 2010;
Yahaya et al., 2011; Mukhopadhyay et al., 2010; Babu et al., 2013;
Kumar and Rana, 2015). These policies are:

Transfer Policy: This policy determines the conditions under
which a task should be transferred from one node to another.
Incoming tasks enter the transfer policy, which based on a rule
determines the transfer of the task or processes it locally. This rule
relies on the workload of each of the nodes. This policy includes task
re-scheduling and task migration.

Selection policy: This policy determines which task should be
transferred. It considers some factors for task selection, including
the amount of overhead required for migration, the number of non-
local system calls, and the execution time of the task.

Location Policy: This policy determines which nodes are under-
loaded, and transfers tasks to them. It checks the availability of
necessary services for task migration or task rescheduling in the
targeted node.

Information Policy: This policy collects all information regarding
the nodes in the system and the other policies use it for making their
decision. It also determines the time when the information should be
gathered. The relationships among different policies are as follows.
Incoming tasks are intercepted by the transfer policy, which decides
if they should be transferred to a remote node for the purpose of load
balancing. If the task is not eligible for transferring, it will be
processed locally. If the transfer policy decides that a task should be
transferred, the location policy is triggered in order to find a remote
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Table 1
Summary of load balancing policies.
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Policy Transfer policy Selection policy Location policy Information policy
Description Includes: Factors for selection ataskto  ® Find suitable partner for transfer task. ® Determine the time when the information
transfer: ® Checks the availability of the services about nodes has to gather.
necessary for migration within the Partner.
® task re-scheduling ® Overhead of migration. ® There of three types of information

® A number of the remote-
system calls.

® The execution time of the
task.

task migration
Based on thresholds in terms
of load units.

policy:
. Demand-driven policy.
Periodic policies.
State-change driven policy.

@ N

node for processing the task. If a remote partner is not found, the
task will be processed locally, otherwise, the task will be transferred
to the remote node. Information policy provides the necessary
information for both transfer and location policies to assist them
in making their decisions. These descriptions are summarized in
Table 1.

3. Challenges in cloud-based load balancing

Review of the literature shows that load balancing in cloud
computing has faced some challenges. Although the topic of load
balancing has been broadly studied, based on the load balancing
metrics, the current situation is far from an ideal one. In this section,
we review the challenges in load balancing with the aim of designing
typical load balancing strategies in the future. Some studies have
mentioned challenges for the cloud-based load balancing (Palta and
Jeet, 2014; Nuaimi et al., 2012; Kanakala and Reddy, 2015a, 2015b;
Khiyaita et al., 2012; Ray and Sarkar, 2012; Sidhu and Kinger, 2013),
including:

3.1. Virtual machine migration (time and security)

The service-on-demand nature of cloud computing implies that
when there is a service request, the resources should be provided.
Sometimes resources (often VMs) should be migrated from one
physical server to another, possibly on a far location. Designers of
load-balancing algorithms have to consider two issues in such cases:
Time of migration that affects the performance and the probability of
attacks (security issue).

3.2. Spatially distributed nodes in a cloud

Nodes in cloud computing are distributed geographically. The
challenge in this case is that the load balancing algorithms should be
designed so that they consider parameters such as the network
bandwidth, communication speeds, the distances among nodes, and
the distance between the client and resources.

3.3. Single point of failure

As mentioned in Section 2, some of the load-balancing algorithms
are centralized. In such cases, if the node executing the algorithm
(controller) fails, the whole system will crash because of that single
point of failure. The challenge here is to design distributed or
decentralized algorithms.

3.4. Algorithm complexity

The load-balancing algorithms should be simple in terms of
implementation and operation. Complex algorithms have negative
effects on the whole performance.
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3.5. Emergence of small data centers in cloud computing

Small data centers are cheaper and consume less energy with
respect to large data centers. Therefore, computing resources are
distributed all around the world. The challenge here is to design
load-balancing algorithms for an adequate response time.

3.6. Energy management

Load-balancing algorithms should be designed to minimize the
amount of energy consumption. Therefore, they should follow the
energy-aware task scheduling methodology (Vasic et al., 2009).
Nowadays, the electricity used by Information Technology (IT) equip-
ment is a great concern. In 2005, the total energy consumed by IT
equipment was 1% of total power usage in the world (Koomey et al.,
2008). Google data centers have consumed 260 million Watts of energy
that is equal to 0.01% of the world's energy [37]. Research has shown
that on an average, 30% of cloud servers exploit 10-15% of the
resource capacity. Limited resource utilization increases the cost of
cloud center operations and power usage (Vasic et al., 2009; Koomey
et al., 2008). Due to the tendency of organizations and users to use
cloud services, in the future, the installations of cloud providers will
expand and thus the energy usage in this industry will increase rapidly.
This increase in energy usage not only increases the cost of energy but
also increases carbon-emission. If the number of servers in data centers
reaches a threshold, their power usage can be as much as that of a city.
High energy consumption has become a major concern for industry
and society (Kansal et al., 2012).

What is the role of load balancing mechanisms in energy efficiency?
In this section, we answer this question. Our survey of the literature
[Ahmad et al., 2015; Vasic et al., 2009; Koomey et al., 2008) clarified
that developing energy-saving approaches in load balancing is on the
way. Load-balancing algorithms can be designed in ways that maximize
the utilization of a physical server. For this purpose, they monitor the
permanent workload of servers and migrate VMs from under-loaded
physical servers to other servers and force some of the servers to enter
a sleep state (shrinking the set of active machines). In Vasic and
Barisits (2009) it has been shown that energy efficiency reaches a peak
in full utilization of a machine. Energy efficient load balancing
mechanisms have to make a certain contribution to power manage-
ment too. In this way, load-balancing mechanisms are necessary for
achieving green computing in a cloud. In green computing, two factors
are important: Energy usage reduction and carbon emission reduction.

4. Survey on existing load balancing mechanisms

In this section, we survey the literature on the existing mechanisms
for load balancing in cloud environments. For this purpose, we studied
a number of journals and conference proceedings to present a new
classification of them. We have classified the existing mechanisms into
seven categories:

o Hadoop MapReduce load balancing category (HMR-category in this
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Fig. 3. The architecture of Hadoop.

paper)
e Natural Phenomena-based load balancing category (NPH-based in
this paper)
Agent-based load balancing category (Agent-based in this paper)
General load balancing category (GLB-category in this paper)
Application oriented load balancing (AOLB-category in the paper)
Network-aware task scheduling and load balancing (NATSLB-cate-
gory in the paper)
o Workflow specific scheduling algorithms (WFSA-category in the
paper)

In the next subsections, we will address each category.
4.1. An Introduction to Hadoop MapReduce

A large volume of data is produced daily, for example from,
Facebook, Twitter, Telegram, and WEB. These data sources together
form big data. Hadoop is an open source framework for the storage and
processing of big data on clusters of commodity machines (Hefny et al.,
2014; Chethana et al., 2016; Dsouza et al., 2015). We have summarized
the architecture of Hadoop in Fig. 3. Hadoop consists of two core
components, namely Hadoop Distributed File System (HDFS) for data
storage and MapReduce for data processing. HDFS and MapReduce
follow master/slave architecture. A master node in HDFS is called
NameNode and slaves or workers are called DataNodes. For storing a
file, HDFS splits it into fixed-size blocks (i.e., 64 MB per block) and
sends them to DataNodes. NameNode does mapping of blocks to
workers. In MapReduce, the master node is called a JobTracker and
slaves are called TaskTrakers. User's jobs are delivered to the
JobTracker that is responsible for managing the jobs over a cluster
and assigning tasks to TaskTrackers. MapReduce provides two inter-
faces called Map and Reduce for parallel processing. In general, the
Map and Reduce functions divide the data that they operate on for load
balancing purposes (Sui et al., 2011). TaskTracker executes each map
and reduce task in a corresponding slot. Nodes in Hadoop spread over
racks contained in one or several servers.

4.1.1. Load balancing schedulers in Hadoop

Hadoop simplifies cluster programming as it takes care of load
balancing, parallelization, task scheduling, and fault tolerance auto-
matically (Chethana et al., 2016; Vaidya et al., 2012; Rao et al., 2011).
In other words, MapReduce, as the Google privacy strategy, hides the
details of parallelization and distribution. Scheduling in Hadoop
MapReduce is achieved at two levels: job level and task level (Dsouza
et al., 2015). In job level scheduling, jobs are selected from a job queue
(based on a scheduling strategy); in task-level scheduling, tasks of the
job are scheduled. Scheduling strategies decide when and which
machine a task is to be transferred for processing (load balancing).
Hadoop uses First-In-First-Out (FIFO) strategy as its default schedul-
ing, but it is pluggable for new scheduling algorithms. The scheduler is
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a pluggable module in Hadoop, and users can design their own
dispatchers according to their actual application requirements (Khalil
et al.,, 2013). Researchers have developed several scheduling algo-
rithms for the MapReduce environment that contribute to the load
balancing (Manjaly et al., 2013; Patel et al., 2015; Dagli et al., 2014;
Selv et al., 2016). In addition, several load-balancing algorithms are
developed as a plugin to standard MapReduce component of Hadoop.
As mentioned before, any strategy used for an even load distribution
among processing nodes is called load balancing. The main purpose of
load balancing is to keep all processing nodes in use as much as
possible, and not to leave any resources in an idle state while some
other resources are being overloaded. Conceptually, a load-balancing
algorithm implements a mapping function between the tasks and
processing nodes (Destanoglu et al., 2008). According to this definition
of load balancing, scheduling algorithms do the task of load balancing.
For this reason, we first surveyed and analyzed the load balancing
schedulers in Hadoop.

4.1.1.1. FIFO scheduling. FIFO is the default scheduler in Hadoop
that operates on a queue of jobs. In this scheduler, each job is divided
into individual tasks that are assigned to a free slot for processing
(Shaikh et al., 2017; Li et al., 2015). A job dominates the whole cluster
and only after finishing a job, the next job can be processed. Therefore,
in this scheduler job wait time, especially for short jobs, increases and
no jobs could be preempted. The default FIFO job scheduler in Hadoop
assumes that the submitted jobs are executed sequentially under a
homogeneous cluster. However, it is very common that MapReduce is
being deployed in a heterogeneous environment; the computing and
data resources are shared for multiple users and applications.

4.1.1.2. Fair scheduler. Facebook developed the fair scheduler
(Zaharia et al., 2009). In this algorithm, jobs are entered into pools
(multiple queues) and in the case of multiple users; one pool is
assigned to each user. Fair scheduler distributes the available
resources among the pools and tries to give each user a fair share of
the cluster over time, with each pool allocated a minimum number of
Map and Reduce slots. If there are free slots in an idle pool, they may
be allocated to other pools, while extra capacity in a pool is shared
among the jobs. In contrast to FIFO, the fair scheduler supports
preemption, therefore if a pool has not received its fair share for a long
time, then the scheduler will preempt tasks in pools running over
capacity in order to give the slots to the pool running under capacity. In
this way, a long batch job cannot block short jobs for a long time
(Polato et al., 2014; Xia et al., 2011; Zaharia et al., 2008).

4.1.1.3. Capacity scheduler. Yahoo! developed the Capacity scheduler
to guarantee a fair allocation of resources among a large number of
cluster users (Zaharia et al., 2009). For this purpose, it uses queues
with a configurable number of task slots (Map or Reduce). Available
resources are assigned to queues according to the priorities. If there are
free resources in some queues, they are allocated to other queues
(Hefny et al., 2014; Chethana et al., 2016; Polato et al., 2014). Within a
queue, the priority of jobs is determined based on the job arrival time,
class of the job, and priority settings for users according to the Service
Level Agreement (SLA). When a slot in a TaskTracker becomes free, the
scheduler chooses a job with the longest waiting time from a queue
with the lowest load. Therefore, the capacity scheduler enforces cluster
sharing among users, rather than among jobs, as is the case in the fair
scheduler (Dsouza et al., 2015; Gautam et al., 2015).

4.1.1.4. Delay scheduler. The delay scheduler is an optimization of the
fair scheduler, which eliminates the locality issues of the latter (Zaharia
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tasks for speculative execution and then selects the fastest nodes for g 8 _F =
that speculative execution. LATE scheduling improves the response %:S B E g %
time of Hadoop in heterogeneous environments. & E Ea g = 75
"8 S 2 E z 0 3 z:/:
FERE B PR | B
I 1 3 3 g E © g g E = '% S = ’“‘%
4.1.1.6. Deadline constraint scheduler. The deadline constraint g AT % g E8 g% 2 )
scheduler was designed to satisfy the user constraints (Kc et al., é 8% é*"g @% K] E g
2010). The goals of this scheduler are: (1) to be able to give users g g g 2 3 : o 22 5 £ g8
immediate feedback on whether the job can be completed within the = q;) g g g s E g ; g2 E g
given deadline or not and proceed with the execution if the deadline g E z E ? § E :%3 g 2 % E 2 % g -°-i
can be met. Otherwise, users have the option to resubmit with modified g 23 gz RYEEI g & 2 2
deadline requirements, (2) to maximize the number of jobs that can be E @ & BEESE<aEE8EE="S £ =
run in a cluster while satisfying the time requirements of all jobs <|ee 66 o o0 o000 oo
[Dsouza et al., 2015, 2015). Experiment results showed that when 72
deadlines for the job is different, then the scheduler assigns a different Y ?é
number of tasks to Tasktracker and makes sure that the specified 3 =
deadline is met. g j‘;
] o 3 9] ) 3 3
& |z > > Z > >
We have thoroughly investigated and analyzed the scheduling 5
algorithms in Hadoop. Our observations are summarized in Table 2. {:‘;
The analysis table contains the names of the algorithms proposed by gl - 5 5 5 5 5
researchers, parameters that they have tried to improve, advantages =R g = = = 5
and disadvantages, and the tools through which they have simulated £
their experiments. g .
s | =2 E
L. . S| 2|8 g 2 2 2 !
4.1.2. MapReduce optimization for load balancing 22|z 3 3 3 3 £
In this subsection, we review some of the algorithms proposed for °§ S g ? @ ? =
MapReduce load balancing. In the standard Hadoop MapReduce, each i faj
data file is divided into fixed-sized blocks and each block has three 8 E‘ - 8 2 2 2 g
replicas on three different DataNodes with two rules: (1) no two copies E < - - s
are on the same DataNode, (2) no two copies are on the same rack, E| 8
provided that there are enough racks. However, in replica placement, ;S §
the current load of DataNodes is irrelevant. A built-in tool called the E g8 2 2 2 S 2
balancer executes repeatedly, the balancer moving data blocks from i -
the overloaded DataNodes to under-loaded ones (Lin et al., 2015). The £ %
balancer tool is used to balance an imbalanced cluster, but it would be T% = z =) 3 3 3 3
better if we could keep the cluster as balanced as possible from scratch. ol B = = = = =
Furthermore, using the balancer tool to load migration consumes a lot 2 E
of system resources. Therefore, several researches have tried to provide :5 E >
load-balancing techniques in the Hadoop environment; we have E 5 E
. ° 3
reviewed some of them here. fo g 2 e é 3 é 3
e Valvag et al. (2011, 2009)) proposed Cogset, a unified engine, for Z E = Q
static load balancing. The authors have found that the loose coupling o é B o P = g & ?5
between HDFS and MapReduce engine is the cause of poor data 2;, 5 2| E & 5 3 A a
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locality for many applications. Rather than viewing the file system
and execution engine as separate and loosely coupled components,
Cogset combines them closely into a distributed storage system that
supports parallel processing of data at the actual storage nodes.
Cogset consists of two stages: (1) data storage is distributed over the
cluster through partitioning and replications stage, (2) data access is
achieved through a traversal stage. Due to the importance of load
balancing and fault tolerance, the replication mechanism is an
integral part of Cogset. The work provided a system with signifi-
cantly better performance than Hadoop, in particular for small and
moderate data volumes; it is not fully scalable.

Ahmad et al. (2012) proposed Tarazu, a suite of optimizations of
MapReduce, to address the problem of poor performance of
MapReduce in heterogeneous clusters. The authors believe that
the poor performance of MapReduce is due to two factors: (1)
MapReduce causes excessive and burst network communication, (2)
heterogeneity amplifies the Reduce load imbalance (Fadika et al.,
2011). Tarazu consists of (1) Communication-Aware Load
Balancing of Map computation (CALB) across the nodes, (2)
Communication-Aware Scheduling of Map computation (CAS) to
avoid burst network traffic, and (3) Predictive Load Balancing of
Reduce computation (PLB) across the nodes. Authors showed by
simulation that using Tarazu significantly improves the performance
over a traditional Hadoop MapReduce in heterogeneous clusters.
Kolb et al. (2011) proposed a block-based load-balancing algorithm,
BlockSplit, to reduce search space of Entity Resolution (ER). ER is
the task of identifying entities referring to the same real-world
object. ER techniques usually compare pairs of entities by evaluating
multiple similarity measures. They utilize a blocking key based on
the values of one or several entity attributes to divide the input data
into multiple partitions (blocks) and restrict the subsequent match-
ing to entities of the same block. For example, it is sufficient to
compare entities of the same manufacturer when matching product
offers. The BlockSplit approach takes the size of the blocks into
account and assigns entire blocks to reduce tasks if this does not
violate the load balancing constraints. Larger blocks are split into
smaller chunks based on the input partitions to enable their parallel
matching within multiple Reduce tasks (Kolb et al., 2012). The
evaluation in a real cloud environment demonstrated that the
proposed algorithm was robust against data skew and scaled with
the number of available nodes.

Hsueh et al. (2014) proposed a block-based load-balancing algo-
rithm for Entity Resolution with multiple keys in MapReduce.
Actually, the authors extended the BlockSplit algorithm presented
in Kolb et al. (2011) by considering more than one blocking key. In
their algorithm, the load distribution in the Reduce phase is more
precise because an entity pair may exist in a block only when the
number of common blocking keys between the pair exceeds a certain
threshold (i.e., kc). Since an entity may have more than one kc key, it
needs to generate all the combinations of kc keys for potential key
comparisons. The proposed algorithm features in the combination-
based blocking and load-balanced matching. Experiments using the
well-known CiteSeerX digital library showed that the proposed
algorithm was both scalable and efficient.

Hou et al. (2014) proposed a dynamic load-balancing algorithm for
Hadoop MapReduce. Their algorithm balances the workload on a
rack, while previous works tried to load balance between individual
DataNodes. In the standard MapReduce and its optimizations, there
was no way for Hadoop to guarantee that higher capability racks
have more workload than lower capability racks. In other words,
when assigning workload to DataNodes, the processing capacity was
irrelevant. Their work has two novelties: (1) They concentrate on
load balancing between racks; (2) They use Software Defined
Network (SDN) to improve the data transfer. The results of
simulation experiments showed that by moving the tasks from the
busiest rack to a less busy one, the finished time of these tasks
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decreased substantially by adopting the algorithm.

Vernica et al. (2012) proposed a suite of adaptive techniques to
improve the MapReduce performance. The authors have ignored the
key assumption of MapReduce that mappers run in isolation. They
used an asynchronous channel called the Distributed Meta Data
Store (DMDS) to share the situation information between mappers.
They used these mappers, called Situation-Aware-Mappers (SAMs),
to make traditional MapReduce more dynamic: (1) Adaptive
Mappers, (2) Adaptive Combiners, (3) Adaptive Sampling and
Partitioning. Adaptive Mappers merge small partitions into a virtual
split thus making more splits that avoid frequent check pointing and
load imbalance (Doulkeridis et al., 2013). Adaptive Combiners
perform a hash-based aggregation instead of sort-based ones. In
contrast to standard MapReduce, Adaptive Sampling creates local
sampling dynamically, aggregates them, and produces a histogram.
Adaptive Partitioning can exploit the global histogram to produce
partitions of the same size for better load balancing. Although SAMs
can solve the data skew problem, they cannot solve the computa-
tional skew in reducers (Shadkam et al., 2014). Experimental
evaluation showed that the adaptive techniques dramatically im-
prove the MapReduce performance and especially performance
stability.

Yang and Chen (2015) proposed an adaptive task allocation
scheduler to improve MapReduce performance in heterogeneous
clouds. The paper makes improvements on the original speculative
execution method of Hadoop (called Hadoop Speculative) and LATE
Scheduler by proposing a new scheduling scheme known as
Adaptive Task Allocation Scheduler (ATAS). The ATAS adopts more
accurate methods to determine the response time and backup tasks
that affect the system, which is expected to enhance the success ratio
of backup tasks and thereby effectively increase the system's ability
to respond. Simulation experiments showed that the proposed ATAS
scheme could effectively enhance the processing performance of
MapReduce.

Bok et al. (2016) proposed a scheduling scheme to minimize the
deadline miss of jobs to which deadlines are assigned when
processing large multimedia data such as video and image in
MapReduce frameworks. The proposed scheme improves job task
processing speed by utilizing a replica node of the same data
required to process jobs if a node where I/0 load is excessive is
about to process the jobs. A replica node refers to another node that
has the data block required to process jobs at available nodes. If
available nodes are not found despite the expected job completion
time exceeding the deadline, the most non-urgent job is searched
and the corresponding job task is temporarily suspended to fasten
the job completion time. The performance evaluation result showed
that the proposed scheme reduced completion time and improved
the deadline success ratio.

Ghoneem and Kulkarni (2016) introduced an adaptive scheduling
technique for MapReduce scheduler to increase efficiency and
performance when it is used in the heterogeneous environment. In
this model, we make the scheduler aware of cluster resources and
job requirement by providing the scheduler with a classification
algorithm. This algorithm classifies jobs into two categories execu-
table and non-executable. Then the executable jobs are assigned to
the proper nodes to be executed successfully without failures, which
increase the execution time of the job. This scheduler overcomes the
problems of previous schedulers such as small job starvation, a
sticky node in fair scheduler, and the mismatch between resource
and job. The adaptive scheduler increase performance of
MapReduce model in the heterogeneous environment while mini-
mizing master node overhead and network traffic.

Benifa and Dejey (2017) proposed a scheduling strategy named
efficient locality and replica-aware scheduling (ELRAS) integrated
with an autonomous replication scheme (ARS) to enhance the data
locality and performs consistently in the heterogeneous environ-
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Table 4

An overview of the current NPH-based category load balancing techniques.

Publication/ Presentation

Evaluation techniques

Disadvantages

Advantages

Main objectives

Key Idea

Authors

Year

on IEEE 6th International

©® Simulation

energy ® Simple policy for detecting over-/ ® Does not provide any security policy for

Cuckoo @ Reducing

® Using

2015 Yakhchi et al.

Conference on Modeling,
Simulation, and Applied

Optimization

CloudSim toolkit

VM migration
® It does not clear live/dead VM migration

under-utilized hosts
® s suitable for green computing

consumption
® Maximizing

Optimization Algorithm
for load balancing in
cloud computing

(2015)

resource

® Using MMT Minimum Migration Time ® VM migration can increase response time

utilization

® SLA Avoidance

for VM migration

® No guaranty for QoS

International Conference on
Intelligence: Modeling

Techniques and

on

® Simulation

® Does not consider job priorities

® Low throughput
® No power saving

® Using Genetic Algorithm @ Load balancing of cloud ® Improving system performance

2013 Dasgupta

CloudAnalyst
toolkit

® Reducing job time span

infrastructure
® Minimizing the completion ® Improve resource utilization

(GA) for load balancing
in cloud computing

et al. (2013)

Applications(Elsevier)
on Applied Soft Computing

® Lack of scalability

time of a given tasks set

foraging ® Load balancing VMS for

©® Simulation

® Starvation for lower priority load

® Maximizing the throughput

the
behavior of honey bee for
load balancing VMS

® Inspiring

2013 Babu et al.

(Elsevier)

CloudSim toolkit

©® Waiting time of tasks become minimum ® Lack of scalability

maximizing throughput
® Minimizing waiting time of

(2013)

® Single point of failure due to producing

bees from single source

tasks in queue
Load balancing of nodes in cloud There is a single result set The task of each  Lack of scalabilityLack of throughputHead

IEEE 14st International
Conference on Modeling

and Simulation

No simulation or
implementation

Using Ant Colony

2012 Nishant et al.

node make a bottleneck Lake of a mechanism
for head node selectionlt is not clear the
evaluation method It might cause data

transmission break

ant is specialized To avoid overloads due to
ant creation, it uses a timer to suicide.

or grid systemsFinding optimal
resources to process the

submitted jobs

Optimization (ACO) for load

balancing in cloud

computing

(2012)

Detection of over-/ under-loaded nodes

and doing operations accordingly
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ment. ARS autonomously decides the data object be replicated by
considering its popularity and removes the replica as it is idle. The
results proved the efficiency of the algorithm for heterogeneous
clusters and workloads.

Now that we have reviewed some approaches to load balancing in
MapReduce, it is time to investigate and analyze them. In Table 3, we
have summarized our analysis. The analysis table contains article year,
authors, key ideas, main objectives, advantages and disadvantages,
evaluation techniques, and the journal or conference that the article
presented. We also showed the name of the publisher.

4.2. Natural phenomena-based load balancing category

In this section, we have surveyed several load balancing strategies
that are inspired by natural phenomena or biological behavior, for
example, Ant-Colony, Honey-Bee, and Genetic algorithms.

® Yakhchi et al. (2015) proposed a load balancing method in cloud
computing for energy saving by simulating the life of a family of
birds called cuckoos. They have used Cuckoo Optimization
Algorithm (COA). The cuckoos are species of birds that do not
make nests for themselves. Cuckoos lay eggs in the nests of other
birds with similar eggs to raise their young. For this, cuckoos search
for the most suitable nests to lay eggs in order to maximize their
eggs survival rate (Rajabioun et al., 2011). The load balancing
method proposed in the paper consists of three different steps. In
the first step, the COA is applied to detect over-utilized hosts. In the
second step, one or more VMs are selected to migrate from the over-
utilized host to other hosts. For this, they considered all the hosts
except the over-utilized ones as under-utilized hosts and attempted
to migrate all their VMs to the other host and switch them to sleep
mode. It must be noted that if this process could not be completed,
the under-utilized host is kept active. Finally, Minimum Migration
Time (MMT) policy is used for selecting VMs from over-utilized and
under-utilized hosts. The Simulation results demonstrated that the
proposed approach reduced energy consumption. However, the
method may cause SLA violation.

® Dasgupta et al. (2013) proposed a novel load-balancing strategy
using a genetic algorithm (GA). The algorithm tries to balance the
load of the cloud infrastructure while trying to minimize the
completion time of a given task set. In the paper, a GA has been
used as a soft computing approach, which uses the mechanism of
natural selection strategy. It is a stochastic searching algorithm
based on the mechanisms of natural selection and genetics. A simple
GA is composed of three operations: (1) selection, (2) genetic
operation, and (3) replacement. The algorithm creates a “popula-
tion” of possible solutions to the problem and lets them “evolve”
over multiple generations to find better and better solutions. The
authors have tried to eliminate the challenge of the inappropriate
distribution of the execution time, which is used to create the traffic
on the server. Simulation results showed that the proposed algo-
rithm outperformed the existing approaches like First Come First
Serve (FCFS).

e Nishant et al. (2012) proposed a load-balancing algorithm using the
Ant Colony Optimization (ACO). ACO is inspired from the ant
colonies that work together in a foraging behavior. Inspired by this
behavior, authors of Kabir et al. (2015) have used ACO for load
balancing. In this algorithm, there is a head node that is chosen in
such a way that it has the highest number of neighbor nodes. Ants
move in two directions: (1) Forward movement; where ants move
forward in a cloud to gather information about the nodes’ loads, (2)
Backward movement; if an ant finds an under-loaded node (over-
loaded node) on its path, it goes backward and redistributes the load
among the cloud nodes. The main benefit of this approach lies in its
detections of over-loaded and under-loaded nodes and thereby
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performing operations based on the identified nodes.

® Babu et al. (2013) proposed a honeybee-based load balancing
technique called HBB-LB that is nature-inspired; it is inspired by
the honeybee foraging behavior. This technique takes into account
the priorities of tasks to minimize the waiting time of tasks in the
queue. This algorithm has modeled the behavior of honeybees in
finding and reaping food. In cloud computing environments, when-
ever a VM is overloaded with multiple tasks, these tasks have to be
removed and submitted to the under-loaded VMs of the same data
center. Inspired by this natural phenomenon, the authors consid-
ered the removal of tasks from overloaded nodes as the honeybees
do. When a task is submitted to a VM, it updates the number of
priority tasks and the load of that VM and informs other tasks to
help them in choosing a VM. Actually, in this scenario, the tasks are
the honeybees and the VMs are the food sources. The experimental
results showed that the algorithm improved the execution time and
reduced the waiting time of tasks on the queue.

We investigated and analyzed the NPH-based category of load-
balancing algorithms. The results are presented in Table 4. The analysis
table contains article year, authors, key ideas, main objectives, ad-
vantages and disadvantages, evaluation techniques, and the journal or
conference that the article presented. We also showed the name of the
publisher.

4.3. Agent-based load balancing techniques

In this section, we have reviewed the literature that proposed agent-
based techniques for load balancing in cloud nodes. The dynamic
nature of cloud computing is suitable for agent-based techniques. An
agent is a piece of software that functions automatically and continu-
ously decides for itself and figures out what needs to be done to satisfy
its design objectives. A multi-agent system comprises a number of
agents, which interact with each other. To be successful, the agents
have to able to cooperate, coordinate and negotiate with each other.
Cooperation is the process of working together, coordination is the
process of reaching a state in which their actions are well suited, and in
negotiation process, they agree on some parameters (Singha et al.,
2015; Sim et al., 2011).

e Singh et al. (2015) proposed a novel autonomous agent-based load-
balancing algorithm called A2LB for cloud environments. Their
algorithm tries to balance the load among VMs through three
agents: load agent, channel agent, and migration agent. Load and
channel agents are static agents whereas migration agent is an ant,
which is a special category of mobile agents. Load agent controls the
information policy and calculates a load of VMs after allocating a
job. A VM Load Fitness table supports the load agent. The fitness
table maintains the list of all details of the VM properties in a data
center such as id, memory, a fitness value, and load status of all
VMs. Channel agent controls the transfer policy, selection policy,
and location policy. Finally, the channel agent initiates the migration
agents. They move to other data centers and communicate with the
load agent of that data center to acquire the status of VMs present
there, looking for the desired configuration. Result obtained through
implementation proved that this algorithm works satisfactorily.

® Gutierrez-Garcia and Ramirez-Nafarrate (2015) proposed an agent-
based load balancing technique for cloud data centers. The authors
proposed a collaborative agent-based problem-solving technique
capable of balancing workloads across commodity and heteroge-
neous servers by making use of VM live migration. They proposed an
agent-based load balancing architecture composed of VM agents,
server manager agents, and a front-end agent. They also proposed
an agent-based load balancing mechanism for cloud environments
composed of (1) migration heuristics that determines which VM
should be migrated and its destination, (2) migration policies to
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select an AM for migration, (3) acceptance policies which determine
which VMs should be accepted, and (4) a set of load balancing
heuristics of the front-end to select the initial hosts of VMs.
Simulation experiments showed that agents, through autonomous
and dynamic collaboration, could efficiently balance loads in a
distributed manner outperforming centralized approaches.

® Keshvadi and Faghih (2016) proposed a multi-agent load balancing
system in an IaaS cloud environment. Their mechanism performs
both receiver-initiated and sender-initiated approach to balance the
TaaS load to minimize the waiting time of the tasks and guarantee
the Service Level Agreement (SLA). The mechanism presented in the
paper comprises of three agents: (1) VMM Agent, (2) Datacenter
Monitor (DM), and (3) Negotiator Ant (NA). The VMM agent
collects the CPU, memory and bandwidth utilization of the indivi-
dual VM hosted by different types of tasks to monitor the load. A
table for storing the state of the VMs supports this agent. The DM
agent performs information policy in a datacenter by monitoring the
VMM's information. This agent is supported by a table that
maintains all information about the status and characteristics of
all VMs in a datacenter. It categorizes the VMs based on their
characteristics. DCM agents initiate NA agents. They move to other
datacenters and communicate with the DCM agent of those data-
centers to acquire the status of VMs there, searching for the desired
configuration. Simulation results showed that the proposed algo-
rithm was more efficient and there was a good improvement in the
load-balance, response time, and makespan.

® Tasquier (2015) proposed an agent-based load balancer for multi-
cloud environments. The author proposed an application-aware,
multi-cloud, and load-balancer based on a mobile agent paradigm.
The proposed architecture uses agents to monitor the status of the
cloud infrastructure and detects the overload and/or under-utiliza-
tion conditions. The multi-agent framework provides provisioning
facilities to scale the application automatically to the under-loaded
resources and/or to new resources acquired from other cloud
providers. Furthermore, the agents are able to deallocate unused
resources, thus leading to cost saving. The proposed architecture
consists of three agents: (1) an executor agent, which represents the
application running in multi-cloud environments, (2) a provisioner
agent, which is responsible for managing the cloud infrastructure
through adding and removing resources, (3) a monitor agent, which
is responsible for monitoring the overload and/or under-utilization
conditions. Users can overview the current state of the cloud
environment through an additional agent called controllers.
Moreover, each agent has mobility capabilities in order to migrate
themselves autonomously on the multi-cloud infrastructure. The
proposed algorithm overcame the provider lock-in challenge in the
cloud and it was flexible to exploit the extreme elasticity.

We investigated and analyzed the agent-based load balancing
techniques. The results are presented in Table 5. The analysis table
contains article year, authors, key ideas, main objectives, advantages
and disadvantages, evaluation techniques, and the journal or confer-
ence that the article presented. We also showed the name of the
publisher.

4.4. General load balancing techniques

In this section, we have surveyed and overviewed the literature in
the field of general load balancing techniques. Although several
algorithms are provided in this category, we have focused on new
ones. For example, techniques such as First-In-First-Out (FIFO), Min-
Min, Max-Min, Throttled, and Equally Spread Current Execution Load
(ESCEL) are all belong to this category.

® Komarasamy and Muthuswamy (2016) proposed a novel approach
for dynamic load balancing in a cloud environment. They called it
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dynamic load balancing with effective bin packing and VM reconfi-
guration (DLBPR). DLBPR maps jobs into VMs based on the
required processing speed of the job. The main objectives of their
work were process the jobs within their deadline and to balance the
load among the resources. In the proposed approach, the VMs are
dynamically clustered as small, medium and large according to
process speed and the jobs are mapped into a suitable VM existing in
the cluster. The clusters are sometimes overloaded due to the arrival
of a similar kind of job. In that situation, the VMs may either split or
integrate the VMs in the data center based on the request of the job
using a receiver-initiated approach. After reconfiguration, the VMs
will dynamically regroup based on the processing speed of the VMs.
The proposed methodology is composed of three tiers: (1) web tier,
(2) schedule tier, (3) resource allocation tier. Users’ requests are
submitted to the web tier at any arbitrary time, which are forwarded
to the scheduler tier. The deadline-based scheduler classifies and
prioritizes the incoming jobs. These jobs are processed efficiently by
VMs in the resource allocation tier. The proposed approach auto-
matically improves the throughput and also increases the utilization
of the resources.

® Domanal and Reddy (2015) proposed a hybrid scheduling algorithm
for load balancing in a distributed environment by combining the
methodology of Divide-and-Conquer and Throttled algorithms re-
ferred to as DCBT. The authors defined two scenarios. In scenario 1,
they deployed a distributed environment that consists of a client, a
load balancer and n nodes, which act as Request Handlers (RH) or
servers. The requests come from different clients and the load
balancer assigns incoming requests or tasks to the available RHs
or servers. In scenario 2, the CloudSim simulator was used for
simulation which consisted of a data center, VMs, servers, and the
load balancer. Here, the client's requests were coming from the
Internet users. In both scenarios, the DCBT algorithm was used for
scheduling the incoming client's requests to the available RHs or
VMs depending on a load of each machine. The proposed DCBT
utilizes the VMs more efficiently while reducing the execution time
of the tasks.

e Chien et al. (2016) proposed a novel load-balancing algorithm based
on the method of estimating the end of service time. In their
algorithm, they considered the actual instant processing power of
VM and size of assigned jobs. They included two factors in the
method of estimating the end-of-service time in VMs: (1) the
selected VM should be able to finish it as soon as possible, (2) on
the next allocation request, the load-balancing algorithm has to
estimate the time that all queuing jobs and the next incoming job are
completely done in every VM. The VM that corresponds to the
earliest will be chosen to distribute the job. The simulation results
showed that the proposed algorithm improves response time and
processing time.

e Kulkarni and BA (2015) proposed a novel VM load-balancing
algorithm that ensures a uniform assignment of requests to VMs
even during peak hours (i.e., when the frequency of received
requests in the data center is very high) to ensure faster response
times to users. They modified the active VM algorithm implemented
in the CloudAnalyst toolkit that has problems during the peak traffic
situation. For this purpose, in addition to an allocation table, they
used a reservation table between the phases of selection and
allocation of VMs. The reservation table maintains the information
of the VM reservations suggested by the load balancer to data center
controller, but they did not update the allocation table until the
notification arrives from allocation phase. The proposed load
balancer takes into account both reservation table entry and
allocation statistics table entry for a particular VM id to select a
VM for the next request. The simulations results showed that the
algorithm allocated requests to VM uniformly even during peak
traffic situations.
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We have investigated and analyzed the general load balancing
category; the results are presented in Table 6. The analysis table
contains article year, authors, key ideas, main objectives, advantages
and disadvantages, evaluation techniques, and the journal or confer-
ence that the article presented. We also showed the name of the
publisher.

4.5. Application oriented load balancing techniques

In this section, we have surveyed and overviewed the literature in
the field of application-oriented load balancing techniques.

e Wei et al. (2015) proposed an efficient application scheduling in
mobile cloud computing based on MAX-MIN ant system. Firstly,
the authors presented a local mobile cloud model with detail
application scheduling structure. Secondly, they presented a sche-
duling algorithm for the mobile cloud model based on MAX-MIN
Ant System (MMAS). Experiments results showed that the algo-
rithm could effectively promote the performance of the mobile
cloud.

® Wei et al. (2013) defined the Hybrid Local Mobile Cloud Model
(HLMCM) consisting of cloudlet and mobile devices where cloudlet
plays the role of a central broker while both neighboring mobile
devices and cloudlet play the role of service provider. The objective
of application scheduling is to maximize the profit as well as a
lifetime of HLMCM while considering the capacity limitations of
service providers. They proposed the Hybrid Ant Colony-based
Application Scheduling (HACAS) algorithm to solve the scheduling
problem. The algorithm only considers the available resources and
does not consider overhead when calculating the advantage ratio of
mobile devices for joining the cloudlet. Simulation results revealed
that when the load of the system was heavy, HACAS algorithm could
select those applications with maximum profit and minimum energy
consumption.

® Deye et al. (2013) proposed an approach to make load balancing
more dynamic to better manage the QoS of multi-instance applica-
tions in the cloud, the approach mainly limits the number of
requests through a load balancer equipped with a queue for
incoming user requests at given time to send and process the
requests effectively. Simulation results showed that the approach
improved the system performance.

e Sarood et al. (2012) developed techniques that reduce the gap
between application performance on cloud and supercomputers.
The scheme uses object migration to achieve load balance for tightly
coupled parallel applications executing in virtualized environments
that suffer from interfering jobs. While restoring load balance, it not
only reduces the timing penalty caused by interfering jobs but also
reduces energy consumption significantly.

We have investigated and analyzed the application-oriented load
balancing techniques; the results are presented in Table 7. The analysis
table contains article year, authors, key ideas, main objectives, ad-
vantages and disadvantages, evaluation techniques, and the journal or
conference that the article presented. We also showed the name of the
publisher.

4.6. Network-aware task scheduling and load balancing

In this section, we have surveyed and overviewed the literature in
the field of network-aware task scheduling and load balancing techni-
ques.

e Shen et al. (2016) proposed a probabilistic network-aware task
placement for MapReduce scheduling to minimize overall data
transmission cost and delays and hence to reduce job completion
time while balancing the transmission cost reduction and resource
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Table 7

An overview of application-oriented load balancing techniques.

Publication/Presentation

Evaluation Techniques

Disadvantages

Advantages

Main Objectives

Key Ideas

Authors

Year

Soft computing (springer)

CloudSim

® No considering dynamic resource

® Improving performance

idle

exploiting  of

® Designing a mobile cloud @ Efficient

Wei et al.

2016

® Reducing energy consumption requirement of applications

computing, storage and

model with efficient

(2015)

profit  of

the

® Improving

sensing capability of mobile

device
® Improving QoS

® Limiting the number of ® Making load balancing more

application processing

scheduling

International Conference on
Cloud Computing and Big

Data (IEEE)

® No prediction the intensity of CloudSim

® More scalable

Deye et al.
(2013)

2013

requests to obtain appropriate

number of instances

® Reducing the rate of request

dynamic

® Mitigating

requests through load

rejection in two cases: with and
without resource sharing
® Reducing response time

effects  of

the
interference of sharing

resources

® Verifying the definitions of ® Reducing response latency

balancer at a given time

Journal of Applied

CloudSim

® No adaptive

® Decreasing response time

Wei et al.

2013

mathematics (Hindawi)

® No distributed

® Decreasing energy consumption
® Integrated cloudlet with mobile

® Maximizing the profit

mobile cloud computing
® Providing a Bio-inspiring @ Improving utilization

(2013)

® Mobile device can be overloaded

® No considering the completion

device
® In heavy load situation selects an

application scheduling

algorithm

time of application in the
scheduling algorithm

application with highs profit and

min energy consumption
tightly ® Reducing timing penalty caused ® No implementation in a public

A testbed located at department of  41st International

® Using a message driven ® Load balancing for

2012  Sarood

computer science at the university Conference on Parallel

of illinois Urbara Champaaign

cloud
® No decision making every time a

by interfering jobs
® Reducing energy consumption

® Reducing execution time

coupled parallel application

adaptive runtime system

et al. (2012)

Processing Workshops(IEEE)

load balancer is invoked
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utilization. They found that a task is faced with three challenges: (1)
the available servers for running tasks dynamically change due to
resource allocation and release over time; (2) the data fetching time
of reduce tasks depends on both the placement of reduce tasks and
the locations and sizes of the intermediate data produced by map
tasks; (3) the link load on the routing path also has a significant
impact on the data access latency. In order to reduce the latency, the
link status of the network must be considered in the scheduling
decision. The experimental results showed that the scheduling
algorithm improved the job completion time and cluster resource
utilization.

e Scharf et al. (2015) presented an extension of the OpenStack
scheduler that enables a network-aware placement of instances by
taking into account bandwidth constraints to and from nodes. Their
solution follows the host-local network resource allocation, and it
can be combined with bandwidth enforcement mechanisms such as
rate limiting. The author presented a prototype that requires only
very few changes in the OpenStack open source software. The
authors showed that for heterogeneous VMs, a network-aware
placement could achieve a larger network throughput and a more
predictable performance, for example, by avoiding the congestion of
network resources.

® Shen et al. (2016) proposed a new cloud job scheduler with elastic
bandwidth reservation in clouds, in which each tenant only needs to
specify job deadline and each job's reserved bandwidth is elastically
determined by leveraging the elastic feature to maximize the total
job rewards, which represent the worth of successful completion by
deadlines. It also considers both the computational capacity of VMs
and reserved VM bandwidth in job scheduling. A simulation and real
cluster implementation results showed the efficiency and effective-
ness of the algorithm in comparison with other scheduling algo-
rithms.

e Kliazovich et al. (2016) proposed a model, called CA-DAG, for cloud
computing applications taking into account a variety of commu-
nication resources of various types used in real systems. This
communication-aware model of cloud applications allows making
separate resource allocation decisions, assigning processors to
handle computing jobs and network resources for information
transmissions, such as requests for application database. It is based
on DAGs that in addition to computing vertices include separate
vertices to represent communications. The proposed communica-
tion-aware model creates space for optimization of many existing
solutions to resource allocation and, together with performance and
energy efficiency metrics of communication systems, will become an
essential tool in the design of completely new scheduling schemes of
improved efficiency.

We have investigated and analyzed the network-aware task sche-
duling and load balancing techniques; the results are presented in
Table 8. The analysis table contains article year, authors, key ideas,
main objectives, advantages and disadvantages, evaluation techniques,
and the journal or conference that the article presented. We also
showed the name of the publisher.

4.7. Workflow specific scheduling algorithms

In this section we have surveyed and overviewed the literature on
workflow specific scheduling algorithms; articles with regard to bag of
tasks, dependent task, priority based task scheduling are reviewed.

® Ghosh and Banerjee (2016) proposed a new enhanced algorithm and
implemented it in cloud computing environment, which adds a new
feature like priority basis service of each request. Determining the
priorities of a request, the request allocated to VMs. A Switching
queue has proposed to hold the requests, which have been removed
temporarily from the VM due to the arrival of higher priority request
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2017;3% 2008; 3%
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2012:12%
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Fig. 4. The distribution of studied articles over time From 2008 until February 2017.

earlier. The authors analyzed the performance of their algorithm
with respect to Throttled Load Balancing algorithms and Round
Robin.

® Jaikar et al. (2014) proposed system architecture and the VM
allocation algorithm for the load balancer in a scientific federated
cloud. They tested the proposed approach in a scientific federated
cloud. Experimental results showed that the proposed algorithm not
only increased the utilization of resources but also reduced the
energy consumption.

e Moschakisa and Karatzaa (2015) developed the simulated annealing
and thermodynamic simulated annealing in the multi-criteria sche-
duling of a dynamic multi-cloud system with VMs of heterogeneous
performance serving Bag-of-Tasks (BoT) applications. The schedul-
ing heuristics applied, consider multiple criteria when scheduling
said applications and try to optimize both for performance and cost.
Simulation results indicated that the use of these heuristics could
have a significant impact on performance while maintaining a good
cost-performance trade-off.

® Cai et al. (2017) proposed A delay-based dynamic scheduling
algorithm (DDS), DDS is a dynamic cloud resource provisioning
and scheduling algorithm to minimize the resource renting cost
while meeting workflow deadlines. New VMs are dynamically rented
by the DDS according to the practical execution state and the
estimated task execution times to fulfill the workflow deadline.
The bag-based deadline division and bag-based delay scheduling
strategies consider the bag structure to decrease the total renting
cost. The results showed that the algorithm decreased the resource
renting cost while guaranteeing the workflow deadline compared to
the existing algorithms

e Cinque et al. (2016) proposed a Grid Architecture for scalable
Monitoring and Enhanced dependable job ScHeduling (GAMESH).
GAMESH is a completely distributed and highly efficient manage-
ment infrastructure for the dissemination of monitoring data and
troubleshooting of job execution failures in large-scale and multi-
domain Grid environments. The solutions improve job processing
throughput in both intra/inter-domain environments.

e Bellavista et al. (2016) proposed GAMESH, a Grid Architecture for
scalable Monitoring and Enhanced dependable job ScHeduling. The
proposed solution is conceived as a completely distributed and
highly efficient management infrastructure. The paper relevantly
extends the authors previous work appeared in Cinque et al. (2016).
With respect to it, this extended version provides additional details
about the effective design and implementation of selected and
primary GAMESH components. In addition, it reports a novel and
extensive measurements in both intra-domain and inter-domain
deployments. Moreover, it provides the detailed description of the
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original Stochastic Reward Network models that have been pro-
duced to perform the simulation of the GAMESH failure-aware
scheduling solution. The proposed solution improves job processing
throughput in both intra/inter- domain environments.

® Kianpisheh et al. (2016) investigated the problem of workflow
scheduling regarding the user-defined budget and deadline. The
probability of violation of constraints (POV) has been used as
robustness criteria for a workflow schedule at run-time. By aggre-
gating the execution time distributions of the activities on the critical
path the Probability Density Function (PDF) of makespan is
computed. Ant Colony System has been utilized to minimize an
aggregation of violation function and POV.

® Zhang and Li (2015) proposed an Improved Adaptive heuristic
algorithm (TAHA). At first, the TAHA algorithm makes tasks
prioritization in complex graph considering their impact on each
other, based on graph topology. Through this technique, the
completion time of application can be efficiently reduced. Then, it
is based on adaptive crossover rate and mutation rate to cross and
mutate to control and lead the algorithm to an optimized solution.
The experimental results showed that the proposed method im-
proved response time and makespan.

We have investigated and analyzed the network-aware task sche-
duling and load balancing techniques; the results are presented in
Table 9. The analysis table contains article year, authors, key ideas,
main objectives, advantages and disadvantages, evaluation techniques,
and the journal or conference that the article presented. We also
showed the name of the publisher. We specified in column “Focus on”,
which subcategory the algorithm belongs to.

5. Discussion and statistics

In this section, we provide some statistics based on the studied
articles. Fig. 4 shows the distribution of the reviewed articles by the
year of publication from 2008 until February 2017. In the Figure we see
the number of articles in each year on the corresponding slice; for
example, the number of studied articles in 2015 is 29 that is the
highest. The percentage of studied articles in each year is shown in the
Figure too. Moreover, the number of articles in 2016 is noteworthy.
Fig. 4 shows that 3% of the articles were published in 2017, 17% of
them were published in 2016, 27% of them were published in 2015,
11% of them published in 2014, and 9% of them published in 2013. It
means that 72% of the studied articles have been published in the last
five years.

The distribution of the studied from different publishers is shown in
Fig. 5. In the Figure, the article frequency of each publisher is shown on
the corresponding slice, where 29 out of 108 total articles of journals
belong to IEEE (27%). To further investigate the foundation journal of
article, 12% of the literature is related to Elsevier, 10% of the literature
is related to Springer, 8% of the literature belongs to ACM, 2% of the
literature belongs to IJMECE, 2% of the literature is related to ACEEE,
42% of them published by others.

In Table 10 and Fig. 6, we showed how the studied articles
addressed the load balancing QoS metrics. The information is extracted
from Tables 3-9. By referring to Table 10, we can differentiate the
articles based on single objective and multi-objective load balancing
techniques. References Hsueh et al. (2014), Hou et al. (2014), Babu
et al. (2013), Chien et al. (2016), Scharf et al. (2015), Shen et al.
(2016), Bok et al. (2016), and Kliazovich et al. (2016) in the Table are
single objective while the others are multi-objective. Fig. 6 shows that
22% of the studied techniques addressed the response time metric,
24% addressed the makespan, 19% addressed the resource utilization
metric, 9% addressed the throughput, %9 addressed the energy saving,
9% addressed the scalability, 8% addressed the migration time metric.
We see that the majority of techniques have concentrated on the
response time and makespan metrics.
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Fig. 5. The distribution of studied articles based on different publishers.

Evaluation techniques used in the articles and the corresponding
statistics are shown in Fig. 7. We divided evaluation techniques in five
classes: Real Testbed, CloudSim, Witten Program, CloudAnalyst and
the others. Article frequencies in each class are shown on the
corresponding slice; 19 articles used a real testbed for algorithm
evaluation, eight articles used CloudSim, authors of three articles
wrote a program for algorithm evaluation, two articles used
CloudSim, and seven articles used other techniques. To further
investigate the foundation evaluation techniques of the articles, 49%
of the literature used a real testbed that is the highest, and 20% of them
used ClousSim, 3% of them used an arbitrarily written program, 2% of

Table 10
Load balancing QoS metrics in the reviewed techniques.
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Migration Time;
8%

Scalability;
9%

Response Time;
22%

Energy
Saving;

Makespan;
24%

Resource
Utilization;
19%

Fig. 6. An overview of load balancing metrics addressed by the reviewed techniques.

them used CloudAnalyst, and 18% of them used other tools.

The venue types of papers are shown in Fig. 8. In the Figure, the
absolute number of papers in each venue and the percentage are
shown. It is shown that 20 papers presented on the conference, 16
papers published in journals, and two papers presented in a sympo-
sium. To further investigate the paper, 53% of the literature presented
on the conference, 42% published in journals, and 5% presented in
symposium.

6. Open issues and future trends

In this section, we offer major load balancing techniques issues that

# References Energy saving  Migration time  Response time  Scalability =~ Resource utilization =~ Throughput = Makespan
1 Scharf et al. (2015) .

2 Shen et al. (2016) .
3 Keliazovich (2016) .
4 Hou et al. (2014) .
5 Bok et al. (2016) .
6 Hsueh et al. (2014) .

7 Babu et al. (2013) .

8 Chient et al. (2016) .

9 Yakhchi et al. (2015) . . . .

10  Dasgupta et al. (2013) . . .
11 Nishant et al. (2012) . .
12 Singh et al. (2015) . . . . .
13 Gutierrez-Garcia and Ramirez-Nafarrate (2015) . . . .

14  Keshvadi et al. (2015) . . . .

15  Tasquire (2015) . . . .
16  Kumarasamy et al. (2015) . . . .

17  Domanal and Reddy (2015) . . . .
18 Kulkarni and BA (2015) . .

19  Ghoneem and Kulkarni (2016) . .
20  Benfia et al. (2017) . . .
21 Yang and Chen (2015) . .

22  Wei et al. (2015) . .

23 Deye et al. (2013) . .

24 Wei et al. (2013) . . .

25 Sarood et al. (2012) . .
26  Shen et al. (2016) . . .
27  Ghosh and Banerjee (2016) . .
28  Cinque et al. (2016) . .

29 Kianpisheh et al. (2016) . .
30  Maschakis et al. (2015) . .
31 Zhang and Li (2015) . .
32  Jaikar et al. (2014) . .
33  Total 7 6 17 7 14 7 18
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Fig. 7. Evaluation techniques used by articles.

Symposium;

5%

16|

Conference;
53%

Journal;
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Fig. 8. Studies venue types.

have not been comprehensively and completely addressed. In our
literature review, we found that there is not a perfect technique for
improving the entire load balancing metrics. For example, some
techniques considered response time, resource utilization, and migra-
tion time, while the others ignored these metrics and considered other
metrics. However, it seems that some metrics are mutually exclusive.
For example, relying on VM migration for load balancing may cause an
increase in the response time. Service cost is another metric, which is
not considered in the studied articles. Presenting a comprehensive
technique to improve as many metrics as possible is, therefore, very
desirable.

Furthermore, our study showed that the energy consumption and
carbon emission are two important drawbacks due to the incremental
growth of the number of datacenters. However, just a few articles
addressed these two drawbacks. Energy consumption is regarded as an
economic efficiency factor while carbon emission is regarded as a
health-related, and/or an environmental factor. Each of these issues is
critically important. Therefore, providing load balancing mechanisms
in a cloud environment while also addressing these two problems is
very desirable too.

Recently, a large volume of data is produced daily from social
networks, medical records, e-commerce, e-shopping, e-pay, banking
records, etc. This huge volume of data makes big data, and therefore
needs near-perfect distribution for fast servicing. Our study showed
that in recent years just a few articles addressed this topic. Further
optimization of Hadoop MapReduce for processing big data in the
future research, is quite promising.

Recently, in addition to the existing popular cloud providers such as
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Google, Microsoft, and Amazon, other cloud providers are growing too.
In some situations, it is necessary for a cloud provider to send some
workload to another cloud provider for processing for the purpose of
load balancing. In other words, using resources of more than one cloud
provider is a critical requirement for load balancing in the future. In
this case, the cloud providers will face data lock-in problems. Our study
shows that just a few articles have paid attention to these topics.
Therefore, another interesting line for future research can be the
investigation of data lock-in and cross-cloud servicing problems.

7. Conclusion and future works

Balancing of the workload among cloud nodes is one of the most
important challenges that cloud environments are facing today. In this
paper, we surveyed research literature in the load balancing area,
which is the key aspect of cloud computing. We found in the literature,
several metrics for load balancing techniques that should be considered
in future load balancing mechanisms. Based on our observations, we
have presented a new classification of load balancing techniques: (1)
Hadoop MapReduce load balancing category, (2) natural phenomenon-
based load balancing category, (3) agent-based load balancing category,
and (4) general load balancing category. In each category, we studied
some techniques and analyzed them in terms of some metrics and
summarized the results in tables. Key ideas, main objectives, advan-
tages, disadvantages, evaluation techniques, publication year were
metrics that we considered for load balancing techniques. Recently,
load balancing techniques are focusing on two critical metrics, That is,
energy saving and reducing carbon dioxide emission. As future works,
we suggest the followings: (1) Study and analyze more recent techni-
ques in each of our proposed categories, (2) Evaluate each technique in
a simulation toolkit and compare them based on new metrics.
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