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With the advances in single-cell sequencing techniques, numerous analytical methods have been developed for delineating

cell development. However, most are based on Euclidean space, which would distort the complex hierarchical structure of

cell differentiation. Recently, methods acting on hyperbolic space have been proposed to visualize hierarchical structures in

single-cell RNA-seq (scRNA-seq) data and have been proven to be superior to methods acting on Euclidean space. However,

these methods have fundamental limitations and are not optimized for the highly sparse single-cell count data. To address

these limitations, we propose scDHMap, a model-based deep learning approach to visualize the complex hierarchical struc-

tures of scRNA-seq data in low-dimensional hyperbolic space. The evaluations on extensive simulation and real experiments

show that scDHMap outperforms existing dimensionality-reduction methods in various common analytical tasks as needed

for scRNA-seq data, including revealing trajectory branches, batch correction, and denoising the count matrix with high

dropout rates. In addition, we extend scDHMap to visualize single-cell ATAC-seq data.

[Supplemental material is available for this article.]

Single-cell RNA-seq (scRNA-seq) has provided plenty of new op-
portunities for exploring cell development and differentiation
(Tanay and Regev 2017). Computation methods to accurately re-
veal and display the cell development process from large single-
cell data have grown tremendously in recent years (Saelens et al.
2019). The progression of cells in continuous trajectories is like a
hierarchical tree, with multiple branches typically, such as in
Waddington’s classic epigenetic landscape (Goldberg et al.
2007). Methods for analyzing these complex structures in the sin-
gle-cell data have been published, including visualization
(Haghverdi et al. 2015; Ding et al. 2018; Lopez et al. 2018;
Amodio et al. 2019; Moon et al. 2019; Wolf et al. 2019), clustering
(Levine et al. 2015; Wang et al. 2017; Tian et al. 2019), and pseu-
dotime inference (Haghverdi et al. 2016; Qiu et al. 2017).
Visualizing large-scale single-cell data in lowdimensionswill effec-
tively reveal high-level structural information, which often pro-
vides interesting insights for downstream analyses. Despite the
compelling potential of scRNA-seq, we note that scRNA-seq data
are highly noisy, full of zeros (the dropout phenomenon), and
highly dimensional, which makes dimensionality reduction a
daunting task. An ideal dimensionality-reduction method is de-
sired to address all these challenges to effectively reveal biological
structural patterns in the data.

Numerous embedding methods have been proposed to re-
duce the high-dimensional scRNA-seq data for downstream analy-
sis. Most of thesemethods act on Euclidean space, including t-SNE
(van der Maaten and Hinton 2008), UMAP (McInnes et al. 2018),
PaCMap (Wang et al. 2021), diffusion map (Haghverdi et al.
2015), PAGA (Wolf et al. 2019), PHATE (Moon et al. 2019),
Monocle (Qiu et al. 2017), scVI (Lopez et al. 2018), SAUCIE

(Amodio et al. 2019), and scvis (Ding et al. 2018), among others.
Although thesemethods of Euclidean space have different features
(Supplemental Table 1; Supplemental Note 1), they share a com-
mon limitation; namely, they would distort the high-dimensional
pairwise distance and would result in suboptimal downstream
analysis, such as clustering and trajectory inference.

Compared with Euclidean space, hyperbolic space can help
to reduce distorting the high-dimensional pairwise distance.
Hyperbolic space is a non-Euclidean space with a constant nega-
tive curvature. It can be considered as a continuous version of
hierarchical trees and has the advantage of low distortion in low-
dimensional embedding, even in two-dimensional space (Gromov
2007). Hyperbolic embedding has been successfully applied to var-
ious data types for representing complex hierarchical structures,
includingword embedding (Nickel and Kiela 2017), image embed-
ding (Mathieu et al. 2019; Ovinnikov 2019), and graph embedding
(Chami et al. 2019). Recently, two main methods, PoincaréMap
(Klimovskaia et al. 2020) and scPhere (Ding and Regev 2021), act-
ing onhyperbolic space, have been proposed for visualizing single-
cell trajectory. In the cell-differentiation process, the number of
cells can grow exponentially. The volume of balls also grows expo-
nentially in the hyperbolic space with respect to the radius, which
is a helpful property for the visualization of single-cell lineage.
However, in the Euclidean space, the volume of balls only increas-
es polynomially, which results in insufficient space for the expo-
nentially growing number of cells and would distort the high-
dimensional distances in the embedding. PoincaréMap is a hyper-
bolic version of t-SNE, which reduces scRNA-seq data to a 2D
Poincaré ball. The scPhere is a deep variational autoencoder
(Kingma and Welling 2014) that represents scRNA-seq data in a
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low-dimensional hyperbolic embedding. To characterize scRNA-
seq count data, scPhere uses negative binomial (NB) reconstruc-
tion loss and integrates data fromdifferent sources via a condition-
al autoencoder (Sohn et al. 2015). Both of these two hyperbolic
embedding methods have been proven to outperform Euclidean
embedding methods empirically.

Despite the superiority of these existing hyperbolic embed-
dingmethods, they are not optimized for computational challeng-
es of single-cell data. Dropout events cause high proportions of
zeros in scRNA-seq data, making the structural pattern vague; inte-
grating data of different sources to a unified embedding with the
batch effect eliminated is a common task in the single-cell analysis,
but PoincaréMap fails to tackle these problems. Furthermore,
PoincaréMap relies on a graph Laplacian of the pairwise distance
matrix and a symmetric Kullback–Leibler (KL) divergence for local
and global structure proximities. Calculating the Laplacian matrix
is very time- and memory-consuming (Jianbo and Malik 2000),
and the symmetric KL divergence requires the memory to store
the whole similarity matrix, which makes PoincaréMap infeasible
for large data sets. As a workaround, down-sampling has to be used
to run PoincaréMap analysis on large data sets (Klimovskaia et al.
2020). For scPhere, which is an autoencoder-based model, it does
not guarantee similarity preservation during the dimensionality
reduction, making it not applicable for trajectory inference at sin-
gle-cell resolution.

To address these issues, we propose a model-based deep hy-
perbolic manifold learning approach: single-cell deep hierarchical
map (scDHMap) (Fig. 1). To characterize the overdispersed and
zero-inflated count matrix of the scRNA-seq data, we apply a
zero-inflated negative binomial (ZINB) model-based loss function.

The ZINB model has been successfully applied to various single-
cell analyses, including imputation, dimensionality reduction,
and clustering (Lopez et al. 2018; Risso et al. 2018; Eraslan et al.
2019; Tian et al. 2019). The scDHMapmodel can be used for versa-
tile types of single-cell analysis. To represent the continuous hier-
archical structures, we use the ZINB model–based variational
autoencoder to map the high-dimensional-count data into a 2D
hyperbolic space. Like in scvis, the structure of high-dimensional
data is preserved by t-SNE regularization in our model but using
the hyperbolic distance metric. The architecture of scDHMap
can be considered as a model-based parametric t-SNE (van der
Maaten 2009) in the hyperbolic space, which combines the
strength of local structure preservation from t-SNE and global
structure preservation from autoencoder (Ding et al. 2018;
Graving and Couzin 2020), thus making it a strong candidate for
representing complex hierarchical structures. We regularize the la-
tent embedding by following a standard wrapped normal distribu-
tion via the variational inference (Kingma and Welling 2014),
which makes the embedding normally distributed for better visu-
alization. The deep generative model has recently emerged as a
powerful method for representation learning of single-cell geno-
mics data (Ding et al. 2018; Lopez et al. 2018; Ding and Regev
2021; Liu et al. 2021). To integrate data sets from different batches
to a joint embedding, we combine the strength of Harmony
(Korsunsky et al. 2019) with a conditional autoencoder (Sohn
et al. 2015) responding to batch IDs. Following the previous stud-
ies (Lopez et al. 2018; Eraslan et al. 2019), estimated mean param-
eters in the ZINB model can be used as the denoised counts. Our
model can be optimized per mini-batch on the graphic processing
unit (GPU), which can be easily scaled to large data sets. Using

both simulated and real data sets, we il-
lustrate that scDHMap outperforms com-
peting methods in various embedding
tasks in terms of embedding quality met-
rics and visualizing developmental tra-
jectories. Finally, we extend scDHMap
to visualize the differential trajectories
of single-cell ATAC-seq (scATAC-seq)
data.

Results

Simulation evaluation of dimensionality

reduction

Dropout events are pervasive in the
scRNA-seq data and cause the main com-
putational challenge in the single-cell
analysis. To evaluate the dimensionali-
ty-reduction performance, we generated
simulated data sets with various dropout
rates. Each setting is repeated 10 times
with different random seeds. Two em-
bedding qualitymetrics are used to quan-
tify the embedding performance: Q local
and Q global, which reflect the local and
global structural preservations, respec-
tively (Supplemental Note 2). Larger Q
scores mean better preservations of local
and global high-dimensional distances.
In the simulated data sets, we know the
true counts, which are counts without

Figure 1. Network architecture of scDHMap. The encoder and decoder are fully connected neural net-
works. The latent embedding is in a 2D hyperbolic space for visualization and with the t-SNE regulariza-
tion for structural preservations. KL divergence loss minimizes the divergence between the posterior and
prior distributions of the latent embedding. Batch IDs can be incorporated to align different batches.
Zero-inflated negative binomial (ZINB) reconstruction loss characterizes single-cell count data.

Hyperbolic embedding of single-cell genomics data
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the interference of dropout events. We built the ground-truth
high-dimensional similarities by the 50 principal components
(PCs) of analytic Pearson residuals (Lause et al. 2021) normalized
true counts. All embedding methods received the 50 PCs of nor-
malized raw counts as the input (except scDHMap and scPhere;
scDHMap used both normalized raw counts and 50 PCs, and
scPhere used raw counts), which are counts after adding dropout
events. We simulated data sets having a hierarchical tree structure
with various branches.We compared the embedding performance
of scDHMap with various methods, including PoincaréMap
(Klimovskaia et al. 2020), scPhere (Ding and Regev 2021), scvis
(Ding et al. 2018), principal component analysis (PCA), PaCMap
(Wang et al. 2021), t-SNE (van der Maaten and Hinton 2008),
UMAP (McInnes et al. 2018), and PHATE (Moon et al. 2019). All
methods reduce the high-dimensional count data to 2D represen-
tations. Simulation results are summarized in Figure 2, A and B. As
we observed, scDHMap outperformed all competing methods, es-
pecially in terms of Q global. Although PoincaréMap and scvis had
comparable Q local scores with scDHMap, they performed worse
than scDHMap in terms of Q global. Hyperbolic embedding
methods, including scDHMap and PoincaréMap, outperformed
Euclidean embedding methods such as PaCMap, t-SNE, UMAP,
and PHATE in all settings. ScPhere is a hyperbolic variational
autoencoder but is not designed for similarity preservation, and
it performed poorly on all simulated data sets. We also visualized
embeddings of all the methods in Supplemental Figures S1 and
S2. We noted that hyperbolic methods, including scDHMap and
PoincaréMap, can accurately reveal the continuous trajectory
paths. Methods of Euclidean space, including scvis, PaCMap,
and UMAP, had some breaking points in trajectory paths, making
a continuous path into multiple parts. With the increase of drop-
out rates, we observed that embeddings of competing methods
become noisier, such as scPhere, scvis, and PHATE, whereas
scDHMap’s performance was unaffected. These results illustrated
that scDHMap could reveal complex hierarchical structures better

than the competing methods, even with high dropout rates. To
make a further comparison, we conducted an experiment reducing
the simulated data into 3D representations. We found that
scDHMap showed similar superiority in the 3D embeddings,
with the best Q scores (Supplemental Fig. S3A,B).

Next, we conducted an ablation study with two variant mod-
els: one with NB reconstruction loss and another one discarding
the ZINB model–based decoder of scDHMap. The evaluation of
the embedding qualities is summarized in Supplemental Figure
S4, A and B. We observed that scDHMap performed better than
the model with NB loss and the model without decoder in terms
of Q local (paired one-sided t-test P-value<0.01 for the dropout
rates is 50.4%, 68.1%, 75.6%, 81.7%, and 86.6%) (Supplemental
Fig. S4C). The improvements becamemore significant with the in-
crease of dropout rates, which reflected the contribution of the
ZINB model–based decoder. We also tested the performance of
scDHMap with different network architectures. We found that
scDHMap is quite robust against differentnumbersofhidden layers
in the encoder and decoder (Supplemental Fig. S5A,B). The contri-
bution of pretraining scDHMap (the ZINB model–based autoen-
coder without the t-SNE loss) was shown in Supplemental Figure
S6, A and B, and we found that pretraining can slightly improve
the embedding quality, especially in terms of Q local (paired one-
sided t-test P-value<0.05 for dropout rates is 50.4%, 59.6%, and
68.1%). Perplexity is an important parameter in the t-SNE
algorithm,which controls thenumberof neighbors that themodel
focuses on during dimensionality reduction. We reported the per-
formance of scDHMap with different perplexity values in
Supplemental Figure S7, A and B. Notably, scDHMap was robust
against a large range of perplexity values from 10–50, and perplex-
ity value 30 was the best choice based on the performance of both
local and global structural preservations. So, we suggest perplexity
= 30 as the default setting for scDHMap. Because scDHMap calcu-
lates the t-SNE regularization per mini-batch, if the perplexity is
30, then the effective perplexity of the whole data will be 30/512

·n≈5.8% ·n, where n is the number of to-
tal cells and 512 is the mini-batch size.
This setting is similar to the suggestion
of the previous study using t-SNE to
scRNA-seqdata (Kobak andBerens 2019).

With the accumulation of scRNA-
seq data, it is a common request to
include new samples into the existing
latent representations. Traditional non-
parametric methods such as Poincaré-
Map, t-SNE, and UMAP are not possible
for this out-of-sample support, but
scDHMap can use the learned neural net-
work to includenew samples. To evaluate
the out-of-sample performance, we ran-
domly split the simulated data sets into
training and testing sets with the propor-
tions of 90% and 10%. We trained
scDHMap on training sets and then
mapped testing sets to the embeddings.
Q scoreswere calculated for both training
and testing sets, respectively. As shown
in Supplemental Figure S8, A and B,
scDHMap could preserve global struc-
tures in testing sets well but was not so
good at preserving local structures. We
further plotted the embeddings of

A

B

Figure 2. Embedding quality metrics of different methods on simulated data sets with various dropout
rates. Q values measure the local (A) and global (B) structure preservations. Larger values mean better
preservations. Each setting generated 10 data sets.
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training and testing sets in Supplemental Figure S9 and confirmed
that testing sets were mapped to the expected positions. These re-
sults show that scDHMap can be used for embedding new samples
after model training.

We summarized the running time of scDHMap on simulated
data sets of various cell numbers in Supplemental Figure S10. Each
data set had been repeated three times. Although there are differ-
ent numbers of iterations before the early stop, we noted that
the running time scaled roughly linearly with the number of cells.
This result is consistent with the computational complexity anal-
ysis in the scvis paper (Ding et al. 2018). For a mini-batch with a
given size, the computational complexity of scDHMap is constant,
which is quadratic to the mini-batch size. Large data sets need
more iterations to converge, and the number of iterations scales
linearly with the cell number when the mini-batch size is given
(with some variances owing to different numbers of iterations be-
fore the early stop). As a result, the total running time of scDHMap
scales linearly with the number of cells in the data set. This prop-
erty makes it useful for analyzing large scRNA-seq data sets.

scDHMap for batch correction

Integrating data sets from different batches is a common task in
single-cell analysis. Integrating means eliminating the technical

batch effects in separate experiments and revealing real biological
signals. Methods for correcting batch effects have been proposed,
such as Harmony (Korsunsky et al. 2019), Seurat (Butler et al.
2018), and MNN (Haghverdi et al. 2018). Most embedding meth-
ods do not consider batch effects, but these methods can be used
as upstream tools before the dimensionality reduction. In the
scDHMap, we propose an integrated pipeline to correct batch ef-
fects. Conditional autoencoder is applied to improve embed-
ding quality for the autoencoder part, and for the t-SNE
regularization, Harmony (a method that iteratively removes batch
effects in PCs) is used for correcting batches. To evaluate the perfor-
mance, we simulated data sets with six different batches, and
batches had varied sizes from 5% to 25% of the total number of
cells. This simulation represents a setting of complex batch effects.
We tested methods including scDHMap, PCA+PoincaréMap (50
PCs for PoincaréMap), Harmony+PoincaréMap (Harmony-cor-
rected 50 PCs for PoincaréMap), scPhere, and a batch-aware ver-
sion of t-SNE–BC-t-SNE (Aliverti et al. 2020) on these simulated
data sets.

The Harmony-corrected 50 PCs of analytic Pearson residual
normalized true counts were used for ground-truth high-dimen-
sional similarities. We display the embedding results in Figure 3.
We found that scDHMap had the best Q scores among the different
methods (Fig. 3A,B), whichmeant that scDHMap performed best in

A

D E

B C

Figure 3. Evaluation of embeddings for batch alignment. (A,B) Embedding quality metrics of methods on simulated data sets with six batches. Ten data
sets had been generated. (C ) Silhouette coefficient (SIL) for quantifying the batch alignments. Larger values mean better alignments. (D) Embedding of
scDHMap. (E) Embedding of PCA+ PoincaréMap. Colors represent branches, and dot shapes represent batches (D,E).
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local and global structural preservations. Next, we quantified the
alignment between different batches by the silhouette coefficient
(SIL) (Fig. 3C). Although BC-t-SNE had the best SIL, it failed to dis-
play the continuous hierarchical trajectories (Supplemental Fig.
S11). We observed that scDHMap had a better SIL than Harmony
+PoincaréMap’s (paired one-sided t-test P-value=0.01), indicating
that the cooperation of Harmony and the conditional autoencoder
could improve the batch alignment and the embedding quality
simultaneously. It is not surprising that scPhere had a fair result in
batch correction but a poor performance in the Q values, because
there is no guarantee of distance preservation. Plotting the 2D em-
bedding confirmed that scDHMap could effectively eliminate batch
effects (Fig. 3D), and if using PCA+PoincaréMap, the batch effect
made the embeddingmeaningless (Fig. 3E). We conducted an abla-
tion study of the two components (Harmony and conditional
autoencoder) in scDHMap to integrate batches.Weobserved that al-
though the batch effect was corrected primarily by Harmony, the
conditional autoencoder could improve the quality of embedding
further (Q locals of scDHMap vs. scDHMap without conditional
autoencoder, paired one-sided t-test P-value=0.01) (Supplemental
Fig. S12A–G).

scDHMap for trajectory interpretation and denoising counts

The cell ordering among the trajectory path or trajectory pseudo-
time inference is the essential analysis in trajectory inference. For

this experiment, we generate simulated data sets having three
branches with high dropout rates (∼75%). We performed embed-
ding of scDHMap and PoincaréMap on these simulated data sets
and quantified the quality by Q scores (Supplemental Fig. S13A,B).
We observed that scDHMap outperformed PoincaréMap in both Q
local scores and Q global scores. The embedding of scDHMap had
placed points following the true trajectory order correctly, but the
embedding of PoincaréMap was chaotic (Fig. 4A; Supplemental
Fig. S13C). The Poincaré norm is the geodesic distance between a
point and the origin and can be used as the trajectory pseudotime
to order cells in the trajectory path (Klimovskaia et al. 2020). In
the simulated data sets, for each branch, we transformed the origin
to the starting points (in the simulation, one branch could have
multiple points with starting state; we used the hyperbolic centroid
of these points as the starting point) and summarized the trajectory
pseudotime of points in the three branches. As plotted in Figure 4B,
the Spearman’s correlations between the pseudotime inferred by
scDHMap and ground-truth pseudotime were significantly better
than PoincaréMap’s correlations. These results concluded that
scDHMap could order cells better, matching the true trajectory or-
der, than PoincaréMap even in a challenging situation with high
dropout rates.

The ZINB model–based decoder of scDHMap can be used for
denoising the count matrix of scRNA-seq data. We calculated the
imputation errors of scDHMap pretrained, scDHMap trained
with the t-SNE part, and a ZINB autoencoder model, DCA

A

D E

B C

Figure 4. scDHMap can be used for trajectory interpretation and denoising counts. (A) Embedding of scDHMap on the simulated data set with three
branches (M1–M3,M3–M2, andM3–M4). Dot shapes represent branches; red, blue, and green colors from shallow to deep represent ground-truth pseu-
dotime. Ten data sets had been generated, and one example is displayed. (B) Spearman’s correlation coefficient between the Poincaré pseudotime inferred
by scDHMap, PoincaréMap, and the ground-truth pseudotime in the three branches. (C) Imputation errors of scDHMap pretraining, scDHMap final train-
ing, and deep count autoencoder (DCA) on the simulated data sets. (D) Area under the curve (AUC) plots of trajectory differential expression (DE) of raw
counts and scDHMap-denoised counts (final training). (E) One DE gene in the branch M3–M2; plots display raw counts and scDHMap-denoised counts
against the ground-truth pseudotime. Trend lines are smoothed by the LOESS regression.
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(Eraslan et al. 2019), that measures the relative difference between
denoised and true counts at the zeromeasures of the countmatrix.
We found that scDHMap-denoised counts were significantly bet-
ter than DCA’s, and adding t-SNE regularization could improve
the imputation accuracy of scDHMap significantly (scDHMap vs.
scDHMap pretrain, paired t-test P-value=3.3 ×10−5) (Fig. 4C).
This observation is expected because autoencoder imputes drop-
out counts by borrowing information from neighbors, and the t-
SNE regularization could pull neighbors together, thus improving
the imputation accuracy effectively. Next, we conducted a trajecto-
ry differential expression (DE) test by tradeSeq, which identifies
the DE gene among the trajectory path by the NB spline regression
(Supplemental Note 3; Van den Berge et al. 2020). Ground-truth
pseudotime was used for tradeSeq analysis. As displayed in Figure
4D and Supplemental Figure S14, A–C, after denoising, the areas
under the curve (AUCs) of DE analysis were significantly improved
in the branchesM3–M2 andM3–M4 (paired t-test P-values < 0.05).
We picked one gene as an example and showed that dropoutmade
the trend among the trajectory path very obscure, but after
scDHMap denoising, the trend became much clearer (Fig. 4E).

Application to real scRNA-seq data

We applied scDHMap to three scRNA-seq data to illustrate the per-
formance of different embedding tasks. Real data sets do not have
so-called “true counts,” so we used 50 PCs of analytic Pearson re-
sidual normalized counts for evaluating structural preservations.
We first evaluated the embedding qualities of Q scores, as shown
in Figure 5A, scDHMap was the best in the three data sets com-
paredwith the hyperbolic embeddingmethods and Euclidean em-
bedding methods. In most cases, the hyperbolic embedding
methods, including scDHMap and PoincaréMap, outperformed
the Euclidean methods, including PaCMap, t-SNE, UMAP, and
PHATE, which indicated the low distortion of representing hierar-
chical structures in the hyperbolic space.

In the Paul data (Paul et al. 2015), there are about 2000 cells
profiled from murine bone marrow. The investigators identified
19 clusters in the data. We projected the Paul data to 2D
Poincaré space by scDHMap in Figure 5B. As we can see, the data
contained two main branches, and the cell types were posed in
the expected orders. This result is consistent with the previous tra-
jectory analysis (Haghverdi et al. 2016). Visualizations of other
methods had similar two main branches (Supplemental Figs.
S15, S16A,B). The data have a predefined root cell. In the embed-
ding of scDHMap, we transformed the origin of the Poincaré ball
to the root and ordered cells by their geodesic distance to the
new origin as the Poincaré pseudotime (Supplemental Fig. S17A–
C). Using a similar branching method to that of Haghverdi et al.
(2016), we divided the data set into three branches: two long
branches and one short trunk based on the Poincaré pseudotime
(Supplemental Fig. S17D; Supplemental Note 4). In branch 2,
most cells were basophils, monocytes, and neutrophils. We select-
ed marker genes in these cell types and plotted the raw and
scDHMap-denoised counts along the Poincaré pseudotime in
branch 2 (Supplemental Fig. S17E). In branch 3, most cells were
erythroids, and we also plotted the marker genes (Supplemental
Fig. S17F). As the plots show, dropouts were pervasive in the raw
counts; however, after scDHMap denoising, the changing trend
through the pseudotime became much clearer, including the
marker genes Cebpe, Csf1r, Gfi1, Irf8, Epor, and Gypa.

The colon epithelial cells (Smillie et al. 2019) were collected
from various people and profiled by different sequencing platforms.

We selected healthy individuals for the analysis. The batch effects
were first corrected by Harmony and then used as input for embed-
ding methods. We found two clear trajectories in the embedding of
scDHMap (Fig. 5C), which were stems→ cycling TA→ secretory TA
→ immature goblet→goblet and stems→TA2→ immature entero-
cytes→ enterocytes. PoincaréMap and scPhere can also reveal the
two trajectories but with some noise (Supplemental Fig. S18A). For
example, goblets should be adjacent to immature goblets, but goblet
cells were close to enterocytes in the embedding of Harmony+
PoincaréMap. Themethods of Euclidean space had some distortions
of the cell developmental order (Supplemental Fig. S19A,C), espe-
cially in the embeddings of UMAP and PHATE. In the embedding
of PaCMap, it pushed Best4+ enterocytes far away from other enter-
ocytes. Next, we plotted the embeddings of different methods
against patient IDs in Supplemental Figures S18Band S19D. The em-
bedding of PCA+PoincaréMap confirmed that different individuals
had undesired technical variances, and batches were not aligned.
After Harmony corrected the 50 PCs, embeddings from different
subjects were merged in most methods. However, some batches
were still unaligned, such as points from patient 4 in the embed-
dings of PoincaréMap (Supplemental Fig. S18B), PaCMap, t-SNE,
UMAP, and PHATE (Supplemental Fig. S19D). Meanwhile,
scDHMap could merge points from different individuals well
(Supplemental Fig. S18B), indicating the combining of conditional
autoencoder and Harmony in scDHMap could improve batch inte-
gration and embedding quality together. We have observed similar
results in the simulation experiment already. The quantitative SIL
coefficient of batch alignment further confirmed that scDHMap
had the best SIL score (Supplemental Figs. S18C, S19B).

Finally, we applied scDHMap toCaenorhabditis elegans embry-
onic cells (Packer et al. 2019), collected along with a series from
<100 min to >650 min of embryonic time. Cells were profiled in
different batches, and we first corrected 50 PCs by Harmony. In
the embedding of scDHMap, we observed clear developmental
paths showing that various main cell types originated from the
same root and then differentiated to different places (Fig. 5D)
and that cells were ordered by embryonic time (Fig. 5E). We dis-
played the embedding per embryonic time bin and confirmed
that within the same cell type, cells were also ordered by embryon-
ic time (Supplemental Fig. S20). For example, body wall muscle
(BWM) cells first appeared in the time bin 130–170 and then
moved to the boundary of the Poincaré ball along the embryonic
time. Other hyperbolic embedding methods, including
PoincaréMap and scPhere, had similar properties (Supplemental
Fig. S21A,B). The embedding of PoincaréMap had some isolated
small clusters, which made the trajectory paths not as smooth as
scDHMap’s. The embedding of scPhere had ordered cell types ac-
cording to embryonic time well, but high-dimensional distance
preservation was not as good as scDHMap’s (Fig. 5A). Our
scDHMap could combine the advantages of the two hyperbolic
methods. Same as with the previous studies (Packer et al. 2019;
Klimovskaia et al. 2020; Ding and Regev 2021), all the Euclidean
embedding methods failed to display trajectory paths correctly
(Supplemental Fig. S22A–C). Only PaCMap’s embedding had
placed main cell types among continuous hierarchical paths, but
with some incorrect groups. The embeddings of t-SNE and
UMAP clustered cells into many isolated small groups, which
were unfavorable for trajectory interpretation. These results illus-
trate that only hyperbolic methods can learn a smooth and inter-
pretable embedding of C. elegans embryonic cells and that
scDHMap captures the preferred features of both PoincaréMap
and scPhere. To explore the trajectory branches in the data set

Hyperbolic embedding of single-cell genomics data

Genome Research 237
www.genome.org

 Cold Spring Harbor Laboratory Press on February 9, 2025 - Published by genome.cshlp.orgDownloaded from 

http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.277068.122/-/DC1
http://genome.cshlp.org/
http://www.cshlpress.com


further, we provide an optional parameter, γ, to control the inten-
sity of the repulsive force between nonneighboring points. As we
can see in Supplemental Figure S23, A and B, a larger value of γ

brings greater repulsive force and could separate different branches
more clearly. This feature is useful when users want to visualize the
branches more closely.

Figure 5. Embeddings of scDHMap on three real scRNA-seq data sets. (A) Embedding quality metrics of methods on real scRNA-seq data sets. (B)
scDHMap embedding of the Paul cells. Colors represent cell types. (C) scDHMap embedding of the colon epithelial cells. Colors represent cell types.
Arrowed lines indicate the suggested trajectory paths (B,C ). (D,E) scDHMap embedding of the C. elegans embryonic cells. Colors represent cell types
(D), and colors represent embryonic time bins (E).
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Application to scATAC-seq data

We analyzed Satpathy’s scATAC-seq data (Satpathy et al. 2019) by
scDHMap. scATAC-seq profiles genome-wide chromatin accessi-
bility. The data matrix of scATAC-seq is close to binary and ex-
tremely sparse, and the features in scATAC-seq are not genes but
peaks. Tomake it fit the scDHMapmodel, we first aggregated peaks
into genes and obtained the gene activity scores by Signac (Stuart
et al. 2021), which quantifies the activity of each gene by assessing
the chromatin accessibility associatedwith each gene. The gene ac-
tivity matrix is cell by gene, and we used it as the input for embed-
ding methods. Figure 6A displays the embedding qualities of

different methods. Again, we found scDHMap had the best Q val-
ues. Figure 6B plotted the scDHMap embedding and different cell
types. Satpathy’s scATAC-seq data contain about 58,000 human
bonemarrow and blood cells and can be divided into severalmajor
groups, from progenitor cells (including hematopoietic stem cell
[HSC], lymphoid-primed multipotent progenitor [LMPP], com-
mon lymphoid progenitor [CLP], megakaryocyte–erythroid pro-
genitor [MEP], basophil–mast cell progenitor [BMP], Pro-B, and
Pre-B) to end-stage cell types, such as myeloid cells, B cells, CD4+

T cells, CD8+ T cells, basophils, and NK cells. We selected progen-
itors and some groups in the scDHMap embedding for plotting

Figure 6. Embedding of scDHMap on Satpathy’s scATAC-seq data. (A) Embedding quality metrics of different methods. (B) scDHMap embedding of
Satpathy’s scATAC-seq data. (C–F) scDHMap embedding of different cell types. (C) Progenitor cells (cluster 1–9) and myeloid cells (cluster 10–13). (D)
Progenitor cells and B cells (cluster 14–16). (E) Progenitor cells and CD4+ T cells (cluster 21–25). (F ) Progenitor cells and CD8+ T cells (cluster 26–31).
(HSC) Hematopoietic stem cell; (LMPP) lymphoid-primed multipotent progenitor; (CLP) common lymphoid progenitor; (MEP) megakaryocyte–erythroid
progenitor; (BMP) basophil–mast cell progenitor.
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(Fig. 6C–F). In Figure 6C,we observed the trajectory path fromHSC
to myeloid cells (HSC, CMP→GMP→MDP→pDC, cDC, mono-
cytes); in Figure 6D, we observed the trajectory path from HSC to
B cells (HSC, LMPP→CLP→Pro-B→Pre-B→naïve and memory
B cells); in Figure 6, E and F, we observed the trajectory path
from HSC to T cells (HSC, LMPP→CLP→naïve CD4+ and CD8+

T cells→memory CD4+ T cells and CD8+ T cells). These differenti-
ation trajectories were consistent with known bonemarrow differ-
entiation orders (Satpathy et al. 2019). Next, we compared the
embedding of scDHMap with embeddings of other methods
(Supplemental Fig. S24A,B) and further focused on the subsets of
the specified cell types (Supplemental Fig. S25A–D). Competing
methods did not recover differentiation orders correctly in some
cell types. For example, in the embeddings of PaCMap, t-SNE,
and UMAP, B cells were separated far from Pro B cells
(Supplemental Fig. S25B), and in the embeddings of
PoincaréMap and PHATE, naive B cells were adjacent to HSC but
not to Pro-B and Pre-B. We observed many compact small clusters
in the t-SNE andUMAP embeddings, similar to the observations of
the C. elegans cells, which indicated these methods mainly focus-
ing on local but not global structures. The embedding of
scDHMap was not affected by this problem.

Discussion

In summary, wehave developed a deep hyperbolicmanifold learn-
ing approach scDHMap for visualizing complex trajectories in
single-cell genomics data. The model is a hyperbolic t-SNE
parametrized by a model-based deep variational autoencoder.
We compared scDHMap with several state-of-the-art dimensional-
ity-reduction methods, including the recently published hyper-
bolic methods, on various embedding tasks of simulated and real
data sets and illustrated scDHMap as having the best performance.
By aggregating peaks into genes, we showed that scDHMap could
be applied to visualize scATAC-seq data. The model can be opti-
mized per mini-batch, making it efficient for visualizing large
data sets. Because of the parametric model, it can easily include
out-of-sample points after training. All these advantages make
scDHMap a strong candidate for the visualization and discovery
of complex hierarchical structures in single-cell genomics data.

ScDHMap is an end-to-end deep learning approach that ac-
cepts the raw countmatrixwith several building blocks accounting
for different tasks. The encoder part accounts for learning a low-di-
mensional embedding, and the decoder part accounts for denois-
ing dropout events in the count matrix. The wrapped normal
prior distribution in the variational inference makes the embed-
ding of scDHMap more favorable for visualization. To eliminate
batch effects, we combine two blocks: the conditional autoen-
coder explicitly accounts for batch IDs, and Harmony corrects
batches in the input of the t-SNE regularization. The combination
results in better batch alignment and embeddingquality. Themost
critical hyperparameter in the t-SNE regularization is perplexity,
which controls how many neighbors will be considered. We
showed that scDHMap is robust in a range of different perplexities.

So far, all results have been obtained on the data sets with
continuous hierarchical structures. To illustrate the universality
of visualization of single-cell genomics data, we further applied
scDHMap to the data sets with different cell types. For this pur-
pose, we used four real scRNA-seq data sets from various species
and tissues: 10X PBMC (Zheng et al. 2017), mouse embryonic
stem cells (Klein et al. 2015), mouse bladder cells (Han et al.
2018), and worm neuron cells (Cao et al. 2017). We found that

scDHMap retained good performance in embedding qualities,
whereas it was able to separate cell types decently (Supplemental
Fig. S26A–C). This result suggests that, although not designed for
this type of data, scDHMap can still be used for visualizing the
data sets with different cell types.

Ourmethod provides a flexible hyperbolic embedding frame-
work that can be extended in several ways. For example, we can ex-
tend it to visualize multi-omic data by joint high-dimensional
distances (Do and Canzar 2021) or to preserve local densities by
adding a regularization term (Narayan et al. 2021). Another exten-
sion is to include prior information into the embedding learning
process. The prior information can be cell types, time points,
etc., that could guide the model to group or separate different cells
(Tian et al. 2021; Zhai et al. 2022). Given the efficiency, flexibility,
and extensibility, we expect scDHMap to be a valuable tool for the
analysis of single-cell genomics data.

We have illustrated the advantage of the hyperbolic embed-
ding in visualizing of complex hierarchical structures in single-
cell data, but the downstream analysis tools are currently underde-
veloped. For example, in the pseudotime inference analysis, after
obtaining the low-dimensional embedding, practitioners often ex-
pect to do clustering, to build a minimum spanning tree (MST),
and to run principal curve regression (Qiu et al. 2017; Street
et al. 2018). The hyperbolic version of these popular analytic
methods is desired to exploit the advantageous hyperbolic embed-
ding. We hope our study can motivate the development of more
supportive tools acting on hyperbolic space, which is a promising
future study direction.

Methods

Feature selection and preprocessing of scRNA-seq data

Following the method of Kobak and Berens (2019), we apply the
mean-variance relationship for feature selection. We first filter
out genes that have a non-zero expression in fewer than 10 cells.
Given by their mean, genes with large variance are selected. For
each gene g, we compute the fraction of zero counts

dg = 1
n

∑
i

I(Xig = 0),

where n is the number of cells, and the mean of log non-zero ex-
pression is

mg = log2Xig |Xig .0
〈 〉

.

To select a predefined number M of genes (we set M=1000),
we use a heuristic approach of finding a value b such that

dg . exp(−a(mg − b)+ 0.02)

is true for exactlyM genes.Here b is foundby binary search, and a is
set to be 1. The feature selection procedure is conducted on raw
counts directly, and the selected n×M raw count matrix is used
for the ZINB reconstruction part of the decoder. Following our pre-
vious work (Tian et al. 2019, 2021), the input for the autoencoder
is library size normalized, log-transformed, and scaled counted.
Briefly, we calculate a library size factor of each cell, so cells share
the same library size. Next, we log-transform and scale counts, so
genes have unit variance and zero mean. The preprocessed count
is denoted as X̃. These steps are conducted by the Python package
SCANPY (Wolf et al. 2018).

We use PCs of the data matrix as the input for the t-SNE reg-
ularization part. After selecting top M genes, we apply analytic
Pearson residual normalization (Lause et al. 2021) to correct
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sequencing depth and stabilize the variance across genes in the
count data. Specifically, for gene g in cell i, Pearson residuals are
calculated by

m̂ig =
∑

j Xij
∑

k Xkg∑
cj Xcj

,

Zig =
Xig − m̂ ig��������������
m̂ ig + m̂2

ig/u
√ ,

where Xig is the raw count of gene g in cell i, and θ is the disper-
sion parameter of the NB distribution and is set to be 100.
Pearson residual normalized count data are reduced from n ×M
to n × 50 by PCA. As Kobak and Berens (2019) suggested, the
usual number of PCs in single-cell data is around 50, so the top
50 PCs are used as the input for the t-SNE part of our model to
keep the structural topology of the data during dimensionality
reduction.

Hyperbolic geometry and Poincare ́ ball
Hyperbolic geometry is a non-Euclidean geometry having a cons-
tant sectional curvature of −1. Because of the geometric analog,
hyperbolic space can be considered as a continuous version of dis-
crete trees. Poincaré ball is a projection that represents the hyper-
bolic space in a unit ball in the Euclidean space:
PM := z [ RM+1| z‖ ‖ , 1, z0 = 0

{ }
, where PM is a M dimensional

Poincaré ball, RM+1 is a M+1 dimensional Euclidean space, and z
= (z0, z1, …, zM)

T. In the Poincaré ball, the distance between two
points z1, z2 is defined as

dP(z1, z2) = arcosh 1+ 2 z1 − z2‖ ‖2
1− z1‖ ‖2( )

1− z2‖ ‖2( )
( )

,

where arcosh(z) = ln z+
��������
z2 − 1

√( )
is the inverse hyperbolic co-

sine function, and ·‖ ‖ is the Euclideannorm. The distance between
z and the origin is the Poincaré norm

z‖ ‖P= arcosh
1+ z‖ ‖2
1− z‖ ‖2

( )
.

As we can see, the Poincaré ball represents Euclidean space
near the origin of the unit hyperball, and the Poincaré norm grows
exponentially when z approach to the border z‖ ‖ � 1( ). These
properties are very useful for representing the hierarchical tree
structure.

The Lorentzian model is a type of hyperbolic space that all
points satisfy HM: = {z∈RM+1|z0 > 0, 〈z, z〉H=−1}, where HM is a
M-dimensional Lorentzian model, RM+1 is a M+1-dimensional

Euclidean space, and z, z′〈 〉H= −z0z′0 +
∑M
i=1

ziz′i is the Lorentzian in-

ner product. Lorentzian norm is defined as z‖ ‖H=
���������
z, z〈 〉H

√
. The

origin of the Lorentzianmodel is o0 = (1, 0,…, 0)T. The distance be-
tween two points z1, z2 in the Lorentzian model is defined as

dH(z1, z2) = arcosh − z1, z2〈 〉H
( )

.

The tangent space at point o is defined as all vectors that pass-
ing point o and are orthogonal to vector o

T oHM:= v| o, v〈 〉H = 0
{ }

,

and the resulting tangent space is a Euclidean subspace in RM+1.
The mapping between hyperbolic space and tangent space can
be performed by the exponential map and inverse exponential
map (also called logarithm map) (Nickel and Kiela 2018;
Grattarola et al. 2019; Nagano et al. 2019). For point v [ T mHM

and o∈HM, the exponential map is

expo (v) = cosh v‖ ‖H
( )

o+ sinh v‖ ‖H
( ) v

v‖ ‖H
,

where sinh and cosh are hyperbolic sine and cosine, respectively.
For point o, z∈HM and o≠z, we can obtain the inverse exponen-
tial map as

exp−1
o (z) = arcosh(h)��������

h2 − 1
√ (z− ho),

where η=−〈o, z〉H.
We build our model with a latent representation of the 2D

Lorentzian model. For visualization, we can easily project the 2D
Lorentzian model to Poincaré ball

(z0, z1, z2) � 0,
(z1, z2)
z0 + 1

( )
.

We discard the first dimension because it is a constant zero for
plotting.

Hyperbolic variational autoencoder with the ZINB

reconstruction loss

ScDHMap receives preprocessed count and reduces it to a two-di-
mensional hyperbolic space by a ZINB model–based variational
autoencoder (VAE). ZINB model–based autoencoder has been ap-
plied to scRNA-seq count data in previous studies successfully
(Lopez et al. 2018; Eraslan et al. 2019; Tian et al. 2019, 2021).
VAE is a deep generative model that characterizes data by a neu-
ral-network parametrized distribution with a low-dimensional la-
tent variable (Kingma and Welling 2014), which is appropriate
for visualization. The variational inference models the count ma-
trix X by the likelihood of ZINB distribution:

p(X|z) =
∏n
i=1

ZINB(Xi|mi, ui, pi).

Here the ZINB likelihood of Xig is calculated by two components:
the NB likelihood and the point mass of probability at zero (the
probability of dropout events):

NB(Xig |mig , uig) =
G(Xig + uig)
Xig !G(uig )

uig
uig + mig

( )uig
mig

uig + mig

( )Xig

,

ZINB(Xig |mig , uig , pig) = pigd0(Xig )+ (1− pig)NB(Xig |mig , uig ).

ZINB parameters mean μ, dispersion θ, and dropout probability π
are parametrized by decoder networks with the latent variable z.
Specifically,

mi = diag(si)× exp(lm(l(zi))),

ui = softplus(lu(l(zi))),

pi = sigmoid(lp(l(zi))),

where lm, lu, and lp are three neural networks that parametrize
mean, dispersion, and dropout probability, respectively; si is the li-
brary size factor of cell i that is calculated in the preprocessing step;
and l is the latent decoder. Different activation functions (expo-
nential, softplus, and sigmoid) are appended to the three net-
works, because mean and dispersion are always positive, and
dropout probability is in the range from zero to one. In keeping
with the method of Eraslan et al. (2019), the estimated mean
m̃ = exp(lm(l(z))) can be used as denoised counts, which eliminates
the effect of library size. In the typical VAE model, the latent
variable z is generated from a standard multivariate normal
prior, but in scDHMap model, to represent the continuous
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hierarchical structure, we use a wrapped normal prior
p(z) = WrappedN (z|0, I) in the hyperbolic space (Mathieu et al.
2019; Nagano et al. 2019; Ovinnikov 2019; Ding and Regev 2021).

The posterior distribution q(z|X̃) is parametrized by the en-
coder and a wrapped normal posterior WrappedN (z|m, s). Here
latent mean m and latent variance σ are estimated by neural net-
works

hi = fh( f (X̃i)),

si = softplus(fs( f (X̃i))),

where f is the latent encoder. Then hi is projected to hyperbolic
space by the exponential map (from the tangent space around
the origin o0 = (1, 0, …, 0)T to the hyperbolic space):

mi = cosh hi‖ ‖( ), sinh hi‖ ‖( ) hi

hi‖ ‖
( )

.

Weusem as the low-dimensional embedding for the visualization.
Combining encoder and decoder parts, we can write the

learning objective as maximizing the evidence lower bound
(ELBO) (Kingma and Welling 2014):

ELBO = −b×DKL(q(z|X̃)||p(z))+ Eq(z|X̃)( p(X|z))

=
∑n
i=1

(−bDKL(q(zi|X̃i)||p(zi))+ log (ZINB(Xi|mi, ui, pi)))

(1)

where the KL divergence measures the difference between the
wrapped normal prior and the wrapped normal posterior of the la-
tent variable, and β controls the weight of KL divergence (Higgins
et al. 2017). The second term is the ZINB likelihood of the raw
count matrix.

The wrapped normal prior distribution WrappedN (0, I) is
built by two steps. First, a standard normal distribution in the tan-
gent space T o0H

M at the origin o0 = (1, 0, …, 0)T is defined. Next,
samples of the standard normal distribution are parallel-transport-
ed to the desired locations andprojected to the hyperbolic space by
the exponential map.

For sampling the wrapped normal posterior distribution
WrappedN (m, s), where m∈HM and σ∈RM, we use a set of in-
vertible functions to transform samples fromanormal distribution
N (0, IMs) in RM to the hyperbolic space, where IM is the identity
matrix in RM(Nagano et al. 2019). First, we sample z′0 from
N (0, IMs) and then let z0 = (0, z′0), which can be considered as
a sample vector in the tangent space T o0H

M . Next, z0 is parallel-
transported to z1 in the tangent space T mHMat m:

z1 = z0 + m, z0〈 〉H
h+ 1

(o0 +m),

where η=−〈o0,m〉H. The parallel-transport keeps the direction and
the vector norm. Finally, z1 is projected back to the hyperbolic
space by the exponential map

z = cosh z1‖ ‖H
( )

m+ sinh z1‖ ‖H
( ) z1

z1‖ ‖H
.

The likelihood of z can be calculated by

log p(z) = log p(z0)− log det
∂z
∂z1

( )( )
− log det

∂z1
∂z0

( )( )

= log p(z0)− (d − 1) log
sinh z1‖ ‖H

( )
z1‖ ‖H

( ) ,

where d is the dimension of vectors, z � WrappedN (m, s) and
z0 � N (0, IMs).

For a given sample z from the wrapped normal, we need the
corresponding z1 and z0 to evaluate the wrapped normal density
p(z). These can be obtained by the inverse exponential map and
the inverse parallel transport

z1 = arcosh(h′)���������
h′2 − 1

√ (z− h′m),

z0 = z1 + m, z1〈 〉H
h+ 1

(m+ o0),

where η′ =−〈m, z〉H and η=−〈o0, m〉H.
Finally, we have all components to calculate the KL diver-

gence in the ELBO Equation (1)

DKL / log p(z; m, s)− log p(z; 0, I),

where p(z;m, σ) is the wrapped normal density with mean m and
variance σ, and p(z;0, I) is the wrapped normal density with mean
0 and variance I.

The t-SNE regularization function

The t-SNE function preserves the similarity of high-dimensional
space during dimension reduction (van der Maaten and Hinton
2008). Specifically, t-SNEmeasures a directional similarity of point
j to point i in high-dimensional space (here we use 50 PCs of ana-
lytic Pearson residual normalized counts),

p j|i =
exp − Y i −Y j

∥∥ ∥∥2/2n2i( )
∑

k=i exp − Y i −Yk‖ ‖2/2n2i
( ) ,

where the variance of the Gaussian kernel n2i is chosen such that
the perplexity

P i = exp − log (2)×
∑
j=i

p j|ilog2( p j|i)

⎛
⎝

⎞
⎠

has a predefined value. n2i can be found by the binary search, and
perplexity controls the variance of the kernel. Importantly, for a
given P, all but � P nearest neighbors of point i have a near-to-
zero pj|i, so P can guide the t-SNE algorithm to focus on how
many neighbors of each point. For mathematical and computa-
tional convenience, we use the symmetric SNE

p′ij = pi|j + p j|i,

pij =
p′ij∑n

k=1
p′kj

.

The similarity between points in the low-dimensional em-
bedding is measured by a heavy-tailed Student’s t-distribution

qij / 1

1+ mi −mj
∥∥ ∥∥2 .

Additionally, to separate trajectory branches more clearly,
we provide an optional parameter γ (Cauchy distribution) to
strengthen the repulsive force between nonneighboring points

qij / 1
g

1

1+ (
mi −mj

∥∥ ∥∥/g)2
[ ]

,

where γ controls the heavy-tail property of the Cauchy distribu-
tion. If setting γ= 1, the Cauchy distribution reduces to the
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Student’s t-distribution. With the larger γ, the repulsive force will
also increase.

The t-SNE algorithm optimizes the low-dimensional embed-
ding such that the similarity between qij and pij as close as possible
in terms of the KL divergence.

In the scDHMapmodel, we use the ZINBmodel–based hyper-
bolic variational autoencoder to learn the low-dimensional em-
beddings m, and the low-dimensional similarity is calculated by
the hyperbolic distance

qij =
wij

Z
,

wij = 1
g

1
1+ [dH(mi, mj)/g]2

[ ]
,

Z =
∑
k=j

wkj

and the t-SNE KL divergence is obtained by (Ding et al. 2018):

∑n
i=1

DKL(p·i||q·i) =
∑n
i=1

∑n
j=1,j=i

p ji log
p ji

q ji
=

∑n
i=1

∑n
j=1,j=i

p ji log p ji −
∑n
i=1

∑n
j=1,j=i

p ji log q ji

/−
∑n
i=1

∑n
j=1,j=i

p ji log q ji = −
∑n
i=1

∑n
j=1,j=i

p ji log
wji∑n

k,k=i
wki

/−
∑n
i=1

∑n
j=1,j=i

p ji log

[
1
g

1

1+ [dH(mi, mj)/g]2
( )]

+
∑n
i=1

∑n
j=1,j=i

p ji log
∑n

k=1,k=i

1
g

(
1

1+ [dH(mk , mi)/g]2
)

/−
∑n
i=1

∑n
j=1,j=i

p ji log

[
1
g

1

1+ [dH(mi, mj)/g]2
( )]

+
∑n
i=1

log
∑n

k=1,k=i

1
g

(
1

1+ [dH(mk , mi)/g]2
)
.

(2)

In the t-SNE KL divergence, the first term is an attractive force be-
tween point i and jwhenever pji≠0, and the second term is a repul-
sive force between point i and j.

Total loss function

The total learning objective of scDHMap combines the ELBO of
ZINB model–based hyperbolic variational autoencoder (1) and
the t-SNE regularization (2):

argmin
W

∑n
i=1

(− log (ZINB(Xi|mi, ui, pi))+ bDKL(q(zi|X̃i)||p(zi))+ aDKL(p·i||q·i))

( )

(3)

where α controls theweight of the t-SNE part, β controls theweight
of the wrapped normal prior, andW is trainable parameters in the
variational autoencoder. The loss function is optimized per min-
batch. For the t-SNE regularization, the variance of the Gaussian
kernel is also searched per mini-batch.

Batch correction and evaluation

We combine Harmony (Korsunsky et al. 2019) with a conditional
variational autoencoder (Sohn et al. 2015) to correct batch effect in
the data. The conditional variational autoencoder has been ap-
plied in scVI and scPhere for integrating scRNA-seq data of differ-
ent batches (Lopez et al. 2018; Ding and Regev 2021). We encode
the batch ID by a one-hot encoding B, and then the conditional
encoder becomes f ((X̃, B)) and the conditional decoder becomes
l((z, B)). As a result, the learned latent embedding should be batch
independent. For the input of the t-SNE part, the 50 PCs are cor-
rected by Harmony respecting the batch information. scDHMap

combines the strength of conditional variational autoencoder
and Harmony for batch correction.

The result of batch correction is quantified by the silhouette
coefficient (SIL) (Cole et al. 2019):

sil(i) = 1− abs
b(i)− a(i)

max {a(i), b(i)}

( )
[ [0, 1],

where a(i) denotes the average distance (formethods of hyperbolic
space, e.g., scDHMap, PoincaréMap, and scPhere, we use Poincaré
distance; for other methods, we use Euclidean distance) between
the embedding of the ith cell and other cells in the same batch,
and b(i) denotes the minimum average distance between the em-
bedding of the ith cell and cells in other batches. The SIL of the
whole data set is the average of SILs of all cells. The larger SILmeans
the learned embedding has better alignment between batches.

Model implementation

The scDHMap model is implemented in Python3 using PyTorch
(Paszke et al. 2017). All layers are fully connected neural networks.
Layer sizes of latent encoder and decoder are (128, 64, 32, 16) and
(16, 32, 64, 128), and each layer uses the ELU activation function
(Clevert et al. 2016) with the batch normalization technic (Ioffe
and Szegedy 2015). The bottleneck layer size is set to be two for vi-
sualization. The model learns the latent representation in the
Lorentzian model and then projects the embedding to the 2D
Poincaré ball for plotting. The Adam (Kingma and Ba 2015) with
AMSGrad (Reddi et al. 2018) optimizer is used to train the model,
with the parameters of learning rate lr=0.001, β1 = 0.9, and β2 =
0.999 and a weight decay of 0.001. The model is first pretrained
without the t-SNE loss for a predefined number of iterations (400
epochs for most data sets and 200 epochs for large data sets with
more than 10,000 cells) and then trained to optimize the total
loss. The early stop criterion is set to be the t-SNE KL divergence
loss not improving for 150 epochs. The size of mini-batch is 512.
Themost time-consuming step in themodel is to find the best var-
iance of the Gaussian kernel with the given perplexity in each
mini-batch. We accelerate this step by parallelly calculating the
variance for each sample, which is implemented by the Python
package numba (Lam et al. 2015). Values of the hyperparameters
are α=1000 for balancing the number of input features and the di-
mensions of latent embeddings and β=10. The perplexity is set to
be 30, and the default parameter of theCauchy distribution is γ=1.
We use float64 for all tensor operations in PyTorch to achieve bet-
ter calculation precision.

Embedding quality metric

Following themethod of Lee and Verleysen (2010), we use the em-
bedding qualitymetric to quantify the performance of different di-
mension reduction methods. Basically, the metric is to measure
how good preservation of local and global distance on the mani-
fold. In this work, the high-dimensional distance is calculated by
the pairwise Euclidean distance of 50 PCs of analytic Pearson resid-
ual normalized counts. A good dimensionality-reduction method
shouldhave a goodpreservation of local and global distance on the
embedding, whichmeans close neighbors should be placed closed
to each other and distant points should be placed separately. Q lo-
cal and Q global are focused on local and global distance preserva-
tion, respectively. The quantities of Q local and Q global range
from zero to one; larger values mean better preservations.

Translation in Poincare ́ space and Poincare ́ pseudotime

In the embedding of Poincaré ball, we can perform an isometric
transformation of the whole embedding that places a known
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root to the origin andpreserve all pairwise distances. Particularly, if
we want to translate the origin of the Poincaré ball to ν, point x is
translated to

t(x, n) = 1+ 2 n, x〈 〉 + x‖ ‖2( )
n+ 1− n‖ ‖2( )

x

1+ 2 n, x〈 〉 + n‖ ‖2 x‖ ‖2 ,

where 〈ν, x〉 is the inner product (〈ν, x〉 = ν1x1 + ν2x2 +…), and ·‖ ‖
is the Euclidean norm. In the Poincaré ball, the spatial resolu-
tion is amplified around the origin, so this translation can be
also used as a method to zoom into the interested part of
embedding.

Pseudotime is referred to as a measure of howmuch process a
cell has been differentiated through a trajectory path. Here, we use
the Poincaré distance between an individual cell and the root as
the Poincaré pseudotime.

Methods comparison

PoincaréMap (Klimovskaia et al. 2020), scPhere (Ding and Regev
2021), scvis (Ding et al. 2018), PaCMap (Wang et al. 2021), t-SNE
(van der Maaten and Hinton 2008), UMAP (McInnes et al. 2018),
PHATE (Moon et al. 2019), and BC-t-SNE (Aliverti et al. 2020) are
used for comparisons. All methods reduce inputs to 2D
representations. We first select the top 1000 genes by using the
mean-variance relationship. Except for scPhare (which accepts
raw counts as inputs), all competing methods use 50 PCs of ana-
lytic Pearson residual normalized raw counts as inputs. For data
sets with batch effects, 50 PCs are corrected by Harmony
(Korsunsky et al. 2019), respecting the batch IDs (except for
scPhere and BC-t-SNE; these two methods can handle batch ef-
fects directly).

PoincaréMap (https://github.com/facebookresearch/Poincare
Maps) is set to the default setting: k_neighbours=15, sigma=1,
gamma=2, epochs =1000, lr= 0.1, and earlystop=0.0001 (except
for the C. elegans data set: sigma=2, gamma=3, which is suggest
by the investigators).

scPhere (https://github.com/klarman-cell-observatory/
scPhere) is a VAE-based dimensionality-reduction method, which
maps the scRNA-seq data to the hyperbolic space. We project the
VAE embedding from the hyperbolic space to the Poincare space
as the model output. The parameters for scPhere are latent_dist =
“wn,” max_epoch=250, and the rest of the parameters are set to
the default settings: z_dim=2, observation_dist = “nb,” mb_size =
128, learning_rate = 0.001.

Scvis (https://github.com/shahcompbio/scvis) is a deep gen-
erative dimensionality-reduction model for scRNA-seq data. The
parameters are set to use the default settings: optimization=
“Adam,” learning_rate = 0.01, batch_size = 512, max_epoch=100,
regularizer_l2 = 0.001, perplexity = 10.

PaCMap (https://github.com/YingfanWang/PaCMAP), t-SNE
(https://github.com/pavlin-policar/openTSNE), and UMAP
(https://github.com/lmcinnes/umap) are nonlinear dimensionali-
ty-reduction methods. The parameters of PaCMap are n_dims=2,
n_neighbors =None,MN_ratio = 0.5, and FP_ratio = 2. The settings
of t-SNE are perplexity = 30, initialization= “pca.” UMAP uses de-
fault settings, for example, n_neighbors = 15, min_dist = 0.1,
n_components = 2.

PHATE (https://github.com/KrishnaswamyLab/PHATE) uses
default settings such as n_components = 2, knn=5, t = “auto,”
and gamma=1.

BC-t-SNE (https://github.com/emanuelealiverti/BC_tSNE) is
a batch-aware t-SNE. The parameters are set to use default settings,
k = 50, outDim=2, perplexity = 30, maxIter = 1000.

Data simulation

Simulated data sets are generated by the R package Splatter (Zappia
et al. 2017), and the tree structures are synthesized by dyntoy
(Saelens et al. 2019).

For the simulation experiments of various dropout rates, we
first synthesized the hierarchical tree structure by the dyntoy func-
tion generate_milestone_network (“tree”) and then generated the
true and raw countmatrix of 4000 cells and 3000 genes by Splatter.
The parameters for Splatter were set as n_batches = 1, pct_main_
features = 0.5, dropout_shape =−1, de_prob=0.2, de_facScale =
0.3, n_steps_per_length=100, and dropout_mid= (1.5, 2, 2.5, 3)
for different dropout rates. True count matrix is the count matrix
before dropout, and raw count matrix is the count matrix after
dropout. For each setting, we generated 10 data sets with different
random seeds. For the simulation experiments of batch effect, we
set the parameter of Splatter as n_batches = 6, dropout_mid=2.5,
batchCells = (0.05, 0.1, 0.15, 0.2, 0.25, 0.25)∗n_cells, and
batch_facScale = 0.15, and others remained the same as previously
described.

For the simulation experiments of three branches, we first
synthesized the tree structure by the dyntoy function generate_
milestone_network (“bifurcating”). The parameters for Splatter
were n_batches = 1, pct_main_features= 0.5, dropout_mid=4, dro-
pout_shape =−1, de_prob=0.1, n_steps_per_length=100, and
de_facScale = 0.4. Ten data sets were generated by different random
seeds. In the generated data sets, the step value of each cell in the
branch was used as a ground-truth pseudotime.

Single-cell data sets

Paul cell data (Paul et al. 2015) were downloaded from GitHub
(https://github.com/theislab/scAnalysisTutorial). In the data set,
investigators profiled 2730 murine myeloid progenitor cells by
the MARS-seq (Jaitin et al. 2014). We used “data.debatched” ma-
trix as the count matrix, which was regularized for the inter-batch
differences. The cell types and the root were annotated by the in-
vestigators and provided in the tutorial of SCANPY package https
://scanpy-tutorials.readthedocs.io/en/latest/paga-paul15.html.

The colon mucosa cells (Smillie et al. 2019) were collected
from various individuals and profiled by the 10x Chromium plat-
form (v1 or v2). We downloaded it from https://singlecell
.broadinstitute.org/single_cell/study/SCP551/scphere. We select-
ed colon epithelial cells from the 12 healthy individuals, thus giv-
ing a matrix of 22,439 cells by 1361 genes.

TheC. elegans embryonic cell data set (Packer et al. 2019) con-
sists of about 80,000 cells profiled by 10xChromium (v2). The data
set was download from theNCBIGene ExpressionOmnibus (GEO;
https://www.ncbi.nlm.nih.gov/geo/) under accession number
GSE126954. We filtered out cells with fewer than 40 genes; as a re-
sult, 67,970 cells by 2766 genes were selected for the analysis.

Satpathy’s scATAC-seq data (Satpathy et al. 2019), including
the cell barcodes, count matrix, peaks, and fragment files, of all
the hematopoiesis cells were downloaded from the NCBI Gene Ex-
pression Omnibus (GEO) database under accession number
GSE129785. This data set contains 63,882 cells. We extracted the
bone marrow and peripheral blood immune cells, having 61,806
cells across 31 cell types. Before preprocessing, unsorted fragment
files were sorted by BEDTools, and all the fragment files were in-
dexed by Tabix. We preprocessed the data according to the Signac
pipeline (https://stuartlab.org/signac/articles/monocle.html). Sig-
nac (Stuart et al. 2021) and Seurat (Butler et al. 2018) were used for
all the preprocessing. Specifically, each fragment file was trans-
formed into a Signac’s fragment object by the “CreateFragmentOb-
ject” function. Then all the fragment objects were combined as a
list and input into the “CreateChromatinAssay” function to create
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a chromatin assay. This assay was then transformed into a Seurat
object for all the downstream processes. Quality control was per-
formed to remove the outlier cells. Specifically, the scATAC-seq
data were filtered by three criteria: (1) total counts per cell <
50,000, (2) transcriptional start site (TSS) enrichment score > 2,
and (3) nucleosome signal (the ratio of mononucleosomal to nu-
cleosome-free fragments) > 5. In addition, cells with a high propor-
tion of reads in the black areas of the genome (the regions always
with high artifactual signals) were also removed. Following the
processing steps in the original paper, the reads were mapped to
the gene regions of human genome 19 (hg19) by the “GeneActiv-
ity” function. The final count matrix was 58,711 cells by 20,010
genes used for the embedding analysis. Cell type annotations
were provided by the original paper.

The processed real single-cell data sets used in this study can
be found at Figshare (https://figshare.com/s/64694120e3d2b
87e21c3).

The description of the four real scRNA-seq data sets with dif-
ferent cell types is in Supplemental Note 5. These data sets can be
found atGitHub (https://github.com/ttgump/scDeepCluster/tree/
master/scRNA-seq%20data).

Software availability

An open-source software implementation of scDHMap is available
as Supplemental Code and on GitHub (https://github.com/
ttgump/scDHMap).
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