
Subtle Gaze Guidance for Immersive Environments
Steve Grogorick
TU Braunschweig

Germany

Michael Stengel
Elmar Eisemann

TU Delft
Netherlands

Marcus Magnor
TU Braunschweig

Germany

ABSTRACT
Immersive displays allow presentation of rich video content over a
wide field of view. We present a method to boost visual importance
for a selected - possibly invisible - scene part in a cluttered virtual
environment. This desirable feature enables to unobtrusively guide
the gaze direction of a user to any location within the immersive
360° surrounding. Our method is based on subtle gaze direction
which did not include head rotations in previous work. For covering
the full 360° environment and wide field of view, we contribute an
approach for dynamic stimulus positioning and shape variation
based on eccentricity to compensate for visibility differences across
the visual field. Our approach is calibrated in a perceptual study for
a head-mounted display with binocular eye tracking. An additional
study validates the method within an immersive visual search task.
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1 INTRODUCTION
The availability of consumer-level wide field-of-view head-mounted
displays has triggered the “third wave” in the field of Virtual Real-
ity (VR) and continuously brings more immersive applications to
the consumer. Current GPUs and 360° cameras enable richer ren-
dered and captured content than ever experienced before. However,
presentation quality of the virtual environment and the resulting
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perceived impression for the user is still far away from perceiving
reality. As a result a user in VR might quickly feel overstrained
and miss intended actions and processes within the application, e.g.
when directing the attention to a non-intended part of the virtual
surrounding.

In this work, we present immersive subtle gaze guidance, a real-
time image processing technique for wide field-of-view displays
which unobtrusively grabs the user’s attention and triggers refocus-
ing the view to any selected target location in the 360° environment.
Thus, the method can be used to assist the viewer in orientation and
navigation in the virtual surrounding without reducing immersion.
The method works independent from the presented scene content
and is therefore generally applicable. Our method is based on previ-
ous work on subtle gaze guidance but includes significant changes
in the presented guidance stimulus in order to enable guidance
across the full field of view.

In particular, we contribute:

• a model for shape adjustment of the guidance stimulus based
on eccentricity

• dynamic stimulus positioning including the user’s head ro-
tation and gaze direction

• results from three perceptual studies for calibration and val-
idation of the immersive subtle gaze guidance model.

The paper is structured as follows: First, Section 2 discusses
related work on visual gaze guidance. Section 3 gives few details
on the gaze direction method we build upon, and then describes
our extensions for use in immersive environments. In Section 4,
two experiments are conducted to determine perception–driven pa-
rameters of the proposed method, in particular eccentricity–based
stimulus size. Next, Section 5 presents a user study to validate our
findings from the previous experiments in a search task. Section 6
gives a discussion and conclusions on our findings as well as possi-
ble directions for future research.

2 RELATEDWORK
Under normal circumstances attention is guided by visual features
as well as the task of the user. This property is exploited for passive
gaze prediction. Strategies for gaze guidance are aiming for steering
attention to a specified target location which can differ significantly
from the natural fixation location. Therefore, visual gaze guidance
requires altering the visible scene content.

A great deal of work exploits gaze direction techniques to guide
the users’s attention in graphical interfaces [Andrist et al. 2017],
training applications [Andrist et al. 2017], driving assistance [Po-
marjanschi et al. 2012] and visualization [de Koning and Jarodzka
2017]. Approaches can be classified by the visibility of the used
guidance stimulus into overt and subtle gaze direction methods.

https://doi.org/10.1145/3119881.3119890
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2.1 Overt Gaze Direction
Overt Gaze Direction (OGD) makes usage of a global image trans-
formation to trigger a saccade towards the target location. Explored
methods make use of blur [Hata et al. 2016; Jarodzka et al. 2013;
Lintu and Carbonell 2009], highlighting [Khan et al. 2005], saliency
adjustment [Dorr et al. 2008; Sato et al. 2016; Vig et al. 2011], or add
a clearly recognizable image overlay such as arrows [Lin et al. 2017],
leader lines [Hoffmann et al. 2008], or funnel [Biocca et al. 2007]
directing to the target location. Kosara et al. [2002] introduce the
semantic depth-of-field for guidance based on the observation that
gaze is attracted by high frequencies. Cole et al. [2006] use stylized
rendering including desaturation and blur for non-target regions
guiding the view in static images. For guidance in immersive 360°
videos Lin et al. [2017] present the autopilot technique which ro-
tates the view automatically to the most salient object. Although
OGD methods often provide high success rates, they might be not
applicable as they disturb the overall viewing experience [Gutwin
and Fedak 2004].

2.2 Subtle Gaze Direction
Subtle Gaze Direction (SGD) tries to keep the visibility of the guid-
ance stimulus to a minimum. Such stimuli are designed to be only
perceivable in the periphery of the visual field and usually disap-
pear when directly looking at them. Barth et al. [2006] enable gaze
guidance for videos by augmenting the video with small bright red
dots appearing at the target location exploiting the fact that sudden
object onsets in the periphery attract attention. Sheikh et al. [2016]
present gaze guidance for 360° videos using filming techniques
such as motion, audio cues or actor gestures which turned out to be
effective if applicable for the respective video content. Bailey et al.
[2009] introduce a more subtle, yet effective gaze guidance strategy.
The authors apply temporally varying image space modulations in
the luminance channel of a static image to guide a viewer’s gaze
through the scene without interrupting their visual experience.
The principle has been successfully applied to increase search task
performance in desktop settings [McNamara et al. 2009] and for
projection-based AR [Booth et al. 2013] as well as to direct gaze in
narrative art [McNamara et al. 2012]. A closely related approach
applies static image space contrast and lightness modulation in
CIE L*a*b space to chosen image parts of video sequences [Veas
et al. 2011]. Lu et al. [2014] use a visual cue overlaying the image
and test attributes such as transparency, size and shape to evaluate
scene-dependent parameter sets based on the present amount of
clutter. Waldin et al. [2017] present passive SGD for desktop mon-
itors with high refresh rate displays. The method uses dynamic
flicker frequencies calibrated across the visual field so that visibility
of a stimulus can be controlled without eye tracking just by its size
and flicker rate. In contrast to the latter approach, we model stim-
ulus thresholds for wider eccentricities using immersive displays
and include guidance to potentially invisible target locations.

2.3 Immersive Environments
Previous approaches have been mostly used to guide users for
non-immersive applications on displays providing a rather narrow
field of view. Waldin et al. [2017] explore eccentricities up to 30°
in their work. To the best of our knowledge we are the first to

explore SGD visibility thresholds for a eccentricities up to 45° hor-
izontally and vertically to optimize SGD for Virtual Reality and
Augmented Reality applications. Many existing SGD methods mea-
sure the current gaze location of the viewer by eye tracking and
control location and visibility of the guidance stimulus accordingly.
Such gaze-contingent methods turned out to be very successful
for subtle gaze guidance [Booth et al. 2013; McNamara et al. 2009,
2012]. Passive methods replace eye tracking by a saliency estimator
[Dorr et al. 2008] to approximate the viewer’s current gaze location.
Removing the eye tracker from the pipeline reduces guidance pre-
cision but is useful when guiding many viewers at the same time
[Waldin et al. 2017].

Our approach is designed to guide the viewpoint of a single per-
son wearing an immersive AR/VR headset with high precision and
as subtle as possible. Recently, more devices including eye tracking
have been accessible [Stengel et al. 2015]. Reasoned by the many
advantages given by precise, low-latency eye tracking such as gaze-
contingent rendering [Weier et al. 2017], we follow this path when
steering the stimulus location and visibility. Hence, our immersive
gaze direction technique extends previous SGD techniques [Bailey
et al. 2009; Booth et al. 2013] in order to allow guidance to target
locations at arbitrary eccentricities in the periphery and even to
locations outside the visible visual field.

3 METHOD
The original SGD technique has been developed for a desktop envi-
ronment [Bailey et al. 2009]. We extend this approach by adding
stimulus shape variation in order to enable stimuli presentation
at greater eccentricity and dynamic stimulus positioning to allow
for guidance to locations outside the current field of view, in the
following described as external target locations.

3.1 Subtle Gaze Direction Stimuli
In the original method, the guidance stimulus is set to a fixed 2D
target location on the screen where the user’s gaze should be moved
to. The stimulus is shown as a circular region of 0.76° visual angle
in which the original color of underlying pixels smoothly alternates
between 9.5 % black or white with a frequency of 10 Hz (luminance
modulation) [Bailey et al. 2009]. As an alternative a warm–cool
color modulation computed from the original color mixed with
red/blue has been tested but resulted in a weaker guidance per-
formance. Hence, we make use of luminance modulation using
the same frequency and modulation intensity for high success in
gaze guidance. A radial gaussian fall-off is used to smoothly blend
the stimulus into the surrounding image area. To keep stimuli as
subtle as possible, the effect was switched off as soon as the user
performed a saccade with a maximum of 10° deviation towards the
target. A stationary eye tracking system was used to track the users’
gaze in real–time.

3.2 Immersive Subtle Gaze Guidance
Two properties being key for immersive applications prohibit direct
usage of the original SGD method in VR:

(1) The enlarged field of view. in immersive environments invali-
dates usage of simple circular stimuli. Caused by the perspective
projection circular objects in the far periphery of the users’ sight
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would result in thin-shaped ellipses as seen from the users’ point
of view.

(2) Increased navigational abilities. of users, i.e. turning the head
into different directions and greater eye motion to orient in the
scene, introduce the possibility for external target locations.

Our method introduces dynamic stimulus shape adaptation to
counteract (1) and dynamic stimulus positioning to induce head
rotations towards external targets (2).

Dynamic Stimulus Shape Adaptation. The problem of augment-
ing a rendered frame with a simple circular shape is that it would
only be perceived as such when being viewed in a perpendicular
direction, i.e. in the central region in case of HMDs. In outer regions
the shape would appear strongly distorted as depicted in Fig. 1a–b.
Therefore, the circular shape of the stimulus must be adapted, i.e.
elongated towards the periphery, to instead be perceived circular
as in Fig. 1c–d.

(a)

→

(b)

(c)

→

(d)

Figure 1: (a) Five equal-sized circles on a plane straight in
front of the viewer. (b) With increasing eccentricity the cir-
cles appear squeezed when being viewed from the viewer’s
perspective. (c–d) The same example with perspectively cor-
rected shapes.

Assuming the stimulus is generated in a fragment shader with
the current gaze–to–stimulus angular distance e (aka eccentricity)
being available as uniform input, given in radians. First, the an-
gle between eye–to–target direction dtarдet and eye–to–fragment
direction df raдment is calculated via dot product. This angle is
then scaled by the eccentricity–dependent stimulus size s(e) and
smoothed with a sigmoid-like function f to get the fragment’s
stimulus intensity

ist imulus = f

( arccos(| |dtarдet | | · | |df raдment | |)

s(e)

)
(1)

with f , in our case being the OpenGL function smoothstep, that
applies Hermite interpolation between 1 and 0. Afterwards, stimu-
lus color and frame color interpolation is applied identical to the
original implementation.

Dynamic Stimulus Positioning. For external target locations, e.g.
behind the user, it is not sufficient anymore to only steer the user’s
eyes. Instead we need to induce a rotation of the head or even the
whole body. We, therefore, introduce another modification that
dynamically adds motion to the stimulus. More precisely, the stim-
ulus performs a repeated motion towards the screen edge, in which
direction the user should turn to reach the target, as depicted in
Fig. 2. First, the 3D target location dtarдet is projected on it’s 2D

Figure 2: Stimulus (blue)moves out of the user’s field of view
to induce a head rotation towards the target (orange).

position ptarдet in the image plane via the current projection ma-
trix, and clamped (p′clamped ) to the virtual view frustum bounds via
division by the maximum of its absolute component values (maxAb-
sComp). If the target location is behind the virtual camera the value
is negated (pclamped ). We then project pclamped back using the in-
verse of the projection matrix to get the corresponding 3D direction
dclamped . Now we select the start direction of the motion dstar t
as the (in camera space) forward direction df orward = (0, 0,−1)
rotated (Mrotation ) about an angle α towards dclamped . Finally
the moving stimulus position pst imulus is a time–driven linear
interpolate (lerp) of dstar t and dclamped :

p′clamped = ptarдet /maxAbsComp(ptarдet ) (2)

pclamped = p
′
clamped ∗ sign(df orward · dtarдet ) (3)

dstar t = Mrotation ∗ df orward (4)
pst imulus = lerp(dstar t ,dclamped , t) (5)

with t ∈ [0, 1] being the fractional part of the current time in
seconds. The rotation axis of the matrix Mrotation is derived via
cross product of df orward and dclamped . A fixed angle of α = 35°
turned out to be an appropriate value in all our experiments.

4 PERCEPTUAL STUDY
A first study was conducted to estimate the stimulus size distri-
bution s(e) for different users and across the available range of
eccentricities in a VR headset. To account for static as well as dy-
namic scenarios, the study was split into two corresponding parts.
For the first part a fully static scene was used, with all objects
staying at a fixed position within the users visual field. During the
second part, again a mostly static scene was used, but this time
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participants had to move and turn around in order to complete the
given task.

4.1 Static Scenario
The first and static scenario calibrates gaze guidance for such vir-
tual environments that do not require large head movements. 12
participants, recruited at a local university, volunteered to take part
in this experiment – 3 female and 9 male, aged 26 to 48. Familiarity
with VR was reported very low to not existing for all participants.
None of them reported any experience with eye tracking.

A possible example applicationmight be a virtual museum.While
virtually staying in front of a painting or sculpture and listening to
a description of the exhibit, gaze guidance might be used to assist
the viewer by guiding his gaze unobtrusively towards the currently
described parts. Therefore, subtle gaze guidance allows to maintain
the immersion inside the virtual world and contrasts strongly to
highlighting techniques which, for example, add a solid 3D marker
to the target region or manipulate the user’s orientation [Lin et al.
2017].

Experiment Setup. We used the SMI Eye Tracking HMD based on
the HTC Vive to present the virtual environments to participants.
The contents were shown using a custom built in–house OpenGL
renderer, utilizing the OpenVR SDK1 to provide basic HMD func-
tionalities and the iViewHMD-HTC SDK2 for 250Hz binocular eye
tracking. The iViewHMD-HTC SDK provides a 5–point calibration
procedure (simultaneously for both eyes), which we have integrated
and used to calibrate the eye tracking system at the beginning of
every experiment. We performed the experiments on a desktop
computer with an Intel(R) Core(TM) i7-6700 CPU and an NVIDIA
GeForce GTX 970 GPU.

Figure 3: (Top) Virtual environment set-up for static sce-
nario as seen by participants. (Bottom) Insets of exemplary
stimulus on the 3rd right sphere, shown for white (left) and
black (right) interpolation (effect exaggerated for depiction).

The virtual environment, as depicted in Fig. 3a, contained 19
equal sized floating spheres at fixed positions relative to the par-
ticipant’s head position and orientation. The small sphere in the
middle was placed virtually 1.5m in front of the user’s head, i.e.
in front of a virtual camera without eye offset. Further spheres

1https://github.com/ValveSoftware/openvr
2https://web.archive.org/web/20161216214330/http://update.smivision.com/
iViewHMDHTCscripts/ReleaseNotes.html

were placed every 5° visual angle (until 45°) horizontally in both
directions starting from the small sphere, covering 90° horizontal
visual field of view. The position of all spheres was kept constant
relative to the participant’s head during the whole experiment.

Procedure. Participants were seated on a swivel chair, wearing
the eye-tracking VR headset. First, the task was explained to the
participants: Their goal is to determine the required stimulus size
at each sphere’s position for which the stimulus becomes just no-
ticeable when looking straight at the small sphere in the center.
The stimulus size was initialized with zero at all spheres’ posi-
tions. The participants have been asked to, for one sphere at a time,
slowly increase the stimulus size until the stimulus becomes per-
ceivable. Using a common keyboard, the stimulus diameter could
be increased and decreased via up and down arrow keys, with a
step size of 0.02° visual angle. When satisfied with the stimulus size
for a certain sphere, they could switch to the next one. Switching
between spheres was done via left and right arrow keys. The stimu-
lus size of a sphere was automatically saved when switching to a
different one and restored upon return. Finally, they were reminded
to look straight at the small sphere for the whole time. They were
allowed to look around and relax their eyes directly after switching
to a new sphere, i.e. before again starting to increase stimulus size.
The experiment was stopped if they found a threshold for every
visible sphere’s position. Due to inter–individual differences, espe-
cially in interpupillary distance, some participants were not able to
see the outermost spheres through the HMD’s lenses. We, therefore,
excluded the two outermost spheres (45°) from the dataset.

4.2 Dynamic Scenario
The second, dynamic scenario was conducted to cover applications
that do require a significant amount of dynamic user movement
within a mostly static virtual environment. 17 participants took
part in this experiment – 5 female and 12 male, aged 22 to 48 – of
which 3 were also part of the first experiment. Familiarity with VR
was reported very low to not existing for all participants, again.
Also, none of them reported any experience with eye tracking.

Here, a possible application might be visual inspection training
for aircrafts. Gaze guidance could be activated after some time
of unsuccessful search for defects. This way, unexperienced users
would be supported while retaining a high degree of immersion.

To get a high degree of user movement, we have designed an
endless search task that serves as ’background task’ during the
second experiment. This way, by keeping participants searching
(rotating their heads and eyes), we are able to estimate the required
stimulus size during such user movements.

Experiment Setup. We used the same hardware and software
setup as for the static scenario, described in Sec. 4.1.

The virtual environment was generated as shown in Fig. 4a–b. It
was populated by randomly selecting and duplicating four template
objects (see Fig. 4c pyramid to sphere) 200 times. Then an additional
sphere was added only once and all objects are shuffled, including
object position, orientation and color. Fig. 4b shows a view from
above that reveals an exemplary arrangement of all objects in a
270° portion of a spherical segment centered at the user. All objects
had a virtual size of 20 × 20 × 20 cm and a distance to the observer

https://web.archive.org/web/20161216214330/http://update.smivision.com/iViewHMDHTCscripts/ReleaseNotes.html
https://web.archive.org/web/20161216214330/http://update.smivision.com/iViewHMDHTCscripts/ReleaseNotes.html
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Figure 4: (a) Virtual environment for dynamic scenario from
participant’s view. (b) The view from above reveals the ar-
rangement around the user. (c) Sphere and further template
objects for duplication: cone, cube, cylinder and pyramid.

of 3–4m. A 90° segment behind the participants was left empty so
they do not need to fully turn around during the study.

Procedure. Participants were again seated on a swivel chair, wear-
ing the eye tracking HMD and the 5 object templates were shown
as in Fig. 4c. This time their task was twofold: First, they should
search for a sphere (shown at the bottom of Fig. 4c) which is hidden
somewhere in between multiple duplicates of the other four objects.
Second, they were asked to press the space bar on the keyboard as
soon as they perceive the stimulus either in the left or right part of
their peripheral vision. The stimulus was randomly placed left or
right of the participants’ current tracked gaze direction, starting
with an offset of 5°. Its size slowly increased automatically until the
space bar was pressed. Then the current size was saved together
with the current offset and was reset to zero to continue. The same
offset was used five times and was then increased by 5°, up to a
maximum offset of 40°. The experiment supervisor was able to see
the participants’ gaze on the desktop screen at real–time. He re–
started shuffling all objects’ position, orientation and color when
a participant found the sphere. This guarantees, that participants
were constantly searching, looking around and thus maintaining
a high degree of head and eye movement during the experiment.
The experiment was stopped when the fifth stimulus for the largest
offset was found.

4.3 Results
Static Scenario. Fig. 5a (orange) shows the accumulated measure-

ments of all participants in groups for the tested eccentricities (left
and right stimuli are combined). Confirming our expectations based
on previous findings on visual acuity [Strasburger et al. 2011] the
collected data points reveal a direct linear correlation between stim-
ulus size and eccentricity. Hence, we fit a linear function sstatic (e)
into the data points (mean square error = 0.5965) resulting in the
following equation for the eccentricity–dependent stimulus size

sstatic (e) = 0.0098e + 0.1009°. (6)

Dynamic Scenario. The measurements of the dynamic scenario
are again shown accumulated over all participants and grouped for
the distinct tested eccentricities, as shown in Fig. 5a (blue). Similar
to Sec. 4.3 the results closely resemble a linear function. We again
fit a linear function sdynamic (e) into these collected data points
(mean square error = 0,2818) resulting in

sdynamic (e) = 0.0076e + 0.289°. (7)

(a)

(b)

Figure 5: (a) Distribution of measured stimulus size thresh-
old for static (orange) and dynamic (blue) scenarios, over-
laid with corresponding linear fits sstatic (e) and sdynamic (e).
(b) Trial duration distribution of visual search task with-
out (blue) and with (orange) active gaze guidance. Black
frames mark challenging cases. Both figures show accumu-
lated data from all participants, as box–and–whisker plots
including minimum, maximum, median (–) and mean (×).
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5 USER STUDY
The final study evaluates the effectiveness of our method within a
visual search task. For this experiment the gaze guidance stimulus
size could no longer be manipulated by the participants. Instead,
to validate our previous findings, it was configured based on the
results of the previous experiment in Sec. 4.3, given in Eq. 7. We
used the same virtual environment as for the dynamic scenario
(Sec. 4.2). Again, the hardware and software setup was identical to
previous studies (Sec. 4.1). Our participants in this third experiment
were the same 17 people as in the second (dynamic) experiment.

5.1 Procedure
Participants were again seated on a swivel chair, wearing the eye
tracking HMD and the 5 object templates were shown. The partic-
ipants’ task was to find the sphere and hit the space bar as soon
as they have found it. For this experiment pressing the space bar
directly started shuffling all objects’ position, orientation and color.
Overall the participants had to find 20 spheres. The ordering of
the 20 trials as well as the state (position, orientation, color) of the
objects within each trial, were identical for all participants. During
the first 10 trials gaze guidance was completely deactivated and
no stimulus was shown at any time. During the last 10 trials gaze
guidance was activated and always targeted at the sphere, i.e. the
stimulus was superimposed at the sphere’s center. Participants were
informed at the start of the first trial with activated gaze guidance.
Both sequences contained a challenging trial as shown in Fig. 6. For
each frame of each of the 20 trials the time since experiment start,
gaze direction and gaze-to-target angular distance was saved.

Figure 6: Challenging trials of the visual search task due to
occlusion. (top) Pink sphere behind yellow pyramid, with-
out gaze guidance and (bottom) yellow sphere behind blue
cube, with gaze guidance.

5.2 Results
The collected data is then analyzed in terms of how long participants
needed to find the individual spheres during the visual search task,
for which the resulting distribution is shown in Fig. 5b. For the
general case, only a slight improvement in detection speed can

be identified. Nevertheless, the data reveals great benefit when
guiding users towards “hidden” objects such as in Fig. 6. For these
challenging trials (7 vs. 15) we can see significant improvement
in Fig. 5b (black frames). Without gaze guidance, a multiple of the
average time was spent to find the target. For trial 7 the average
duration was 36,07 s which is more than two standard deviations
(σ = 10, 16 s) above the mean duration of all trials (10,48 s). Trial 15
took only 8,20 s in average, which is even slightly below the overall
mean.

Fig. 7, exemplarily, shows recorded gaze-to-target angular dis-
tance of a single user over time (all 20 trials). As can be seen, the
angular distance starts roughly between 100° and 200° at the begin-
ning of each trial, and then decreases towards zero (target found).
Besides the overall slightly reduced search times, trials with guid-
ance follow a mostly monotonic drop once the direction towards
the target is found, i.e. the stimulus successfully influenced the
viewers attention. In contrast, trials without guidance show some
local minima, corresponding to overlook and miss a target at a
certain distance. This can be seen especially for the first, not gaze
guided, challenging case (left framed trial in Fig. 7).

6 DISCUSSION AND CONCLUSION
The results of the final user study validate applicability of subtle
gaze guidance in immersive environments, but possible gain in user
performance strongly depends on the present scenario (static vs.
dynamic) as well as the given task (general vs. hidden object search).
Already the results of the perceptual study show that parameters
need to be carefully adapted to scene complexity. Also motion
within the scene will most probably influence guiding performance,
as movements – especially motion onsets – are known to strongly
affect attention.

The slight improvements for “general search” compared to the
significant performance increase for “hidden object search” reveals
a strong dependency on the selected task. One reason for the slight
improvement for moderately visible search targets might be lim-
ited complexity of the provided test scenario, so that the target
object could be spotted more efficiently than expected. Although
the chosen environment involves of a certain amount of complexity,
there are certainly more complex and (in terms of attention) more
challenging scenarios.

In conclusion, we have presented an extended version of the
subtle gaze direction method to open up this technique to a wide
field of view and full 360° surroundings, within immersive virtual
environments. First, we proposed a model for dynamic shape adjust-
ments of the gaze guidance stimulus, to compensate for perceived
distortions due to perspective projection of far peripheral image re-
gions. Second, we introduced dynamic stimulus positioning to also
guide the user’s head orientation towards external target locations.
We, afterwards, conducted and evaluated two perceptual studies
to derive appropriate stimulus size parameters for static as well as
more dynamic scenarios. Finally, a user study was conducted to
validate our method in a search task context. The final results show
that gaze guidance in immersive environments can be achieved
with our presented method.

In future work we would like to investigate scenes with a higher
degree of dynamic movements, to see to which extent a flickering
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Figure 7: Exemplary data of a single participant showing angular distance from gaze to target over time. 19 thin peaks mark
onset of a new object for visual search without (blue) and with (orange) active gaze guidance.

stimulus can bear up against moving objects in the close surround-
ing. Besides this, the method’s performance should be evaluated in
scenarios that include objects which by themselves already strongly
attract viewers’ attention. Also further applications await their
chance to take advantage of this new opportunity, e.g. to replace
visual distractors by a subtle stimulus during reorientation phases
in the context of redirected walking. Additionally, applicability to
other virtual environment systems, such as dome or cave environ-
ments need to be evaluated.
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