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[1] We examine six different coupled climate model simulations to determine the ocean
biological response to climate warming between the beginning of the industrial revolution
and 2050. We use vertical velocity, maximum winter mixed layer depth, and sea ice
cover to define six biomes. Climate warming leads to a contraction of the highly
productive marginal sea ice biome by 42% in the Northern Hemisphere and 17% in the
Southern Hemisphere, and leads to an expansion of the low productivity permanently
stratified subtropical gyre biome by 4.0% in the Northern Hemisphere and 9.4% in the
Southern Hemisphere. In between these, the subpolar gyre biome expands by 16% in
the Northern Hemisphere and 7% in the Southern Hemisphere, and the seasonally
stratified subtropical gyre contracts by 11% in both hemispheres. The low-latitude
(mostly coastal) upwelling biome area changes only modestly. Vertical stratification
increases, which would be expected to decrease nutrient supply everywhere, but increase
the growing season length in high latitudes. We use satellite ocean color and
climatological observations to develop an empirical model for predicting chlorophyll
from the physical properties of the global warming simulations. Four features stand out in
the response to global warming: (1) a drop in chlorophyll in the North Pacific due
primarily to retreat of the marginal sea ice biome, (2) a tendency toward an increase in
chlorophyll in the North Atlantic due to a complex combination of factors, (3) an increase
in chlorophyll in the Southern Ocean due primarily to the retreat of and changes at the
northern boundary of the marginal sea ice zone, and (4) a tendency toward a decrease
in chlorophyll adjacent to the Antarctic continent due primarily to freshening within the
marginal sea ice zone. We use three different primary production algorithms to estimate
the response of primary production to climate warming based on our estimated
chlorophyll concentrations. The three algorithms give a global increase in primary
production of 0.7% at the low end to 8.1% at the high end, with very large regional
differences. The main cause of both the response to warming and the variation between
algorithms is the temperature sensitivity of the primary production algorithms. We also
show results for the period between the industrial revolution and 2050 and 2090. INDEX
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1. Introduction

[2] A wide range of coupled climate models (Atmo-
sphere-Ocean General Circulation Models, or AOGCMs)
have been developed in order to investigate the response of
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the physical ocean-atmosphere system to increased green-
house gases and aerosols [Cubasch et al., 2001]. The
primary motivation for the study described in this paper
is to examine those aspects of AOGCM simulations that
we believe are most relevant to determining how ocean
biology will respond to global warming. These simulations
of global warming predict oceanic temperature increases;
dramatic changes in oceanic stratification, circulation, and
convective overturning; and changes in cloud cover and
sea ice and thus light supply to the surface ocean. It is very
likely that such changes will cause significant alterations in
the biology of the oceans [Denman et al., 1996; Cox et al.,
2000; Bopp et al., 2001; Boyd and Doney, 2002]. Of the
three classes of impacts, (1) warming, (2) light supply
response to changes in cloudiness and mixed layer thick-
ness, and (3) reduced nutrient supply due to increased
vertical stability and reduced vertical exchange, warming
and light supply affect photosynthesis directly, while
increased stability and reduced vertical exchanges have
an influence on ocean ecology through reduced nutrient
supply. In addition, an increase in stability will have
significant impacts in higher-latitude regions where deep
mixing over much of the year presently forces phytoplank-
ton to spend too much time at depths where the light
supply is inadequate for photosynthesis. We attempt here
to provide an objective measure of the range of responses
to climate warming using a suite of relevant model
diagnostics for a set of six different warming simulations
with AOGCMs.
[3] We chose seven diagnostics to include in this study.

The first three are sea surface properties: temperature,
salinity, and density. Temperature is important because it
directly impacts physiological processes. In addition, we
use regional variations in temperature, salinity, and density
as indicative of relevant water mass differences. We have in
mind particularly such features as colder temperatures
associated with processes such as upwelling or deep mix-
ing, which would tend to have high nutrient supply rates;
and fresh surface waters, which tend to be associated with
high stratification and low nutrient supply (or higher
nutrient supply if near river mouths). The next three
diagnostics are directly related to nutrient supply to the
euphotic zone: upwelling at the model layer that is closest
to 50 m, vertical density gradient between the two model
layers that span 50 m, and mixed layer depth. The seventh
diagnostic is the extent of sea ice cover, since regions
covered by sea ice during at least part of the year tend to
have a unique ecology that differs from areas that are
always ice free. The seasonal productivity cycle in marginal
sea ice zones is strongly affected by meltwater during the
period of ice retreat. The reduced salinity creates a stable,
shallow surface layer that supports a sharp seasonal pulse
of primary productivity [Smith et al., 2000; Hiscock et al.,
2003].
[4] As the results of the models were analyzed, it became

evident that it would be useful to have a biological model
that could be used to predict the biological response to the
physical changes predicted by the AOGCMs. Among the
approaches that can be taken to do this are (1) mechanistic
models of marine biology that directly predict the biological

response; (2) inferring the response by seeking for climate
response patterns in the AOGCMs that are similar to
observed modes of interannual variability such as the El
Niño/Southern Oscillation or Pacific Decadal Oscillation;
and (3) developing empirical models based on observational
constraints on the chlorophyll and primary production
distributions. Oceanographers have put considerable effort
into the first of these three approaches [e.g., Fasham et al.,
1990, 1993; Maier-Reimer, 1993; Sarmiento et al., 1993;
Aumont et al., 1999; Cox et al., 2000; Bopp et al., 2001;
Christian et al., 2002a, 2002b; Moore et al., 2002]. How-
ever, the mechanistic models used in such studies are still in
the early stages of development and are difficult to validate.
In addition, while at least two groups have already included
biological models in their AOGCMs [Cox et al., 2000;
Friedlingstein et al., 2001; Dufresne et al., 2002] and many
are working to do so at present, not all have done so,
including most of the groups participating in this study.
Furthermore, the biological models differ from case to case,
which makes it difficult to separate differences in physical
responses from differences in biological models. For pur-
poses of this study, we preferred to use a common meth-
odology to estimate the biological response to climate
warming.
[5] The second approach of inferring future behavior

from interannual variability such as that summarized by
Boyd and Doney [2002] suffers from the limitation that it
can only be applied in situations where the patterns of
global warming actually correspond to patterns of interan-
nual variability. The warming pattern associated with
increases in greenhouse gases in model simulations has
been shown to be quite different from any of the variability
modes [Manabe and Stouffer, 1996; Stone et al., 2001],
although one can see Corti et al. [1999] for a different point
of view. Even if it turned out that there is a strong
correlation between patterns of warming and patterns of
interannual variability, none of the AOGCMs considered
here do very well at simulating the largest mode of
interannual variability, the El Niño/Southern Oscillation
[McAvaney et al., 2001].
[6] The approach that we take here is to develop a

statistical model based on primary production measure-
ments, the global chlorophyll distribution inferred from
satellite color observations, the model variables that we
analyze as part of our AOGCM intercomparison exercise,
and the observed counterparts to the model variables. This
approach, which has a long history, is essentially that
advocated by Platt and Sathyendranath [1988] (compare
synthesis by Platt and Sathyendranath [1999]). We use
empirically based primary production models that estimate
primary production as a function of temperature, light
supply, euphotic zone depth, and chlorophyll concentra-
tion. The chlorophyll concentration is obtained using a
statistical model that we develop here based on a multiple
linear regression of the log of the satellite-based global
chlorophyll distribution to observed variables. Before
regressing the statistical model against the variables, we
divide the world into a set of biomes, which are further
subdivided into biogeographical provinces within each of
which we develop a separate statistical model. The
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model-predicted variables from the AOGCM global
warming and control simulations are then used to predict
the shift in the biogeographical province boundaries, and,
within each new biogeographical province, what the
future chlorophyll distribution would be. The predicted
chlorophyll distributions are then used to calculate the
primary production.
[7] The next section provides information on the six

AOGCMs used in this study and describes the physical
diagnostics obtained as part of this study. This is followed
by a section that describes first our proposed biome and
biogeographical province classification scheme, then the
primary production and statistical chlorophyll models. Sub-
sequent sections describe the climate response results and
then discuss the overall findings.

2. Description of Models and Model Diagnostics

[8] Table 1 lists the six coupled climate models
(AOGCMs) included in this study and provides references
to papers describing them. The nomenclature of the partic-
ular AOGCM experiment (second column of Table 1) is
based on that given by Cubasch et al. [2001]. Table 2 gives
a brief description of the six AOGCMs. All the models
use the IS92a greenhouse gas radiative forcing scenario
[Leggett et al., 1992] except for GFDL, which uses a 1%
per year CO2 increase after 1990 (similar to IS92a) and

IPSL, which uses the SRES A2 scenario (also similar to
IS92a [Nakicenovic et al., 2000]). All of the models include
direct radiative forcing of sulfate aerosols except for
CSIRO and IPSL. The HADLEY and MPI models also
include indirect forcing of sulfate aerosols as well as
forcing from tropospheric ozone changes. Three of the
models employ the flux adjustment method for preventing
model drift. The shortest simulation, that for MPI, ends in
2049, which limits our analysis of that model to the middle
of this century.
[9] Table 3 summarizes a set of climate response varia-

bles from those AOGCMs for which they are available
[Cubasch et al., 2001], and Figure 1 shows the time history
of the global mean surface air temperature for all six
models. The ‘‘effective equilibrium sensitivity’’ for a CO2

doubling ranges from a low of 2.2�C for the NCAR model
to a high of 4.2�C for the GFDL R15a model (a predeces-
sor to the R15b model but with similar sensitivity). The
IPSL CM-2 AOGCM did not perform the effective equi-
librium sensitivity analysis, but the mixed layer ocean
equilibrium warming responses given in the next row show
that it falls within the range of the other models. The results
shown in Figure 1 are broadly consistent with this behavior,
although it should be noted that heat storage in the ocean
will have an impact on the time evolution shown in the
figure [Raper et al., 2002]. This set of AOGCMs is
reasonably representative of the overall range of climate
responses summarized in the IPCC 2001 Third Assessment
Report [Cubasch et al., 2001].
[10] The sea surface temperature, salinity, and density

diagnostics are all obtained from the uppermost layer of
each model. The upwelling is from the model layer that is
closest to 50 m (see Table 4 for actual depths). The vertical
density gradient is calculated between the two model layers
whose interface is closest to 50 m (see Table 4). The mixed
layer depth is defined as the depth at which sq is 0.1 units
above the surface value, except in the MPI model, where it
is given by a prognostic mixed layer model. The seven
diagnostics, including the sea ice cover extent, were

Table 1. Models Participating in This Study

Group Model Experiment References

CSIRO CSIRO G Hirst et al. [2000],
Matear et al. [2000]

GFDL GFDL R15_b Dixon et al. [2003]
HADLEY HadCM3 GSIO Johns et al. [2003]
IPSL IPSL-CM2 A2 Dufresne et al. [2002]
MPI ECHAM4/OPYC3 GSIO Roeckner et al. [1999]
NCAR CSM 1.3 GS Boville et al. [2001],

Dai et al. [2001]

Table 2. Description of Model Simulations

Group Scenario Resolutiona
Horizontal

Mixing Schemeb
Flux

Adjustment
Starting and
Final Year

CSIRO historical equivalent CO2 to 1990 then
IS92a to 2082 and constant thereafter

3.2 � 5.6 L21 G-M yes 1881–2100

GFDL historical equivalent CO2 to 1990 then
1% CO2 (approx IS92a) + direct effect of sulfate aerosols

4.5 � 3.7 L12 isopycnal + Horizontal
background

yes 1866–2095

HADLEY historical greenhouse gases to 1990,
then IS92a + direct + indirect effect of
sulfate aerosols + tropospheric ozone changes

1.25 � 1.25 L20 G-M no 1860–2100

IPSL CO2 emissions: historical to 1990 then SRES A2 scenario
(http://ipcc-ddc.cru.uea.ac.uk/cru_data/
examine/emissions/SRES98a2.html)

2.5 � 4 L31 isopycnal no 1860–2100

MPI historical greenhouse gases to 1990, then IS92a
direct + indirect effect of sulfate aerosols + ozone changes

2.8 � 2.8 L11 isopycnal with diffusion
of layer thickness

yes 1860–2049

NCAR historical greenhouse gases to 1990, then approximately
IS92a + direct effect of sulfate aerosols

2.0 � 2.4 L45 G-M no 1870–2100

aResolutions given are for the ocean component of each climate model. The horizontal resolution is expressed as degrees latitude versus degrees
longitude. The vertical resolution is expressed as Lmm, where mm is the number of vertical layers.

bHorizontal mixing schemes are for the ocean component of each climate model and include isopycnally oriented mixing, geodesic coordinate mixing
(i.e., horizontal), and G-M mixing as described by Gent and McWilliams [1990]. The MPI ocean is an isopycnic coordinate model.
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obtained on a month-by-month basis. However, in what
follows we make use of primarily the annual mean results
averaged over the 21-year period between 2040 and 2060.
The only exception is the MPI model, for which we use
averages over the 10-year period from 2040 to 2049, when
their simulation ends. We also show some results averaged
over the period 2080 to 2100. Most of the model diag-
nostics shown throughout this paper will be the average
change, D, defined as the warming simulation minus the
control climate simulation.

3. Model Analysis Methods

3.1. Biomes and Biogeographical Provinces

[11] Comparison of global data sets on the abundance of
phytoplankton biomass (see Figure 2a, showing chlorophyll
estimated from Sea-viewing Wide Field-of-view Sensor
(SeaWiFS) color observations by J. Yoder and M. Kennelly
(US JGOFS SMP data: Global SeaWiFS chlorophyll, 2001,
available at http://usjgofs.whoi.edu/las/jglas.html?dset=
Global+SeaWiFS+chlorophyll+1998-2000) (hereinafter
referred to as Yoder and Kennelly, online data set, 2001)),
with physical parameters such as upwelling and wintertime
mixing suggests the possibility of dividing the ocean into

major biomes based on physical characteristics. Such a
dynamical approach to defining biomes, which is analogous
to that adopted by Longhurst [1994], makes it possible to
use predictions of climate change models to estimate how
biome boundaries might change in response to climate
warming [Boyd and Doney, 2002]. Some of the obvious
features in the chlorophyll distribution include the tropics,
where high chlorophyll is associated with equatorial and
coastal upwelling regions. Poleward of the equatorial
regions are the low biomass regions of the permanently
stratified subtropical gyres, followed at higher latitudes by
the high biomass regions of the poleward half of the
subtropical gyres, the subpolar gyres, and the marginal sea
ice zone. As Barber [1992] discusses, the best way to
account for these fundamentally different biomes is that
there are differences in the large scale physical processes
that control nutrient supply [cf. Sverdrup, 1955; Reid et al.,
1978; Gargett, 1998]. Neither temperature nor light supply
alone or in combination can account for the observed
patterns in the annual mean chlorophyll distribution.
[12] The starting point for our analysis of the model

variables is to define a set of geographic regions, which
we shall refer to as biomes, based on a set of physical
criteria of nutrient supply rate. Nutrients are generally

Table 3. Climate Sensitivity of Participating Models in �C

CSIRO GFDL HADLEY IPSL MPI NCAR

Mk2 R15a HadCM3 CM–2 ECHAM4/OPYC CSM1.3

Effective climate sensitivitya 3.7 4.2 3.0 2.6 2.2
Mixed layer ocean equilibrium warmingb 4.3 3.7 3.3 3.6

aEffective climate sensitivity is a measure of the strength of feedbacks to 2 � CO2 at a particular time when the model is continuing to warm (see
Cubasch et al. [2001] for a detailed explanation). It would equal the 2 � CO2 sensitivity if the model were in equilibrium.

bMixed layer ocean equilibrium warming is the warming that the atmospheric model gives in response to 2� CO2 when coupled to a mixed layer ocean.

Figure 1. Time-dependent plots of mean surface air temperature for all six coupled climate models. The
red line is the control scenario, the green line is the climate warming scenario, and the black line is the
climate warming scenario minus the control scenario. See color version of this figure at back of this issue.
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depleted or nearly depleted in the surface waters and rich
within the thermocline when there is sufficient light. Lower
biological productivity will thus generally be associated
with downwelling velocities and weak vertical mixing and
convection. Higher biological productivity requires upwell-
ing and strong vertical mixing and convection in order to
supply nutrients. We thus define our model-based biomes
using the sign of the vertical velocity (i.e., whether the water
is upwelling or downwelling) at the model layer nearest to
50 m, and the maximum wintertime mixed layer depth as
defined in Table 4, which we take as an indicator of the
extent of vertical mixing and convection. We also define a
corresponding observationally based set of biomes using
the maximum wintertime mixed layer depth estimates of

Table 4. Calculation of Derived Quantitiesa

Group Upwelling Depth, m Vertical Density Gradient

CSIRO 37.5
sq 65 mð Þ�sq 37:5 mð Þ

27:5 m

GFDL 24.45
sq 85:1 mð Þ�sq 24:45 mð Þ

60:65 m

HADLEY 47.8
sq 67 mð Þ�sq 47:8 mð Þ

19:2 m

IPSL 50
sq 55 mð Þ�sq 45 mð Þ

10 m

MPI 100
sq 100 mð Þ�sq 0 mð Þ

100 m

NCAR 43.75
sq 56:755 mð Þ�sq 43:75 mð Þ

13:005 m

aUpwelling was determined at the model layer interface that was closest
to 50 m. In the case of the MPI model, the depth represents not the
resolution of the model, but rather the depth to which this particular
diagnostic was interpolated and then saved when the model was run. The
annual mean vertical density gradient was calculated by averaging monthly
gradients.

Figure 2. (a) Annual mean SeaWiFS chlorophyll from Yoder and Kennelly (online data set, 2001).
(b) Biome classification scheme calculated using mixed layer depths obtained from observed density and
from upwelling calculated from the wind stress divergence using observed winds. The equatorially
influenced biome covers the area between 5�S and 5�N, and is colored a dirty light blue in areas where
upwelling occurs (labeled ‘‘Eq-U’’ on the color bar) and dark pink in areas where downwelling occurs
(labeled ‘‘Eq-D’’). Outside of this band, the region labeled ‘‘Ice’’ (red) is the marginal sea ice biome, the
region labeled ‘‘SP’’ (yellow) is the subpolar biome, the region labeled ‘‘LL-U’’ (light blue) is the low-
latitude upwelling biome, the region labeled ‘‘ST-SS’’ (dark blue) is the seasonally mixed subtropical
gyre biome, and the region labeled ‘‘ST-PS’’ (pink) is the permanently stratified subtropical gyre biome.
See color version of this figure at back of this issue.
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Levitus et al. [1998] and w obtained using the Ekman
divergence calculated with the winds of Hellerman and
Rosenstein [1983].
[13] The two variables we use to define the biomes have

the virtue of simplicity, but they do not consider the
influence of light supply, which is important in high
latitudes, and of airborne supply of micronutrients and
macronutrients such as iron, which is important in the North
and equatorial Pacific, as well as the Southern Ocean. These
additional factors are accounted for indirectly by separating
the biomes into biogeographical provinces (e.g., the North
Pacific subpolar gyre), which are allowed to differ from
other provinces in the same biome.
[14] We define an equatorially influenced biome as cov-

ering the latitude band between 5�S and 5�N where strong
equatorial upwelling accompanied by lateral transport into
regions of downwelling is a dominant factor in determining
where high biological productivity occurs (see Figures 2b
and 3). The equatorially influenced biome is subdivided into
two biogeographical provinces according to whether the
vertical velocity is upward or downward (in other words, on
the basis of the sign of the vertical velocity, not its
magnitude), and further subdivided by basin. From the
observationally based biome areas shown in Figure 2b
and Table 5, we calculate that the equatorially influenced
biome takes up 10% of the surface ocean area, of which
60% is in the upwelling provinces and 40% is in the
downwelling provinces. Because of the low horizontal
resolution of many of the AOGCMs, the upwelling
provinces occupy an average of 75% of the equatorially

influenced biome in the control simulations, with the
remainder in the downwelling provinces (see Figure 3 and
Table 6). The SeaWiFS average chlorophyll in this biome is
0.21 mg m�3 in upwelling regions and 0.21 mg m�3 in
downwelling regions (Table 5).
[15] Poleward of the equatorially influenced biome, the

SeaWiFS chlorophyll shown in Figure 2a rises from a low
of less than 0.1 mg m�3 in the subtropics to a high in excess
1.0 mg m�3 in the high latitudes of the Northern Hemi-
sphere, and 0.4 mg m�3 in the high latitudes of the Southern
Hemisphere (compare Table 5). The lowest surface chloro-
phyll concentrations occur in the permanently stratified
regions of the subtropical gyres often referred to as the
oligotrophic gyres. These are areas characterized by
downwelling and shallow wintertime mixed layers, which
together limit the supply of nutrients from the thermocline.
We define a permanently stratified subtropical biome as the
region where the annual mean vertical velocity at 50 m is
downward and the maximum wintertime mixed layer depth
never exceeds 150 m. This is by far the largest biome,
occupying 45% of the ocean area as defined by observations
(see Figure 2b and Table 5), and a mean of 38% as defined
by the average of the AOGCM control climate simulations
(see Figure 3 and Table 6). SeaWiFS chlorophyll concen-
tration averages 0.14 mg m�3 in the Northern Hemisphere,
and 0.13 mg m�3 in the Southern Hemisphere (Table 5).
[16] A seasonally mixed subtropical biome of intermedi-

ate chlorophyll concentrations (average = 0.31 mg m�3 in
the Northern Hemisphere and 0.21 mg m�3 in the southern
hemisphere; Table 5) is defined as also having a downward

Figure 3. Biome classifications as determined from the AOGCM control climate variables for each of
the six models. The color scheme and symbols are described in the Figure 2 caption. See color version of
this figure at back of this issue.
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vertical velocity, but with wintertime mixed layers exceed-
ing 150 m. A mixed layer of >150 m is generally deep
enough to penetrate into the high nutrient waters of the
thermocline. The seasonally mixed subtropical biome
accounts for 16% of the ocean area as defined by the
observations (see Figure 2b and Table 5), 15% as defined
by the AOGCM control climate simulations (see Figure 3
and Table 6).
[17] In roughly the same latitude band as the subtropical

gyres, there are also regions of upwelling that occur
primarily along the western margins of the continents.
These are regions of high nutrient supply and thus high
biological productivity, and which sustain some of the

major fisheries of the world. In order to account for these
regions, we define a low-latitude upwelling biome as the
region where upwelling occurs between 35�S and 30�N, but
not including the equatorially influenced biome. The chlo-
rophyll in this biome averages 0.21 mg m�3 in the Northern
Hemisphere, and 0.17 mg m�3 in the Southern Hemisphere
(Table 5). Note that our definition of the low-latitude
upwelling biome is not entirely successful, in that it
includes large areas in the western Pacific and central and
eastern Indian Ocean where upwelling occurs but biological
productivity is extremely low. A major contributor to this
problem is the presence in these regions of the fresh barrier
layer at the base of the mixed layer, which prevents access

Table 5. Total Area of Biogeographical Provinces Determined From Observations, and Geometric Mean SeaWiFS Chlorophyll Within

Each Province

Area, � 1012 m�2 Chlorophyll, mg m�3

Indian Pacific Atlantic Global Indian Pacific Atlantic Global

Northern Hemisphere
Marginal sea ice 1.2 1.9 3.1 1.28 0.97 1.05
Subpolar 12.3 7.6 19.9 0.57 0.71 0.63
Subtropical seasonal 2.8 7.3 10.1 0.31 0.31 0.31
Subtropical permanent 3.1 41.7 18.3 63.1 0.37 0.12 0.16 0.14
Low-latitude upwelling 3.7 8.6 2.3 14.6 0.41 0.13 0.39 0.21

5�S to 5�N
Upwelling 4.6 6.4 2.0 12.9 0.17 0.20 0.40 0.21
Downwelling 2.1 12.8 4.5 19.3 0.20 0.20 0.24 0.21

Southern Hemisphere
Low-latitude upwelling 9.3 6.4 2.2 18.0 0.16 0.13 0.55 0.17
Subtropical permanent 20.2 43.4 18.6 82.2 0.14 0.11 0.16 0.13
Subtropical seasonal 15.7 17.5 8.0 41.1 0.25 0.15 0.26 0.21
Subpolar 7.1 9.4 4.7 21.1 0.24 0.22 0.36 0.25
Marginal sea ice 5.9 4.7 5.5 16.2 0.25 0.34 0.38 0.32
Total 71.7 167.0 82.9 321.6

Table 6. Average Response of Biogeographical Province Areas to Global Warming Averaged Over the Period 2040 to 2060a

Indian Ocean Pacific Ocean Atlantic Ocean Global

Control D %D Control D %D Control D %D Control D %D

Northern Hemisphere
Marginal sea ice 3.8 �1.7 �45.3 3.2 �1.2 �37.5 7.0 �2.9 �41.7
Subpolar 8.5 1.2 13.9 5.5 1.1 19.7 14.0 2.3 16.2
Subtropical seasonal 4.9 �0.7 �13.4 8.8 �0.8 �9.4 13.6 �1.5 �10.9
Subtropical permanent 3.3 0.1 2.3 35.4 1.0 2.9 12.5 0.9 7.4 51.2 2.0 4.0
Low-latitude upwelling 2.1 �0.1 �6.8 10.9 0.2 1.6 4.4 0.0 0.8 17.3 0.1 0.4

5�S to 5�N
Upwelling 4.5 0.5 10.1 14.6 0.2 1.3 4.6 0.1 2.4 23.7 0.7 3.2
Downwelling 2.3 �0.5 �19.5 4.4 �0.2 �4.3 1.3 �0.1 �10.9 7.7 �0.8 �9.7

Southern Hemisphere
Low-latitude upwelling 7.9 �0.1 �0.7 8.7 �0.6 �7.3 3.8 0.2 4.8 20.4 �0.5 �2.5
Subtropical Permanent 15.0 1.1 7.3 37.4 3.6 9.7 13.9 1.5 10.8 66.3 6.2 9.4
Subtropical seasonal 13.8 �0.5 �3.3 12.1 �1.8 �14.7 6.4 �1.2 �18.4 32.3 �3.4 �10.6
Subpolar 8.2 1.5 18.7 12.5 0.4 3.3 7.1 0.2 3.4 27.8 2.2 7.9
Marginal sea ice 8.8 �2.1 �23.7 8.8 �1.5 �16.9 7.8 �0.8 �10.3 25.3 �4.4 �17.2
Total 65.8 161.9 79.3 306.7

aAreas are given in 1012 m2. D is the difference between the model average warming minus control; %D is the per cent change of the averages shown in
the table. The averages are taken over all the AOGCMs except MPI, which was not included because its prognostic mixed layer generally gives much
shallower mixed layers than the potential density-dependent definition used by the remaining models. The basin and global totals of the control simulation
are smaller than the observed areas due to the coarse grid resolution of the models. There is no Atlantic downwelling province in the GFDL model. The
following provinces disappear in the warming scenarios: Pacific downwelling in the GFDL model, Southern Hemisphere Atlantic subtropical seasonal in
the GFDL model, and Northern Hemisphere Pacific marginal sea ice in the CSIRO model.
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to the deep cold waters below [Sprintall and Tomczak,
1992]. This biome accounts for 10% of the ocean area as
defined by observations (see Figure 2b and Table 5) and
12% as defined by the AOGCM control climate (see
Figure 3 and Table 6).
[18] Next, we define a subpolar biome as the regions

north of 30�N and south of 35�S where there is net annual
mean divergent flow at the surface of the ocean, i.e.,
where upwelling occurs. The Northern Hemisphere sub-
polar biome has a mean chlorophyll concentration of
0.63 mg m�3, and the Southern Hemisphere subpolar biome
has one of 0.25 mg m�3 (Table 5). The lower chlorophyll
concentrations of the Southern Hemisphere have been
explained as resulting from iron limitation [Helbling et
al., 1991; Martin et al., 1991; de Baar et al., 1995; Boyd
et al., 1999; de Baar et al., 1999; Boyd et al., 2000; Boyd,
2002]. The subpolar biome occupies 13% of the world ocean
area as defined by the observations (see Figure 2b and
Table 5), and 14% as defined by the AOGCM control
climate simulations (see Figure 3 and Table 6).
[19] Finally, we define a marginal sea ice biome that is

covered by sea ice during some part of the year. This
biome occupies 6% of the world area (most of which is in
the Southern Hemisphere) in the observationally based
analysis of Table 5 (which uses the Alexander and Mobley
[1976] ice pack limits), and 11% in the AOGCM based
analysis of Table 6 (see also Figures 2b and 3, respectively).
The marginal sea ice biome has average chlorophyll con-
centrations of 1.05 mg m�3 in the Northern Hemisphere,
and 0.32 mg m�3 in the iron-impoverished Southern
Hemisphere.
[20] A comparison of our biome definitions with those of

Longhurst [1994] shows a strong correspondence. The
Longhurst polar biome corresponds to our marginal sea
ice biome, his westerlies biome corresponds to the combi-
nation of our seasonally mixed subtropical and subpolar
biomes, and his trades biome corresponds to a combination
of our permanently stratified subtropical and equatorially
influenced biomes. In addition, our low-latitude upwelling
biome is a subset of the Longhurst coastal boundary zone
biome.
[21] A comparison of the geographical distribution of

our biomes with the observed chlorophyll distribution
(Figure 2) shows a strong correlation, but with some differ-
ences that we attribute primarily to the influence of airborne
iron supply on production, particularly in the Southern
Ocean. We attempt to account for the influence of conti-
nental proximity and wind patterns on the iron supply, as
well as for large-scale oceanographic differences such as the
strong stratification of the North Pacific due to the steep
halocline, by further dividing the biomes defined above into
‘‘biogeographical provinces.’’ This subdivision includes the
three ocean basins (Atlantic, Pacific, and Indian) and the
Northern and Southern Hemispheres (except for the equa-
torially influenced biome, which is not divided by hemi-
sphere). Overall, we have 12 biogeographical provinces in
the Atlantic and Pacific Oceans, and nine in the Indian
Ocean (which is missing the Northern Hemisphere season-
ally mixed subtropical, subpolar, and marginal sea ice
biomes) giving a total of 33 biogeographical provinces.

[22] To summarize, the sequence we follow in defining
the geographical extent of the biomes and biogeographical
provinces is as follows: (1) Define the equatorially influ-
enced biome as the latitude band between 5�S and 5�N
and divide this into upwelling and downwelling provinces.
(2) Exclude all regions that are permanently covered by sea
ice from the classification. Define all areas covered by sea
ice during part of the year as marginal sea ice biomes.
(3) Define as permanently stratified subtropical biomes
those regions where downwelling occurs and the maximum
mixed layer depth MML (based on monthly analyses) is
�150 m. (4) Define the seasonally stratified subtropical
biome as those regions where downwelling occurs but the
MML is >150 m. Note from Figures 2 and 3 that this
includes a few small areas in high latitudes that are
embedded within the subpolar biome. (5) Define all
upwelling regions between 35�S and 30�N as low latitude
upwelling biomes. (6) Define all upwelling regions north of
30�N and south of 35�S as subpolar biomes. In addition, we
exclude marginal bodies of water such as the Mediterranean
Sea, Baltic Sea, Red Sea, Gulf of Oman, and Hudson Bay,
and we exclude all of the Arctic north of 67�N except for the
extension of the North Atlantic to 80�N bounded by 80�W
and 23�E. The separation of biomes into biogeographical
provinces is made by dividing Northern Hemisphere from
Southern Hemisphere (except for the equatorially influ-
enced biome) and by dividing the Atlantic from the Indian
Ocean at 19�E, the Indian from the Pacific at 150�E, and the
Pacific from the Atlantic at 71�W.

3.2. Primary Production Algorithms

[23] To estimate how the physical changes that occur in
response to climate warming will affect primary production
in the ocean, we make use of three phytoplankton primary
productivity algorithms developed by Behrenfeld and
Falkowski [1997], Carr [2002], and Lee et al. [1996] as
implemented by Marra et al. [2003] (compare Campbell et
al. [2002] round-robin comparison study). These algorithms
estimate primary production as a function of the surface
chlorophyll content, light supply, and temperature, and
some measure of vertical light attenuation and the vertical
chlorophyll distribution. The most important difference
between these models that is of relevance to this paper is
in the dependence of their chlorophyll normalized primary
production on temperature. As illustrated in Figure 4a, the
Behrenfeld and Falkowski [1997] model shows an increase
with temperature to a maximum at 20�C, and a decrease
thereafter that the authors attribute to the association
between high temperatures and strong vertical stratification
leading to nutrient limitation. The other two models show a
more continuous increase at all temperatures, but with
significant differences between them. As might be expected,
the difference in temperature sensitivity between these
algorithms has a major impact both on estimates of the
present primary production (Figure 4b) and on the estimated
response of primary production to global warming that we
show below. The fact that the temperature sensitivity may in
some cases, such as in the Behrenfeld and Falkowski [1997]
algorithm, be parameterizing nutrient limitation rather than
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the actual temperature response of metabolic processes
complicates the interpretation of the primary production
response calculated with these algorithms.

3.3. Empirical Chlorophyll Model

[24] The use of an oceanic empirical model for estimating
chlorophyll is analogous to the use of biome-based empir-
ical models to determine the long-term response of terres-
trial ecosystems to climate change [e.g., Potter et al., 1993;
Schimel et al., 2000]. In this approach, climate and other
variables that are associated with a given land biome are
identified and used to project the potential vegetation under
global warming. A limitation of this approach on land is that
the shift of a given biome to a new location may take

decades to centuries due to the limited spatial extent of seed
dispersal and long timescale of land ecosystem turnover.
The oceans suffer less from these limitations because of the
relatively rapid dispersal of seed populations by ocean
circulation, and because planktonic ecosystems have turn-
over times of days to weeks.
[25] We define a separate empirical chlorophyll model for

each of the 33 biogeographical provinces. Every model is
obtained by a stepwise multiple linear regression (MLR) of
the log of the SeaWiFS chlorophyll distribution CHL
normalized to 1 mg m�3 to a set of n observed variables Vi

ln CHLj

� �
¼ a0;j þ

Xn

i¼1

ai;j � Vi; ð1Þ

Figure 4. Primary production derived from SeaWiFS chlorophyll and observed light and temperature
using the Behrenfeld and Falkowski [1997], Carr [2002], and Marra et al. [2003] algorithms (B&F, Carr,
and Marra, respectively). (a) Primary production normalized by chlorophyll and euphotic zone depth
(Zeu) and then binned and averaged in 1�C bins. Zeu is derived from the implied vertical distribution of
chlorophyll as part of the three primary production algorithms. (b) Zonal mean primary production. See
color version of this figure at back of this issue.
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where j = 1, 33 is a given biogeographical province and the
ai,j’s are parameters obtained by the MLR. We use the log of
chlorophyll because chlorophyll is lognormally distributed
[Campbell, 1995]. Since we wish to apply equation (1) to
the climate model simulations, our choice of variables is
limited to those diagnostics that we obtain from the climate
models as part of this study, namely, the sea-surface
temperature SST, salinity SSS, and density SSsq the mixed
layer depth (we use only the maximum winter mixed layer
depth MML); vertical velocity w; and the vertical density
gradient. We do not include sea ice extent because this is
already used to define one of the biomes. An additional
variable we consider is the growing season length GSL,
defined as the number of days that the light supply at a
given location exceeds 5 Einsteins per day per m2 and
the mixed layer is shallower than 100 m. The 100-m-
depth cutoff is chosen because this is the nominal depth
of the 1% light level in clear water below which
phytoplankton generally have difficulty obtaining enough
light to survive.
[26] The observed values we used for SST, SSS, SSsq

and the vertical density gradient at 50 m were taken from
Levitus et al. [1994a, 1994b]; MML was taken from
Levitus et al. [1998]; w was obtained using the Ekman
divergence calculated with the winds of Hellerman and
Rosenstein [1983]; and the light supply used to calculate
GSL was taken from Bishop and Rossow [1991] and
Bishop et al. [1997]. In doing the fits, we used the actual
magnitude of MML, w, density gradient, and GSL. We
think of these as tracers of the vertical nutrient supply
rate in which the scale of the term is important. For the
other three variables, we used only the spatial anomalies
within each biogeographical province defined as SST0 =
SST � SST, SSS0 = SSS �SSS, and SS sq

0 = SSsq �
SSsq, with the overbar denoting the average within the
province. We consider the latter three variables to be
water mass tracers, having in mind such features as areas
of colder temperatures within a biogeographical province
being indicative of regions where stronger upwelling and/
or deep mixing is bringing nutrients to the surface, or low
surface salinity areas indicating the likelihood of strong
stratification. Our approach assumes that variations in the
absolute magnitude of temperature, salinity, and density
are not significant in determining the chlorophyll concen-
tration. This is perhaps not unreasonable with respect to
salinity and density, but more controversial in the case of
temperature. In effect, we assume that the primary deter-
minant of chlorophyll concentration is nutrient supply,
with the temperature dependence of photosynthesis being
counterbalanced by a corresponding temperature depen-
dence of the grazing and other loss rates.
[27] After an extensive series of tests we found that SST0

and SSsq
0 carried largely redundant information that

frequently led to dipolar behavior in the fits of these two
variables to the observations. We thus eliminated SSsq

0

from our set of variables. More surprising was the finding
that variations within each biome of the vertical velocity
and vertical density gradient also did not contribute signif-
icantly to the MLR regression within each biome. Recall
that the sign of the vertical velocity is used in defining the

biomes. However, the variation within each biome does not
correlate well with the chlorophyll within the biome. It
would be useful to investigate this further using higher-
resolution satellite-based wind products and including sea-
sonal resolution in the empirical models, which we did not
do. Arguably, the effect of the vertical density gradient on
nutrient supply is better captured by other variables such as
MML. Elimination of these three variables gave a more
robust model and reduced the global variance captured by
the model (as measured by R-squared) by only a modest
amount from 0.83 with all the variables to 0.79 with the
reduced set of four variables. Our final empirical model for
region j is thus

ln CHLj

� �
¼ a0;j þ a1;j � SST0

j þ a2; j � SSS0j þ a3;j �MMLj

þ a4;j � GSLj: ð2Þ

The parameter values and R-squared obtained by the MLR
in each biogeographical province are given in Table 7.
[28] In what follows, we use the empirical model defined

by equation (2) to calculate chlorophyll from the global
warming simulation variables and subtract these from the
control chlorophyll calculation in order to predict how the
chlorophyll might respond to global warming. This ap-
proach has the advantage that it can be applied to any
climate warming simulation from a given AOGCM with-
out requiring the incorporation of an ecosystem model. In
addition, such an empirical model should, in principle,
account for all the complex biological processes that
determine the chlorophyll distribution, since the chloro-
phyll data used to develop the empirical model contain
this information within them. However, it is important to
be aware of the danger of extrapolating the model
beyond the range it is developed for, and to keep in
mind that the simple functional form we chose is not
always capable of representing the behavior of the system
within the bounds of the data. In particular, we note that
while the global R-squared is 0.79, there are 12 out of
the 33 biogeographical provinces where R-squared is less
than 0.50, and five where it is less than 0.25 (the
marginal sea ice provinces in the North and South
Atlantic, the South Pacific subpolar gyre province,
the South Pacific permanently stratified subtropical
gyre province, and the South Indian seasonally mixed
subtropical gyre province).

3.4. A Note on Seasonality

[29] We focus our analysis of model simulations and
observations primarily on annual means. However, we do
include some information on seasonality obtained from our
month-by-month model and observational diagnostics. For
example, our biome and biogeographical province bound-
aries do not vary with season, but their geographical extent,
in addition to being determined by the annual mean vertical
velocity, is based on seasonal information about the mixed
layer in that we use the maximum mixed layer depth MML
to define the boundary between the permanently and sea-
sonally stratified biomes. In addition, the marginal sea ice
biome is defined as the area of open ocean that is covered
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by sea ice part of the year and free of sea ice during part of
the year. The mean properties of this and all biomes are for
all 12 months of the year for which data are available, but
there are many months, especially for the SeaWiFS chloro-
phyll data in the marginal sea ice zone during periods when
the water is covered by ice, when there are no data. In
determining the primary production, we use annual mean
temperature, chlorophyll, and light supply. On the other
hand, our empirical model for chlorophyll uses four varia-
bles, two of which are based on our month-by-month model
and observational diagnostics, namely the MML and grow-
ing season length GSL. One of us, J. L. S., is currently
exploring how additional information might be obtained

from the month-by-month analyses that would improve our
understanding of the present behavior of the system and its
potential response to global warming.

4. Response to Global Warming

4.1. Ocean Circulation

[30] Figure 5 shows the zonal mean response to climate
warming of the seven diagnostics plus the GSL. As
expected, the sea surface temperature warms everywhere
(Figure 5a), with the range between models (NCAR lowest
and GFDL and CSIRO highest) reflecting the effective
equilibrium sensitivity shown in Table 3. The higher south-

Table 7. Parameters Obtained by Stepwise Multiple Linear Regressions of Equation (2) to SeaWiFS-Based Chlorophyll Observations for

the Biomes Defined as in Section 3.1 Using Observations as Described in Section 3.3a

a0,
unitless

a1,
�C�1

a2,
PSU�1

a3,
m�1

a4,
d�1 R2

Indian Ocean
Northern Hemisphere

Subtropical permanent �0.714 �0.567 0.056 �0.01004 - 0.73
Low-latitude upwelling �0.344 �0.550 0.147 �0.02835 - 0.80

5�S to 5�N
Upwelling �2.072 �0.435 �0.184 0.01182 - 0.41
Downwelling �1.344 �0.420 �0.126 �0.00924 - 0.76

Southern Hemisphere
Low-latitude upwelling �0.902 �0.187 �0.353 �0.03183 - 0.39
Subtropical permanent �1.496 �0.058 �0.498 �0.01186 - 0.46
Subtropical seasonal �1.430 0.028 �0.349 �0.00063 0.00054 0.10
Subpolar �1.244 0.033 - �0.00110 �0.00034 0.24
Marginal sea ice �1.118 �0.080 2.051 �0.00203 �0.00128 0.26

Pacific Ocean
Northern Hemisphere

Marginal sea ice 1.679 0.080 �0.277 �0.00419 �0.00648 0.54
Subpolar 1.163 �0.066 0.106 �0.01698 �0.00297 0.72
Subtropical seasonal �0.986 �0.013 �0.714 �0.00333 - 0.86
Subtropical permanent �1.327 �0.077 �0.365 �0.02063 - 0.68
Low-latitude upwelling �0.973 �0.321 - �0.04133 - 0.79

5�S to 5�N
Upwelling �1.996 �0.235 �0.324 0.01432 - 0.59
Downwelling �1.687 �0.108 �0.227 0.00245 - 0.53

Southern Hemisphere
Low-latitude upwelling �0.797 �0.136 �0.376 �0.03955 - 0.77
Subtropical permanent �1.218 �0.038 0.620 �0.00119 �0.00066 0.20
Subtropical seasonal �2.400 �0.172 0.385 �0.00162 0.00280 0.58
Subpolar �2.265 0.004 �0.377 0.00144 - 0.16
Marginal sea ice �0.723 �0.128 1.514 �0.00428 �0.00085 0.32

Atlantic Ocean
Northern Hemisphere

Marginal sea ice 0.049 - - 0 �0.00077 0.02
Subpolar 0.070 �0.034 �0.218 �0.00089 �0.00163 0.66
Subtropical seasonal �1.273 - �1.008 - - 0.88
Subtropical permanent �1.394 �0.068 �0.364 �0.01302 - 0.60
Low-latitude upwelling �0.432 �0.464 �0.595 �0.02900 - 0.87

5�S to 5�N
Upwelling �0.521 �0.640 �0.196 �0.02316 - 0.88
Downwelling �1.424 �0.358 �0.738 - - 0.81

Southern Hemisphere
Low-latitude upwelling �0.471 �0.059 �1.341 �0.00603 - 0.76
Subtropical permanent �1.619 0.011 �0.948 �0.00578 - 0.81
Subtropical seasonal �2.467 0.014 �0.941 - 0.00464 0.67
Subpolar �0.179 0.068 �0.744 �0.00626 �0.00080 0.41
Marginal sea ice �0.523 0.215 - �0.00212 �0.00287 0.12

aA dash indicates that the particular variable did not contribute significantly to the goodness of the fit.
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ern latitudes warm less, in general, because of reduced
convective overturning, which would normally bring warm
water to the surface from the abyss [Bryan and Spelman,
1985; Manabe et al., 1991]. The reduction of this supply of
warm water leads to a reduced warming in most AOGCMs
[Cubasch et al., 2001]. Nevertheless, as Figure 5h shows,
the maximum wintertime extent of sea ice retreats in both
hemispheres.
[31] The salinity response to climate warming

(Figure 5b) reflects the overall enhancement of the
atmospheric hydrologic cycle that occurs due to
the increased moisture-bearing capacity of warmer air
[Manabe et al., 1991]. The subtropical regions of high
evaporation and salinity generally become saltier, whereas
the higher-latitude regions of greater rainfall become
fresher. The tropics also tend to become fresher, though
not in the GFDL model.
[32] The combined effect of the temperature and salinity

changes is an overall reduction of the surface density
(Figure 5c). One would expect this reduced surface
density to lead to increased vertical stratification (and
thus to reduced nutrient supply). The vertical density
gradient shown in Figure 5e supports this interpretation,
with the exception of one AOGCM in each hemisphere
(NCAR in the Northern Hemisphere and HADLEY in the
Southern Hemisphere) over relatively small latitude
bands. The impact of increased stratification is also
reflected in the maximum mixed layer depth (MML in
meters, Figure 5f ), which is reduced in most AOGCMs,
particularly in the CSIRO and GFDL simulations. The
wide differences in MML responses between the models
are related to the magnitude of the MML in the control
simulations, which is much deeper in the CSIRO and
GFDL simulations than any of the other AOGCMs.
Poleward of 40�N, all the models except MPI show a
decrease in MML. We also show in Figure 5g the change
in the growing season length (GSL in days), which is

related to the mixed layer depth and responds in the same
way.
[33] Finally, Figure 5d shows the response of upwelling to

climate warming. There is no clearly discernable pattern to
this response except within a couple of degrees of the
equator, where all the AOGCMs except MPI show a
reduction. Overall, the equatorial and coastal upwelling
within 15� of the equator drops by 6% (range of 2% to
15%) in the six AOGCMs.

4.2. Biogeographical Provinces

[34] Table 6 shows the mean over the AOGCMs of the
areas of each biogeographical province and how these are
affected by global warming, and Figure 6 shows the area
changes for each model individually. The basic pattern of
the global warming response is a contraction of the high
surface chlorophyll marginal sea ice and seasonally mixed
subtropical gyre biomes, which is only partly counterbal-
anced by an expansion of the high-chlorophyll subpolar
gyre biome. The remaining available area, which is quite
large in the Southern Hemisphere, goes primarily to the low-
chlorophyll permanently stratified subtropical gyre
biome. The marginal sea ice biome decreases globally by
42% in the Northern Hemisphere and 17% in the Southern
Hemisphere by the middle of this century. The permanently
stratified subtropical biome increases by 4.0% in the
Northern Hemisphere and 9.4% in the Southern Hemisphere
over the same time. Between these two regions, the subpolar
gyre biome expands and the seasonally mixed subtropical
biome contracts, with both shifting to higher latitudes and
only a modest change in their combined area: an increase
of 2.8% in the Northern Hemisphere, and a decrease of 2.0%
in the Southern Hemisphere.
[35] The low-latitude upwelling biome also changes only

modestly, increasing by 0.4% in the Northern Hemisphere,
and decreasing by 2.5% in the Southern Hemisphere, and
there is a shift of area from the downwelling provinces to

Figure 5. Zonal mean response to climate change (warming minus control) averaged over the period
2040 to 2060 (except for MPI, which is for the period 2040 to 2049) of (a) sea surface temperature, SST
in �C, (b) sea surface salinity, SSS in practical salinity units (PSU), (c) sea surface potential density, SSD
(sq 	 r � 1000 kg m�3), (d) upwelling velocity, w, in m d�1, (e) the fractional change in the vertical
density gradient, drho, (f ) the wintertime maximum mixed layer depth, MML, in m, (g) the growing
season length, GSL, in days, and (h) the ocean area of maximum wintertime sea ice extent in 1012 m2 per
degree. See color version of this figure at back of this issue.
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the upwelling provinces in the equatorially influenced
biome.

4.3. Chlorophyll

[36] Figure 7a shows the zonal geometric average of
the annual mean SeaWiFS based chlorophyll, along with
the zonal geometric average of chlorophyll predicted by the
empirical model applied to each of the six control AOGCM
simulations, with the AOGCM biomes shown in Figure 3.
See the discussion above for how these biomes are further
broken down into the 33 biogeographical provinces. The
chlorophyll obtained using the control climate variables is
generally in good agreement with the observed distribution.
The relatively low values in the subtropics, particularly of
the Northern Hemisphere, are consistent with the general
difficulty of ocean general circulation models in obtaining
sufficient nutrient supply into these regions [e.g., Sarmiento
et al., 1993]. The variables obtained from the models reflect
the physical processes that are responsible for this reduced
nutrient input. The low chlorophyll concentrations of the
IPSL model between 50�N and 60�N occurs in the North
Pacific, where the model-predicted mixed layer is too deep
[Bopp et al., 2001]. Similarly, the extraordinarily deep
mixed layers in the GFDL model south of 50�S (>1000 m)
result in low chlorophyll in this region of that model.
Figure 7b shows primary production calculated with the

chlorophyll from Figure 7a using the Behrenfeld and
Falkowski [1997] primary production algorithm. The dif-
ference from model to model corresponds to that seen in the
chlorophyll in Figure 7a.
[37] We now use the empirical model defined by

equation (2) to calculate chlorophyll from the global warm-
ing simulation variables and subtract these from the control
chlorophyll calculation in order to predict how the chloro-
phyll might respond to global warming. Figure 8 shows how
chlorophyll predicted by the empirical model responds to
global warming in the six AOGCMs. The quantity shown is

DCHL ¼ CHLwarm � CHLcontrol; ð3Þ

where the chlorophyll concentrations are calculated off-line
with the empirical model (2) using the AOGCM diagnostics
of SST, SSS, MML, and GSL. The primary features of
Figure 8 on which most of the DCHL calculations are in
agreement are (1) the drop in chlorophyll in the North
Pacific in all of the estimates except those obtained with the
IPSL and MPI diagnostics, (2) the increase in chlorophyll in
the North Atlantic in all estimates except for some regions
of those obtained with the HADLEY and NCAR diagnos-
tics, (3) an increase in chlorophyll in all three basins of the
Southern Ocean, albeit with patterns that differ from model
to model, and (4) regions of decreased chlorophyll adjacent

Figure 6. Zonally integrated changes in biome areas (warming minus control) for the six models. The
units are 1012 m2 per degree. Percent changes are also shown. The percent change for the combined
subpolar gyre and low latitude upwelling biomes is just that due to the contribution of the subpolar gyre
biome (SP). See color version of this figure at back of this issue.
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to the Antarctic in all estimates except those obtained using
the GFDL diagnostics. There are a few additional features
of interest in the chlorophyll distributions, such as off
southwestern Africa. However, none of these carries across
over more than one or two model simulations.
[38] The focus of the discussion below is to identify what

causes the chlorophyll changes in the four regions identified
above. We emphasize primarily the results obtained using
the CSIRO, GFDL, HADLEY, and NCAR diagnostics. The
biogeographical boundaries are very noisy in IPSL and thus
difficult to interpret (this model is the primary reason that
the North Pacific biome means shown in Table 8 do not
agree with the impression one gets from Figure 8 of a
decrease in chlorophyll), and the separation between the
seasonally mixed and permanently stratified subtropical
gyre biomes does not work very well in the MPI model

because of the different way that the mixed layer is
calculated in this model. We show in Figure 9a the chloro-
phyll change in regions where the biogeographical province
boundaries shift between the warming and control scenar-
ios. In regions where the biogeographical boundaries do not
shift, we estimate the contribution of each variable in
equation (2) using the approximate relationship

DCHL 

X4

i¼1

@CHLcontrol

@Vi

� DVi;

¼
X4

i¼1

CHLcontrol �
@ ln CHLcontrolð Þ

@Vi

� DVi;

¼ CHLcontrol �
X4

i¼1

ai � DVi; ð4Þ

Figure 7. Zonal means of chlorophyll and primary production. (a) Chlorophyll in mg m�3 estimated
using SeaWiFS color observations (thick black line) and chlorophyll estimated from AOGCM variables
using the empirical model described in the text (thin lines). The model labels correspond to those given in
Table 1. (b) Primary production in g m�2 d�1 of carbon derived from the SeaWiFS chlorophyll using the
Behrenfeld and Falkowski [1997] algorithm. The line colors correspond to those in Figure 7a. See color
version of this figure at back of this issue.
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where Vi and ai are the variables and parameters defined by
equations (2). Figure 9b shows the chlorophyll change due
to the combined contribution of the SST0 and SSS0 terms,
which we have referred to as water mass tracers. Our
definition of the water mass tracers requires that the average

of these over a given province should be equal to 0, and
therefore that their province wide average contribution to
ln(CHL) should be equal to 0. However, we consider here
the behavior of CHL, not ln(CHL), for which this constraint
does not apply. This explains why one does not generally

Figure 8. Impact of the global warming simulations on the chlorophyll concentration in mg m�3.
Chlorophyll is calculated for both the control and the warming simulations using the empirical model
(equation (2)). The figure shows the difference between the warming simulation and the control
simulation averaged over the period 2040 to 2060 (except for MPI, which is for the period 2040 to 2049).
Areas in white are those for which the chlorophyll change is smaller than ±0.0625 mg m�3. See color
version of this figure at back of this issue.

Table 8. Average Response of Chlorophyll Concentrations (mg m�3) to Global Warming for the Period 2040 to 2060a

Indian Ocean Pacific Ocean Atlantic Ocean Global

Control D %D Control D %D Control D %D Control D %D

Northern Hemisphere
Marginal sea ice 1.08 0.012 1.1 0.99 �0.009 �0.9 1.02 �0.011 �1.1
Subpolar 0.37 0.048 12.8 0.69 0.019 2.8 0.46 0.051 11.1
Subtropical seasonal 0.27 0.007 2.6 0.31 0.022 7.0 0.30 0.021 7.0
Subtropical permanent 0.30 0.005 1.7 0.10 0.006 6.2 0.13 0.002 1.6 0.11 0.006 5.5
Low-latitude upwelling 0.22 0.013 6.0 0.09 0.007 8.2 0.21 0.005 2.4 0.12 0.006 5.0

5�S to 5�N
Upwelling 0.19 �0.004 �2.1 0.23 �0.010 �4.4 0.29 0.005 1.7 0.23 �0.006 �2.6
Downwelling 0.18 0.003 1.6 0.21 �0.003 �1.4 0.24 0.000 0.0 0.20 �0.001 �0.5

Southern Hemisphere
Low-latitude upwelling 0.11 0.001 0.9 0.10 0.002 2.0 0.49 0.002 0.4 0.14 0.008 5.8
Subtropical permanent 0.12 0.001 0.8 0.11 0.000 0.0 0.15 0.004 2.6 0.12 0.001 0.8
Subtropical seasonal 0.24 0.003 1.2 0.15 0.003 2.1 0.26 0.004 1.6 0.20 0.006 3.0
Subpolar 0.23 0.006 2.6 0.22 0.008 3.6 0.32 0.083 25.9 0.24 0.022 9.1
Marginal sea ice 0.20 0.011 5.4 0.26 0.047 17.8 0.21 0.094 45.2 0.22 0.051 23.5

a
D is warming minus control. Chlorophyll concentrations are obtained using the empirical model (equation (2)) with variables obtained from each

AOGCM (except MPI), and then the geometric mean is calculated over each biogeographical province. The table shows the mean response of the
chlorophyll estimated from the five AOGCMs simulations. In cases where a particular model is missing from either the control or warming scenario (see
Table 6 footnote), that model is excluded for both the control and D averages for that specific basin, but not for the global mean.
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see regions of negative chlorophyll change balancing
regions of positive chlorophyll change in Figure 9b.
Figure 9c shows the contribution of the MML and GSL
terms, the first of which is a measure of nutrient supply, and
the second a measure of the light supply.
4.3.1. North Pacific
[39] The decrease in chlorophyll in this region is due

primarily to replacement of the marginal sea ice biome by
the less productive subpolar biome (Figure 9a). Increases in
the growing season length also contribute to the chlorophyll
reduction calculated from the HADLEY and NCAR diag-
nostics (Figure 9c). This is the opposite of what one might
expect, and suggests perhaps that growing season length is
parameterizing nutrient supply rather than light supply, with
a longer period signifying less supply by deep wintertime
mixing.
4.3.2. North Atlantic
[40] The North Atlantic is a region where many different

biomes are packed close to each other in a small region. The
response of the chlorophyll in this region is accordingly
complex, reflecting a combination of province boundary
changes as well as water mass property and transport tracer
changes, with regions of negative as well as positive
chlorophyll response. It is difficult to discern any charac-
teristic response pattern.
4.3.3. Southern Ocean
[41] The most important region in determining the South-

ern Ocean chlorophyll increase in most of the DCHL
calculations is the marginal sea ice biome. The retreat of
this biome gives rise to the chlorophyll increase in the
Indian and Pacific Oceans that can be seen as a linear
feature at about 60�S (Figure 9a). This increase is perhaps a
bit surprising in that the average marginal sea ice biome
chlorophyll is higher than the subpolar biome (Table 5).
However, the specific region that shifts from one biome to
another has lower chlorophyll in the control simulation than
in the climate warming simulation. The linear feature is
particularly noticeable in chlorophyll calculated with the
GFDL, HADLEY, and NCAR diagnostics. A similar linear
feature but of opposite sign is seen in the Atlantic Ocean of
the HADLEYand NCAR models, due again to the retreat of
the marginal sea ice zone.
[42] Within the marginal sea ice biome, there are large

areas of increased chlorophyll that are particularly notable
in DCHL calculated using the CSIRO and GFDL diagnos-
tics, but also closer to the continent in the HADLEY and
NCAR calculations (Figure 8). These are all due to reduc-
tions in the mixed layer depth (compare Figure 9c), which

are particularly large in the CSIRO and GFDL models. The
IPSL model has a large increase in the southern Atlantic
Ocean that is also due to shallowing of the mixed layer, but
in the seasonally mixed subtropical gyre biome.
4.3.4. Southern Ocean Adjacent to Antarctica
[43] Adjacent to the continents there are some very small

regions of reduced chlorophyll concentration in all the
models. These are all due to changes in SSS0 (compare
Figure 9b), except for DCHL calculated from the IPSL
diagnostics, which has a large region of reduced chlorophyll
due to changes in MML in the marginal sea ice biome
(Figure 9c). Analysis of the SSS response to warming
(Figure 5b) shows a tendency for the freshening of surface
waters to be greater as the continent is approached in most
of the models, which is the main cause of the chlorophyll
change predicted by the empirical model.
[44] The climate responses we infer from Figure 8 are

often inconsistent with the province means shown in Table 8.
The province means in Table 8 show a consistent pattern of
increase outside the equatorially influenced biome, and a
decrease within the equatorially influenced biome. Some of
the increases are quite large, for example in the Southern
Hemisphere marginal sea ice biome and Southern and
Northern Hemisphere subpolar biomes. This inconsistency
reflects the dominance of a few model results (such as, for
example, IPSL in the North Pacific) in the averages.

4.4 Primary Production

[45] Figure 10 shows the zonal mean response of primary
production to warming in the six AOGCM simulations
using the Behrenfeld and Falkowski [1997] (hereinafter
B&F) primary production algorithm, with chlorophyll given
by the empirical model (2). Figure 11 compares the mean
response of primary production using the B&F function
with those of Carr [2002], and Marra et al. [2003]
(hereinafter CARR and MARRA, respectively). The quan-
tity shown is

DPP ¼ PPwarm � PPcontrol: ð5Þ

Both figures show the total response (Figures 10c and 11c)
as well as the response to the chlorophyll change alone
(Figures 10a and 11a) and to the temperature change alone
(Figures 10b and 11b). Table 9 summarizes the mean in situ
primary production for each biogeographical province, and
Table 10 summarizes the area integral over each biogeo-
graphical province. Only the B&F and MARRA results are
shown in the tables, as in combination these always

Figure 9. Impact of the global warming simulations on the chlorophyll concentration in mg m�3 as in Figure 8, but
broken down into various components. The global ocean is first separated into regions where the biogeographical provinces
changed from one to another (e.g., marginal ice biome to subpolar biome) and regions where it did not. (a) Contribution to
the total chlorophyll response that occurs in regions where the biogeographical provinces changed. (b, c) Changes in
regions where the biogeographical provinces remained the same. Figure 9b shows the contribution to the total chlorophyll
response that is due to changes in water mass properties: sea surface temperature anomaly (SST0) and sea surface salinity
anomaly (SSS0) calculated using equation (4). Figure 9c shows the contribution to the total chlorophyll response that is due
to the combined influence of changes in the maximum wintertime mixed layer depth (MLD) and the growing season length
(GSL), again calculated using equation (4). The sum of Figures 9a, 9b, and 9c is approximately but not exactly equal to
Figure 8 because of the nonlinearity of the chlorophyll empirical equation, which means that the breakdown given by
equation (4) is not exact. See color version of this figure at back of this issue.
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represent the upper and lower limits of the warming
response (compare Figures 10 and 11).
[46] The salient results of the primary production esti-

mates are (1) the high sensitivity of the chlorophyll depen-
dence to the AOGCM (Figure 10a), but relatively low
sensitivity to the primary production algorithm (Figure 11a),
and (2) the relatively low sensitivity of the temperature
dependence to the climate model (Figure 10b), but high
sensitivity to the primary production algorithm (Figure 11b).
As regards the sensitivity to chlorophyll (Figure 11a), the
B&F and MARRA primary production algorithms give
virtually identical results. Only the CARR algorithm differs
from the others, showing greater sensitivity of primary
production to the chlorophyll changes in the tropics. We
note that the chlorophyll contribution to the primary pro-
duction change is generally quite small and rather noisy
(Figure 10a). In those few regions where there is a strong
response, such as in the Southern Ocean in the GFDL
model, and in the tropics at �8�S in the HADLEYand IPSL
models, the signals are due to at most two models, which
does not give us great confidence in their robustness. Note
that the Southern Ocean and 8�S chlorophyll responses, as
well as other large chlorophyll-driven responses at other
latitudes, carry over quite strongly into the model means
shown in Figure 11a. However, as Figure 10a clearly

indicates, in every case, these larger signals are due to the
influence of just one or two models.
[47] The main features of the temperature response of the

primary production are (1) the B&F algorithm shows a large
decrease in the tropics where the CARR and MARRA
algorithms show an increase, (2) the MARRA algorithm
shows a greater sensitivity to the temperature increase in the
tropics than the CARR algorithm, and (3) the B&F algorithm
shows the greatest sensitivity to warming in the high
latitudes, followed by the CARR algorithm, with the
MARRA algorithm showing almost no change in high-
latitude primary production. All of these features can be
understood by reference to the analysis in Figure 4a, and are
directly related to the magnitude of the control climate
primary productions shown in Figure 4b. Note that the
change from 2050 to 2090 is quite small in the tropics except
for the MARRA algorithm, and also in the high latitudes
except for the B&F algorithm (Figures 11b and 11c). As
noted earlier, the few places where there are larger responses,
such as at 8�S, are due to one or two models only.
[48] The percent changes in the mean primary production

of the different provinces summarized in Table 9 show
many quite large effects, such as the increases in the
marginal sea ice and subpolar biomes in both the Northern
and Southern Hemispheres. As one moves equatorward into

Figure 10. Zonally integrated response of primary production calculated with the Behrenfeld and
Falkowski [1997] algorithm using chlorophyll calculated from the empirical model (equation (2)). The
figure shows the difference between the warming and the control simulation for each of the six AOGCMs
averaged over the period 2040 to 2060 (except for MPI, which is for the period 2040 to 2049). (a) The
increase in primary production that occurs in response to the chlorophyll change only, with temperature
kept constant at the control scenario. (b) The increase in primary production that occurs in response to the
temperature increase only, with chlorophyll kept constant at the control scenario. (c) The increase in
primary production that occurs in response to the combined effect of the chlorophyll change and
temperature increase. See color version of this figure at back of this issue.
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the seasonally mixed subtropical gyre biome, one sees that
the B&F algorithm gives a smaller response than the
MARRA algorithm, with a change in sign of the B&F
algorithm occurring finally in the subtropical permanent,
low-latitude upwelling, and equatorially influenced biomes.
[49] The integrated primary production results summa-

rized in Table 10 represent the combined effect of the
primary production changes of Table 9 with the area
changes of Table 6. The large reduction in area of the
Northern Hemisphere subpolar gyre marginal sea ice biome
overwhelms the increase in average primary production in
this region, resulting in a net reduction of 33% and 39% in
the total primary production calculated with the B&F and
MARRA algorithms, respectively. By contrast, a large
increase occurs in the Northern Hemisphere subpolar gyre
biome, where the changes in area and average primary
production have the same sign. Total primary production
in the Southern Hemisphere subpolar biome also increases
by a large amount for the same reason, but the marginal sea
ice biome in this hemisphere changes only modestly due to
a cancellation between the large increase in primary pro-
duction and smaller area decrease in this hemisphere than in
the Northern Hemisphere.
[50] The remaining lower latitude biomes are the ones

where average primary production decreases with the B&F
algorithm, but increases with the MARRA algorithm. Thus

MARRA shows a large increase in the permanently strati-
fied subtropical gyre due to increases in both the average
primary production and area, where B&F shows a more
modest increase due to the fact that average primary
production decreases, and the B&F algorithm gives a
decrease in the low-latitude upwelling and equatorially
influenced biomes, where MARRA shows an increase.
The disagreement is quite large. Overall, if we use B&F
for the marginal sea ice and subpolar gyre biomes, and
MARRA for the lower latitude biomes, the global primary
production in the control climate is 44.3 Pg C yr�1, and the
increase is 4.2 Pg C yr�1, i.e., 9.6%. If instead we use
MARRA for the high latitudes, and B&F for the low
latitudes, the global primary production in the control
climate drops to 42.3 Pg C yr�1 and the global warming
simulation leads to a decrease of 0.5 Pg C yr�1, i.e., �1.3%.

5. Discussion and Conclusions

[51] The first point we would make is that model com-
parison studies such as this are hard to craft and the results
are not easy to interpret. The summaries of the models in
Table 2, and the diagnostics and information given in
Tables 3 and 4, capture only some of the myriad ways
in which these models differ from each other. The variations
include that some models use flux adjustments to prevent

Figure 11. The mean over the CSIRO, GFDL, Hadley, and NCAR models of the response of zonally
integrated primary production to global warming. The MPI and IPSL models are excluded, the former
because the simulation ended in 2049, the latter because of the difficulties encountered in defining the
biome boundaries; compare Figure 3. The primary production responses are calculated as in Figure 10
(warming minus control), but with the three different primary production algorithms of Behrenfeld and
Falkowski [1997] (B&F), Carr [2002] (Carr), and Marra et al. [2003] (Marra). The figure shows both the
average over the period 2040 to 2060 (labeled 2050) and the average over the period 2080 to 2100
(labeled 2090). The three panels are calculated as described in the Figure 10 caption. See color version of
this figure at back of this issue.
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climate drift whereas others do not, that both horizontal and
vertical model resolutions differ by almost a factor of 4,
and that the sub-grid mixing parameterizations vary con-
siderably. Because of the differences in vertical resolutions
of the models (or, in the case of the MPI model, the depth to
which this particular diagnostic was interpolated and then
saved when the model was run), the depths at which the
diagnostics were obtained for upwelling into the surface
layer and vertical density gradient at the base of the surface
layer ranged from 24.45 m to 100 m (Table 4). The
mixed layer depth was problematic in part because one of
the models, MPI, uses an ocean component formulated on
isopycnic coordinates [Oberhuber, 1993]. In that model the
mixed layer depth is a prognostic model variable, whereas
in the other models a density criterion is used to determine
the mixed layer depth a posteriori. In addition, the funda-
mental physics differs significantly from model to model,
for example, in how to deal with vertical instability, which
some models respond to by convecting and others
by enhancing vertical mixing. We would like to be able to
provide explanations for the differences in responses of
variables such as those shown in Figure 5 in terms of
the basic physics of the models, but our ability to do so
is governed almost entirely by our initial choice of diag-
nostics, which was quite limited in this study.

[52] Another problem is with biases in the control climate
simulations. The biome boundaries defined from the control
climate simulations provide a good illustration of this
problem, with large differences between one model simu-
lation and another (Figure 3), and between these and the
boundaries defined from observations (Figure 2b). A par-
ticular difficulty is with the marginal sea ice zone biome,
which covers an average area of 11% in the models versus
6.0% in the observations. Most of the excess area in the
models comes from the permanently stratified subtropical
gyre biome, which covers only 38% in the model average,
versus 45% in the observations.
[53] We have an additional problem in our study in that we

are dealing not only with uncertainties in the physical re-
sponse of the climate, but also with deep uncertainties in our
understanding of biology and how it will respond to climate
change. Our empirical modeling approach for predicting
chlorophyll allows us to easily compare large numbers of
AOGCMs with each other, but it implicitly assumes that the
spatial relationships between biomass and physical forcing
that we find from observations in the present ocean imply a
mechanistic connection that can be applied to temporal
changes into the future. This assumption can only be tested
to a very limited extent without long-term global observa-
tions, which are only now starting to become available.

Table 9. Predicted Response of Primary Production (mg carbon m�2 d�1) to Global Warming for the Period 2040 to 2060a

Indian Ocean Pacific Ocean Atlantic Ocean Global

Control D %D Control D %D Control D %D Control D %D

B&F Model
Northern Hemisphere

Marginal sea ice 667 99 14.9 655 80 12.2 650 85 13.2
Subpolar 477 97 20.5 934 46 4.9 609 101 16.5
Subtropical seasonal 579 9 1.6 647 26 4.0 626 25 3.9
Subtropical permanent 528 �34 �6.4 282 �3 �1.1 352 �25 �7.2 309 �9 �2.9
Low-latitude upwelling 417 �16 �3.9 222 �4 �1.7 448 �38 �8.5 286 �11 �4.0

5�S to 5�N
Upwelling 375 �23 �6.0 477 �58 �12.2 540 �50 �9.3 465 �49 �10.5
Downwelling 355 �9 �2.5 413 �26 �6.4 468 �47 �10.0 395 �21 �5.4

Southern Hemisphere
Low-latitude upwelling 280 �18 �6.6 254 �9 �3.4 873 �73 �8.4 326 �9 �2.8
Subtropical permanent 334 �15 �4.5 327 �14 �4.2 406 �7 �1.7 343 �12 �3.4
Subtropical seasonal 523 23 4.3 340 16 4.8 547 16 3.0 444 25 5.7
Subpolar 283 17 5.9 317 21 6.7 356 88 24.6 314 33 10.6
Marginal sea ice 158 28 17.9 233 29 12.6 159 58 36.3 179 40 22.2

MARRA Model
Northern Hemisphere

Marginal sea ice 664 28 4.2 641 13 2.0 648 13 2.0
Subpolar 322 35 10.7 556 18 3.2 397 35 8.9
Subtropical seasonal 361 24 6.5 392 40 10.2 384 38 10.0
Subtropical permanent 805 84 10.4 270 34 12.5 351 26 7.5 307 35 11.3
Low-latitude upwelling 624 81 12.9 330 49 14.8 585 67 11.4 412 54 13.2

5�S to 5�N
Upwelling 615 49 8.0 663 44 6.6 777 83 10.6 671 52 7.8
Downwelling 591 69 11.7 669 55 8.2 676 55 8.2 636 63 10.0

Southern Hemisphere
Low-latitude upwelling 391 39 9.9 344 34 9.9 947 72 7.6 437 51 11.6
Subtropical permanent 299 24 8.1 273 12 4.5 307 14 4.4 282 17 6.1
Subtropical seasonal 292 9 3.0 193 6 3.0 332 22 6.5 253 12 4.7
Subpolar 192 2 1.1 189 6 2.9 263 52 19.8 204 13 6.4
Marginal sea ice 169 12 6.9 213 31 14.7 196 59 30.2 190 34 17.7

aPrimary production is calculated using two of the primary production models (B&F is from Behrenfeld and Falkowski [1997], and MARRA is from
Marra et al. [2003]) with chlorophyll calculated from the AOGCM results (except for MPI) using the empirical model (equation (2)). The geometric mean
for each province in each model is obtained first, and then all five models are averaged together for each province. See Table 8 footnote regarding models
that were excluded in calculating the primary production averages.
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[54] On the other hand, the problem of climate warming
and how ocean biology will respond to it is a crucial one
that we need to address even if our understanding is
imperfect. There have already been a few studies using
prognostic models to determine the response of ocean
biology to warming [Cox et al., 2000; Bopp et al., 2001;
Boyd and Doney, 2002]. As we noted earlier, we believe
that the ecosystem models on which such studies are based
are immature and that much work needs to be done before
their results can be trusted. Furthermore, with only a few
such models in existence, and given the large differences
between coupled climate model simulations of climate
warming, it is difficult to get a clear sense of how uncertain
the predicted responses are.
[55] Perhaps the most robust result of our study is the

changes in biome areas that occur in response to global
warming (Figure 6). These include a large reduction in the
marginal sea ice biome and increase in the permanently
stratified subtropical gyre biome. Between these two biomes,
the subpolar gyre biome expands, and the seasonally strat-
ified subtropical gyre biome contracts, with the combined
change of these two being relatively small. Perhaps the least
robust result of our study is the chlorophyll response that we
predict with our empirical model. This is mostly relatively
small, with big disagreements between models except for the

four major features we identified and discussed earlier in the
text (the North Pacific reduction, the North Atlantic increase,
the open Southern Ocean increase, and the decrease adjacent
to the Antarctic continent). Finally, the primary production
changes that we predict have a coherent meridional pattern
of response in the zonal means, but with big differences
between the various primary production algorithms that we
employed. The differences between the algorithms are due
almost entirely to the temperature sensitivity illustrated in
Figure 4a. While we do not know which, if any, of the
primary production algorithms is correct, the magnitude and
robustness of the response clearly points toward the impor-
tance of getting this right.
[56] Our study leads us to three major conclusions re-

garding how we may gain a better understanding of the
response of oceanic biology to climate warming in the
future:
[57] 1. The most critical factor in determining the oceanic

response of primary production to climate warming may be
the temperature sensitivity of primary production for a given
chlorophyll content. The striking differences in temperature
sensitivity between the three primary production algorithms
illustrated in Figure 4a lead to dramatic differences in the
global warming responses, as illustrated in Figure 11b. At
issue are such fundamental questions as whether warming

Table 10. Predicted Response of Integrated Primary Production (Pg carbon yr�1) to Global Warming for the Period 2040 to 2060a

Indian Ocean Pacific Ocean Atlantic Ocean Global

Control D %D Control D %D Control D %D Control D %D

B&F Model
Northern Hemisphere

Marginal sea ice 1.29 �0.47 �36.2 0.82 �0.24 �29.6 1.85 �0.61 �33.2
Subpolar 1.61 0.60 37.4 1.89 0.43 22.7 3.51 1.03 29.4
Subtropical seasonal 1.07 �0.14 �13.1 2.08 �0.09 �4.4 3.15 �0.23 �7.4
Subtropical permanent 0.69 �0.04 �5.1 3.84 0.16 4.1 1.64 0.01 0.6 6.16 0.13 2.2
Low-latitude upwelling 0.36 �0.04 �11.1 0.97 �0.02 �2.3 0.78 �0.06 �7.9 2.11 �0.12 �5.8

5�S to 5�N
Upwelling 0.62 0.02 2.6 2.74 �0.33 �11.9 0.97 �0.08 �7.8 4.34 �0.39 �8.9
Downwelling 0.30 �0.07 �22.3 0.85 �0.10 �11.6 0.25 �0.02 �9.3 1.18 �0.17 �14.0

Southern Hemisphere
Low-latitude upwelling 0.84 �0.06 �7.4 0.96 �0.10 �10.2 1.37 �0.01 �0.9 3.18 �0.17 �5.4
Subtropical permanent 1.85 0.06 3.4 4.50 0.25 5.4 2.18 0.32 14.7 8.53 0.63 7.4
Subtropical seasonal 2.71 0.00 0.1 1.48 �0.16 �11.0 1.62 �0.20 �12.0 5.49 �0.32 �5.8
Subpolar 0.91 0.24 26.0 1.57 0.13 8.4 1.10 0.22 19.5 3.58 0.59 16.4
Marginal sea ice 0.53 �0.04 �8.1 0.78 �0.05 �6.3 0.61 0.04 6.9 1.91 �0.05 �2.7
GRLobal 8.82 0.07 0.8 21.67 �0.22 �1.0 15.30 0.32 2.1 44.98 0.32 0.7

MARRA Model
Northern Hemisphere

Marginal sea ice 1.31 �0.54 �41.0 0.74 �0.26 �35.6 1.79 �0.69 �38.9
Subpolar 1.00 0.31 30.5 1.15 0.26 22.2 2.15 0.56 26.1
Subtropical seasonal 0.69 �0.06 �8.5 1.26 �0.01 �0.6 1.95 �0.07 �3.5
Subtropical permanent 1.02 0.13 12.5 3.64 0.59 16.3 1.69 0.25 15.0 6.35 0.97 15.3
Low-latitude upwelling 0.52 0.03 5.4 1.36 0.21 15.7 0.99 0.11 11.1 2.87 0.35 12.3

5�S to 5�N
Upwelling 1.01 0.19 18.3 3.63 0.32 8.7 1.37 0.17 12.7 6.02 0.67 11.2
Downwelling 0.50 �0.06 �11.3 1.32 0.06 4.5 0.35 0.00 1.1 1.84 �0.01 �0.3

Southern Hemisphere
Low-latitude upwelling 1.18 0.10 8.2 1.27 0.02 1.9 1.50 0.20 13.2 3.95 0.32 8.1
Subtropical permanent 1.73 0.30 17.6 4.02 0.63 15.7 1.56 0.30 18.9 7.31 1.23 16.8
Subtropical seasonal 1.55 �0.01 �0.5 0.85 �0.10 �11.3 1.00 �0.11 �11.0 3.20 �0.19 �6.0
Subpolar 0.59 0.13 21.3 0.90 0.06 6.5 0.78 0.13 16.2 2.27 0.31 13.6
Marginal sea ice 0.55 �0.09 �16.4 0.71 �0.03 �4.8 0.66 0.05 6.8 1.92 �0.08 �4.1
GRLobal 8.65 0.71 8.2 20.70 1.48 7.1 13.06 1.08 8.3 41.61 3.38 8.1

aPrimary production is calculated for each model as discussed in Table 9, then integrated for each biogeographical province in each model, then
averaged over all the AOGCMs except MPI.
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would lead to a decrease or increase of primary production
in the low latitudes, and whether the effects of warming
would lead to essentially no change or quite a large increase
in high-latitude primary production.
[58] Which of these primary production algorithms is

most representative of reality? While we acknowledge the
pioneering nature of these early algorithms and the insights
they afforded us, our results clearly indicate that it is time
that we obtain additional measurements to determine which
of the algorithms is more realistic, and that we clarify the
theoretical underpinning of these analyses so that we clearly
isolate nutrient effects such as those that are the probable
cause of the reduction in the Behrenfeld and Falkowski
[1997] algorithm at temperatures above 20�C, from direct
temperature effects.
[59] We have not included estimates of export production

in this study, which could be made using algorithms of the
ratio of export to primary production such as that of Laws et
al. [2000]. These algorithms depend on the primary pro-
duction per se, but also introduce additional temperature
dependence that would have a significant impact on how
export production responds to climate change.
[60] 2. We believe that the biogeographical mapping

and empirical chlorophyll modeling approaches that we
employed here have the potential to contribute significantly
to our understanding of what controls oceanic ecosystems
and their productivity and how these will respond to global
warming [cf. Boyd and Doney, 2002]. Our analysis of
oceanic observations in this context, which builds on
earlier efforts such as that of Longhurst [1994], will, we
hope, be followed by further research on this subject,
including such issues as taking seasonal information into
account [e.g., Platt and Sathyendranath, 1999], and
exploring more sophisticated methods for reformulating
the available information into orthogonal non-overlapping
functions. Despite the fact that most of us are involved in
one way or another with the development of prognostic
ecosystem models for prediction of biological response
to climate change, we maintain a healthy skepticism of
such models and strongly urge further work on empirical
approaches such as those we used here. We believe that
the large differences in chlorophyll response illustrated in
Figures 8 and 9 are reflective of real uncertainties arising
from differences in model physics that merit careful
attention.
[61] 3. Finally, we emphasize that there are large differ-

ences between AOGCM simulations of warming that lead to
large uncertainties in the predicted biological response.
Model comparison studies such as this are difficult to carry
out and their results hard to interpret, but they are essential
to developing a realistic assessment of the future response
of oceanic biology to climate warming.
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Figure 1. Time-dependent plots of mean surface air temperature for all six coupled climate models. The
red line is the control scenario, the green line is the climate warming scenario, and the black line is the
climate warming scenario minus the control scenario.
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Figure 2. (a) Annual mean SeaWiFS chlorophyll from Yoder and Kennelly (online data set, 2001).
(b) Biome classification scheme calculated using mixed layer depths obtained from observed density and
from upwelling calculated from the wind stress divergence using observed winds. The equatorially
influenced biome covers the area between 5�S and 5�N, and is colored a dirty light blue in areas where
upwelling occurs (labeled ‘‘Eq-U’’ on the color bar) and dark pink in areas where downwelling occurs
(labeled ‘‘Eq-D’’). Outside of this band, the region labeled ‘‘Ice’’ (red) is the marginal sea ice biome, the
region labeled ‘‘SP’’ (yellow) is the subpolar biome, the region labeled ‘‘LL-U’’ (light blue) is the low-
latitude upwelling biome, the region labeled ‘‘ST-SS’’ (dark blue) is the seasonally mixed subtropical
gyre biome, and the region labeled ‘‘ST-PS’’ (pink) is the permanently stratified subtropical gyre biome.
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Figure 3. Biome classifications as determined from the AOGCM control climate variables for each of
the six models. The color scheme and symbols are described in the Figure 2 caption.
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Figure 4. Primary production derived from SeaWiFS chlorophyll and observed light and temperature
using the Behrenfeld and Falkowski [1997], Carr [2002], and Marra et al. [2003] algorithms (B&F, Carr,
and Marra, respectively). (a) Primary production normalized by chlorophyll and euphotic zone depth
(Zeu) and then binned and averaged in 1�C bins. Zeu is derived from the implied vertical distribution of
chlorophyll as part of the three primary production algorithms. (b) Zonal mean primary production.
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Figure 5. Zonal mean response to climate change (warming minus control) averaged over the period
2040 to 2060 (except for MPI, which is for the period 2040 to 2049) of (a) sea surface temperature, SST
in �C, (b) sea surface salinity, SSS in practical salinity units (PSU), (c) sea surface potential density, SSD
(sq 	 r � 1000 kg m�3), (d) upwelling velocity, w, in m d�1, (e) the fractional change in the vertical
density gradient, drho, (f ) the wintertime maximum mixed layer depth, MML, in m, (g) the growing
season length, GSL, in days, and (h) the ocean area of maximum wintertime sea ice extent in 1012 m2 per
degree.

GB3003 SARMIENTO ET AL.: OCEAN ECOSYSTEMS AND CLIMATE WARMING GB3003

12 of 23



Figure 6. Zonally integrated changes in biome areas (warming minus control) for the six models. The
units are 1012 m2 per degree. Percent changes are also shown. The percent change for the combined
subpolar gyre and low latitude upwelling biomes is just that due to the contribution of the subpolar gyre
biome (SP).
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Figure 7. Zonal means of chlorophyll and primary production. (a) Chlorophyll in mg m�3 estimated
using SeaWiFS color observations (thick black line) and chlorophyll estimated from AOGCM variables
using the empirical model described in the text (thin lines). The model labels correspond to those given in
Table 1. (b) Primary production in g m�2 d�1 of carbon derived from the SeaWiFS chlorophyll using the
Behrenfeld and Falkowski [1997] algorithm. The line colors correspond to those in Figure 7a.
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Figure 8. Impact of the global warming simulations on the chlorophyll concentration in mg m�3.
Chlorophyll is calculated for both the control and the warming simulations using the empirical model
(equation (2)). The figure shows the difference between the warming simulation and the control
simulation averaged over the period 2040 to 2060 (except for MPI, which is for the period 2040 to 2049).
Areas in white are those for which the chlorophyll change is smaller than ±0.0625 mg m�3.

GB3003 SARMIENTO ET AL.: OCEAN ECOSYSTEMS AND CLIMATE WARMING GB3003

15 of 23



Figure 9
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Figure 9. Impact of the global warming simulations on the chlorophyll concentration in mg m�3 as in Figure 8, but
broken down into various components. The global ocean is first separated into regions where the biogeographical provinces
changed from one to another (e.g., marginal ice biome to subpolar biome) and regions where it did not. (a) Contribution to
the total chlorophyll response that occurs in regions where the biogeographical provinces changed. (b, c) Changes in
regions where the biogeographical provinces remained the same. Figure 9b shows the contribution to the total chlorophyll
response that is due to changes in water mass properties: sea surface temperature anomaly (SST0) and sea surface salinity
anomaly (SSS0) calculated using equation (4). Figure 9c shows the contribution to the total chlorophyll response that is due
to the combined influence of changes in the maximum wintertime mixed layer depth (MLD) and the growing season length
(GSL), again calculated using equation (4). The sum of Figures 9a, 9b, and 9c is approximately but not exactly equal to
Figure 8 because of the nonlinearity of the chlorophyll empirical equation, which means that the breakdown given by
equation (4) is not exact.

GB3003 SARMIENTO ET AL.: OCEAN ECOSYSTEMS AND CLIMATE WARMING GB3003

17 of 23



Figure 10. Zonally integrated response of primary production calculated with the Behrenfeld and
Falkowski [1997] algorithm using chlorophyll calculated from the empirical model (equation (2)). The
figure shows the difference between the warming and the control simulation for each of the six AOGCMs
averaged over the period 2040 to 2060 (except for MPI, which is for the period 2040 to 2049). (a) The
increase in primary production that occurs in response to the chlorophyll change only, with temperature
kept constant at the control scenario. (b) The increase in primary production that occurs in response to the
temperature increase only, with chlorophyll kept constant at the control scenario. (c) The increase in
primary production that occurs in response to the combined effect of the chlorophyll change and
temperature increase.
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Figure 11. The mean over the CSIRO, GFDL, Hadley, and NCAR models of the response of zonally
integrated primary production to global warming. The MPI and IPSL models are excluded, the former
because the simulation ended in 2049, the latter because of the difficulties encountered in defining the
biome boundaries; compare Figure 3. The primary production responses are calculated as in Figure 10
(warming minus control), but with the three different primary production algorithms of Behrenfeld and
Falkowski [1997] (B&F), Carr [2002] (Carr), and Marra et al. [2003] (Marra). The figure shows both the
average over the period 2040 to 2060 (labeled 2050) and the average over the period 2080 to 2100
(labeled 2090). The three panels are calculated as described in the Figure 10 caption.
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