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DASPOS AND DIANA

DASPOS and DIANA are two large projects funded by the U.S. National Science
Foundation focusing on issues around software and data for high energy physics.

We are working closely with CERN Analysis Preservation (CAP) portal, INSPIRE,
and HEPData to build infrastructure for High Energy Physics

e | will focus on infrastructure to support reinterpretation / recasting
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About Job Opportunities Blog

Advanced software plays a fundamental role in large scientific
projects.

l'he primary goal of DIANA/HEP is to develop state-of-the-art tools for experiments which acquire,
reduce, and analyze petabytes of data. Improving performance, interoperability, and collaborative
tools through modifications and additions to ROOT and other packages broadly used by the
community will allow users to more fully exploit the data being acquired at CERN's Large Hadron
Collider (LHC) and other facilities. As part of the NSF's Software Infrastructure for Sustained
Innovation (SI2) program, DIANA is concerned with the overarching goal of transforming
innovations in research and education into sustained software resources that are an integral part
of the cyberinfrastructure.

Interoperability

Establish infrastructure for a higher-level of Streamline efforts associated to Improve the interoperability of HEP tools with
collaborative analysis, building on the reproducibility, analysis preservation, and the larger scientific software ecosystem,
successful patterns used for the Higgs boson data preservation by making these native incorporating best practices and algorithms
discovery and enabling a deeper concepts in the tools from other disciplines into HEP

communication between the theoretical
community and the experimental community
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ANALYSIS PRESERVATION ACTIVITIES

LHC experiments are putting effort into “analysis Level-1. Published results
. - B All scientific output is published in journals, and preliminary results are made available in
p reservation In o rd er to S Conference Notes. All are openly available, without restriction on use by external parties
5' beyond copyright law and the standard conditions agreed by CERN.
® onsure re p rod u Ci b| | |ty Of p u b | iS h ed resu |tS, § o Data associated with journal publications are also made available: tables and data from plots
E § (e.g. cross section values, likelihood profiles, selection efficiencies, cross section limits, ...)
. . . o <  arestored in appropriate repositories such as HEPDATA[2]. ATLAS also strives to make
® stream ||ne extension O'F ana|y5|5 10 new data as Q £ additional material related to the paper available that allows a reinterpretation of the data
5 E in the context of new theoretical models. For example, an extended encapsulation of the
i

analysis is often provided for measurements in the framework of RIVET [3]. For searches
information on signal acceptances is also made available to allow reinterpretation of these

graduate students transition,

©)

° . . 4. | . . h _I: searches in the context of models developed by theorists after the publication. ATLAS is also
rel nte rp ret eXil Stl n 9 dana yS IS 1N t € CO nteXt O exploring how to provide the capability for reinterpretation of searches in the future via a
. 1 . 1" service such as RECAST [4]. RECAST allows theorists to evaluate the sensitivity of a
new th eories (a ka recd Stl N 9 ) published analysis to a new model they have developed by submitting their model to ATLAS.
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< ) ANALYSIS PRESERVATION

Signiticant effort by CERN to provide service for the experiments to aid analysis
preservation.

e many of the same people involved in the CERN Open Data portal, but the
focus here is different. This is a service for the experiments, not expected to
be open.

e close collaboration with representatives from LHC experiments and DASPOS
Two main approaches being pursued in parallel:
1) a meta-data model to describe all aspects of an analysis

e including but not limited to cuts, triggers, etc. (similar to "Les Houches
Analysis Description Accord”)

2) directly capture computational workflows for reproducibility

e i.e.the code for the published analysis, this is more relevant for Recast



Draft DASPOS Technical Report

C P _l_ U R | N G Q N Q N Q I_Y S | S Capturing Workflows for LHC analyses
/\ Kyle Cranmer, Lukas Heinrich DASQOS for Open scenca. 11"

May 23, 2016

1 Introduction

T | -t -t -t -F t | Data analyses of LHC data consist of workflows that utilize a diverse set of software tools to produce
WO CO I I I p e I I I e n a ry S ra e g I es O r Ca p u rl n g a n a n a yS I S physics results. The different set of tools range from large software frameworks like Gaudi/Athena to
single-purpose scripts written by the analyzer. The analysis steps that lead to a particular physics result

are often not reproducible without significant assistance from the original authors. This severely limits

the capability to re-execute the original analysis or to re-use its analysis procedures in new contexts.

The latter is required if the measurements of the analysis are to be reinterpreted with respect to new

physics models.
Therefore it is desirable to have a system to archive analysis code as well as the analysis procedure

[ ] m eta —_ d a t a d eS C rl b I n g t h e a n a | yS | S a t a h | g h —_ | eve | i:,lnikrgia,nf:n::: igfi%srﬁgt?nrfﬁixf::i? and re-use. This document presents prototyping work on

R — E——

e code, environment, etc. needed to re-execute the computational workflow

In addition to re-executing the workflow on the exact same inputs (reproducibility), we also
want to be able to reuse the workflow on new inputs or with different settings

e we call this a parametrized workflow, needed for reinterpretation / “recasting”
We have developed JSON schemas to capture two types of ingredients
* packtivity to describe individual processing stages (docker container, options, ...)
e yadage to describe how to connect the pieces together into a parametrized workflow

CERN i
e preservation C@N NOW store and serve up analyses preserved this way

We leverage docker so that each processing stage can have its own computing
environment. Recast backend can run new theory through this workflow for reinterpretation.



INFRASTRUCTURE FOR DATA AND ANALYSIS PRESERVATION
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PHENO RECASTING SOFTWARE

Several tools being developed by phenomenologists to address the need for an organized
approach to recasting (but using unofficial and/or approximate methods.

ATOM Sabine Kraml

arXiv:1407.3278

Towards a public analysis database

FastLim

: We think it would be of great value for the whole community :

M adAn a |yS|S : to have a database of LHC analyses based on fast simulation. :

— we propose to create such a database using the :
MadAnalysis 5 framework :

Gambit

Validated analysis codes, easy to check and to use for everybody.
Can serve for the interpretation of the LHC results in a large variety of models.
SModelS

Convenient way of documentation; helps long-term preservation of the analyses
performed by ATLAS and CMS.

XQCAT Modular approach, easy to extend, everybody who implements and validates an
existing ATLAS or CMS analysis can publish it within this framework.

Provides feedback to the experiments about documentation and use of their

C h e Ck M a‘te results. (The ease with which an experimental analysis can be implemented and validated may actually

serve as a useful check for the experimental collaborations for the quality of their documentation.)

Towards a public analysis database ... Aug 21,2014

unofficial contributions to Rivet

As I'll show, it is possible to interface RECAST infrastructure with these unofficial pheno
recasting tools.



Current status of ATLAS policy

JUST TO CLARIFY



ATLAS POLICY DOCUMENT
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Level-1. Published results

All scientific output is published in journals, and preliminary results are made available in
Conference Notes. All are openly available, without restriction on use by external parties
beyond copyright law and the standard conditions agreed by CERN.

Data associated with journal publications are also made available: tables and data from plots
(e.g. cross section values, likelihood profiles, selection efficiencies, cross section limits, ...)
are stored in appropriate repositories such as HEPDATA[2]. ATLAS also strives to make
additional material related to the paper available that allows a reinterpretation of the data
in the context of new theoretical models. For example, an extended encapsulation of the
analysis is often provided for measurements in the framework of RIVET [3]. For searches
information on signal acceptances is also made available to allow reinterpretation of these
searches in the context of models developed by theorists after the publication. ATLAS is also
exploring how to provide the capability for reinterpretation of searches in the future via a
service such as RECAST [4]. RECAST allows theorists to evaluate the sensitivity of a
published analysis to a new model they have developed by submitting their model to ATLAS.



CHEP 2015 POSTER

Analysis Preservation in ATLAS

ATL AS Data Access Pollcy €€ ATLAS has fu'lly_suppm_'ted_the pr/:nciple of
open access in its publication policy. § 9

Data associated with journal publications are made ATLAS also strives to make additional material related to
available: tables and data from plots the paper available to allow for a reinterpretation of the data
in the context of new theoretical models. For example:

ATLAS entries in HepData « Information on signal acceptances of searches is also

80 entered in HepData to allow reinterpretation of these
A searches in a limited context P O St e r O r H E P 1 5
60

Simplified, portable and self-contained formats for

/ \ / educational and public understanding purposes
40 N RIVET for encapsulation of unfolded measurements
/ ATLAS is also exploring how to provide the capability

20 ( for reinterpretation of searches in the future via a

service such as RECAST. RECAST allows theorists to
evaluate the sensitivity of a published analysis to a new
model they have developed by submitting their model
to ATLAS.

0

2010 2011 2012 2013 2014
link to policy document: http.//bitly.com/Z TvcWi

Scope and Purpose

Reproducibility Replicability

[ ]

“Reproducibility” is defined as repeating the analysis of the “Replicability” is defined as repeating the analysis of new data | h e D a t a A n a | S I S

same data using the original procedures, software and tools. Or new versions of old data_ (e.g. after a reprocessing),
potentially with newer versions of software and tools.

« Primary Technology: virtualization, containerization . Primary Technoloay: miaration. rearession testin
+ Timescale: short/medium term rimary logy: mig » reg g
» Timescale: medium/long term

°
« Use case: confirmation & clarification if questions arise, . Use case: extend analvsis with new data. facilitate
reinterpretation of existing result for new physics model . ase: ex ySIS with new » racl r‘ !S( ! rva I O n ( ! | I | O a S
migration to new groups or similar signatures

(this approach overlaps with our DPHEP efforts)

eve < [is] . b5 0

An Eye On The Future been renamed

ATLAS is now reviewing the concept of analysis

preservation with the aim to bring coherence and Data Analysis Preservation Demo
robustness to the process and with a clearer view of the

level of reproducibility that is reasonably achievable.

« ATLAS is working with CERN-IT and DPHEP to ° +[e
develop a tool to capture provenance, derived data,
and analysis code at various levels

* ATLAS members of DASPQOS are exploring generic i g %
tools (CDE, PTU, parrot, docker, LXC, etc.) to ALIce
automatically capture provenance & computing
environment that can be preserved & distributed

» ATLAS is prototyping and evaluating a RECAST
backend that leverages the preserved analysis to
provide a service for reinterpretation http://data-demo.cern.ch/

CERN
ANALYSIS PRESERVATION

Dissiaya mons
—

Lukas Heinrich, for the ATLAS Collaboration




Status of Recast

@ recast




@ recast

Many people contributing now. Contributions from CERN, DASPOS, DIANA, GitHub, Moore-Sloan Data Science Environment
at NYU, Notre Dame, Nebraska, ...

Using yadage and packtivity JSON schemas developed by Lukas Heinrich and described in draft DASPOS technical report for
packaging realistic LHC analyses

CERN Analysis Portal (CAP) is able to store and serve up analysis workflows stored in this format.

New front-end webpage thanks to Christian Bora (Nebraska, DASPOS) and Eamonn Maguire (CERN)

ese < > O ® o @ GitHub, Inc ¢ 0 N &
Bl Discoverylinksv Higgsv RooSusv  ALEPHv  Applev Newsv Lfe St v ATLAS Wikipeda, inSpire Theory@Practice v nyuespace JCSS HCGv  Evernote  Web Equaticn  job a
The Rocast Project

@ [he Recast Project

recast Extending the results of high energy physics experiments with reusable workflows.

hitp Arocast perimatarinstituie ca

I) Repositories People 15  Toams 4 £ Setings
Foers - [ e reposncry [
recast-flask-frontend HTML %0 b2

attempt at a new frontend for RECAST
Updated 9 hours ago

recast-api Python 1 b2

The RECAST api TS ’
Updated 4 days ago )’

recast-database Python # 0 11
The ORM for the recast frontend

Updated 11 days ago




RECAST PROGRESS
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Recast front-end user interface developed by Christian Bora
at Nebraska-Lincoln (DASPQOS)

* accepts requests for recasting and presents results

e has a RESTful APl and corresponding command-line
interface

An ATLAS SUSY analysis has been captured using packtivity
and yadage schemas and stored in CERN Analysis
Preservation portal (see Kilian Rosbach'’s talk Thursday)

e workflow, individual analysis steps, computing
environment

Recast back-end can pull and re-execute analysis on new
theory to reinterpret the original published result
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Initiator : AR RECAST API RECAST back-end
User front-end

| Experimentalist : Analysis Collaboration
Subscriber Framework Approval Board
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Add Request

Notify Subscriber

Send Request (LHE,...)

i
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I
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:
Accept Request |
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Submit Jobs
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New Result

Request Approval
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Recast Control Center an anaysis Reine

Framework

A framework for extending the impact of existing analyses performed by

hgh-anergy physics expenments

Introduction

Thes & o sary prunctype Yo T SLCAST cormol carter Whie e PECAST bort e o

View Avaiyvey  View Corvent Beguenty
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CERN Analysis Preservation:
Stores workflows, provides back-end
computing resources

Front-End: public facing Control Center: not public, uses CERN auth.,
collects requests oversees processing of jobs on back-end



front-end (open) control center (closed to experiment)

Home » Analyses Catalog » Demo with working rivet-based back-end » List Requests » test for UCI

View ~Edt Edit ContactRequester | ShowResuts | Devel Recast Request test for uc
A
,'11. request initiated Request Detals
Analysis: Demo with working rivet-baged back-end e o e e e
model-type None
Status: Completed wuid  dodcSS8e-Bida-eabd-fdbl-cd91a34dbab2
new-model-information
Requester: lheinric . Ste ::”m ueH
| 5. response public redeted-model S
Recast Audience: all Sor- we can
Model Name: CMSSM e
selected Su ber(s): lheinric, cranmer ‘m ............ subscribers "me;m 4 . u p | O a d reS p O n S e
Mon, 02/02/2015 - 14:26 - Activated
Yied, 08/04/2015- 06~ Complated 2. process request
Request Description and Potential +Add Parameter Point  @Upload to RECAST
Reason for request: ' Parameter Desciption Number of Events Cross-Section l
because we can
i parameter-0 test for UCI 1000 20
Additional Information: PIOGIS | M
No information available : T

3. review results

Requests My Subscriptions About Oovelopors

v

Results for request 4cdcsssc-8i4a-eabs-idbi-cd91a34dbab2 - parameter-0

Efficiency
QIAB2T2T2T272727274
Plots
Home » Arsdyses Catadog » Demo with working rivet-Sused Back-end » Lint flegeats « %.. pions-2 » Show Resits » Recast Resporas for Mgt $teat-
upload-2
> G2 MET > L 2% PhotonPr > L% Cutow > 4 % PhotonEla

Recast Response for Request #test- upload 2

Vew Em  Dewd

Sutwrmiad by Perws on Sun, OV 12005 - 0B 54 H . - - - - - . — - - YN yr—— ’ <

Request: test-upload-2 v
ROOT file with TH1: I 2015011800541405872ab0- 142b- 1004 €154 -500ad 413081 xp

Status: Completed




INSPIRE & HepData
(stores request/result
& tracks citations)

o v
Initiate request
front-end
~
"Theorist" _
review request,
process,
optional y review result,
Control Center __ upload

access control |

analysis analysis analysis
plugin plugin plugin

perimentalist”

CERN
Analysis
Preservation



EXAMPLE RECAST = HEPDATA / ZENODO

After re-running analysis on new physics model, experiments might want to push result of new
interpretation to HEPData. Technically we can do this with Zenodo. Discussing with HEPData and
INSPIRE to have APl connection to upload result. Both are based on Invenio, so should be easy.

e this allows for new results to get a DOI and be associated with the original analysis publication

[E] recast request respense

« C [ hipe//sandbox.2en0do.org/record/B48. VUESKINVNBC * =

Search Communities Browse ~ Upload
29 April 2015 [ i | Embangoed scoess

wm.
recast request response 3eedbfde-739b-c844- b
98bc-f00b130eT1eel Fios evauble e EESEEEED) afer 01 Jaary
Heinrich, Lukas ool
(show affilatons) License (for files):
response 10 a RECAST request Cremwe::mrrons CCZero

lukasheinrich (on 29 April 2015)

Preview v

Cutflow

— Rivet Shan‘e_

—— RSO0
' 1 - Cite as

Heinrich, Lukas. (2015). recast request response
3eedbide-739b-¢844-95bc-100b130e 1003, Zenodo
10.5072/2en0do. 84

. Select citation style._.
107,

all n, w2crack Nowx My Praen Pri Pr2 Pryy I

Export

BibTeX, DataCite, DC, EndNote, NLM, RefWorks
MARC, MARCXML
Files v




PLANNING FOR CERN-BASED RECAST SERVICE
Schematic of design being developed by CERN / DASPOS / DIANA

CAP U] CAP workflow CERN Docker
database | Registry

RECAST
Frontend

RECAST
Control Center

Workflow Engme
Workflow Execution
Queue
Workflow Slot 1 Workflow Slot 2 Workflow Slot 3 Workflow Slot 4

Workflow Workflow ‘Z.EF Workflow

Workflow

Controller - d
ata
data Instance -

Workflow ‘g ’ Workflow
Droduicts products

Controller data

Controller =
Instance l&

Workflow Backend Workﬂow Backend | Workflow Backend | d

Instance products

S T L

CERN hosted Open Stack Magnum container-aware computing resource

Workflow Workflow
Step Step
Workflow Workflow Workflow Workflow
Step Step Step Step




A FLEXIBLE WORKFLOW MODEL

A workflow composed ot sub-workflows that run Rivet, Delphes,
and ATLAS analyses in parallel on the same input

[generation_seeds][0]

parallel_production

[parallel_production][0]

[simulation_seed][0]

[simulation_seed][0]

madgraph_gen

madgraph_gen

[parallel_production][0][madgraph_gen][0] [parallel_production][1][madgraph_gen][0]

[generate_seed]
prepare(0]

sim_reco sim_reco evgen_truthana

truth_derivagfon dutwphepme

truthy derivation
][ 1_ Il [parallel_production][1][sin
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SUMMARY

The experiments are actively engaged in analysis
preservation activities that are closely related to
reproducible workflows and reinterpretation / recasting

CERN, DASPQOS, and DIANA are all contributing to
infrastructure for reproducibility and reinterpretation

e Plans underway to develop Recast infrastructure
integrated with CERN Analysis Preservation Portal

e the Recast infrastructure can be used to run both the

analysis code of the experiments, Rivet, and pheno
recasting tools
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"NETFLIX FOR MONTE CARLO"

Lukas has prototyped a web service called Aretha that
encapsulates Monte Carlo tools and wraps them as a web service.

e Specific version of “cards” contfiguring Monte Carlo generator

e specific installation (stored in a docker container) that ensures
version of generator and other dependencies (compiler etc.)

https://github.com/aretha-hep/aretha-doc

e ideally, give DOls to the
generator cards and
docker container

introduction

In recent years, the idea of regardng compatng nireatructure a3 a service has quickly changed the standard procedros
among IT specialists 10 peovision end deploy networked appiications. Among others, Google and Amazon provide these
laaS (irfrastructire as a Servico) sorvicos that are the backbone of may resource infensive appications. This chango in . t

and phenomonciogical high-enorgy physics communitios. A main intorfaco botwoon these sub-Seld aro the Monte-Carlo
Qenevalors used 10 produce simuiated particie colisions. Among the leading software products here ase SHERPA, Herwig, °

o s, Comrartnahy e om0 s, b gty e oo sovers consistent MC on demand
standargized fe formats, most often the HepMC event format. Thess events am than, for example, analyzed drectly .9,
with tools such as Rivet or used by high-enemgy physics experiments such as those at the LHC, to serve as input nto the
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