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Abstract. The volume of data archived in open source software project reposi-
tories makes automated, quantitative techniques attractive for extracting and an-
alyzing information from these archives. However, many kinds of archival data
include blocks of natural language text that are difficult to analyze automatically.
This paper introduces a qualitative analysis method that is transparent and re-
peatable, leads to objective findings when dealing with qualitative data, and is
efficient enough to be applied to large archives.
The method was applied in a case study of developer and user forum discussions
of an open source electronic medical record project. The study demonstrates
that the qualitative repository mining method can be employed to derive useful
results quickly yet accurately. These results would not be possible using a strictly
automated approach.
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1 Introduction

The sheer volume of data archived in open source software project repositories makes
automated, quantitative techniques attractive for extracting and analyzing information
from these archives.

However, some kinds of archival data - bug reports, commit log entries, email
messages, and forum postings - include large blocks of natural language text that are
difficult to analyze automatically. Software development is a human-intensive activity;
these qualitative data convey important information about a project that cannot be ex-
plained by numbers alone. For example, analyzing project discussion forum postings
can help to explain how users are supported, who is reporting and fixing bugs, who
actually commits enhancements, and how requirements are elicited.

While qualitative techniques employing human interpretation are necessary to an-
alyze such data, qualitative analysis is a labor-intensive activity; as such, the amount
of data that can be analyzed is limited by the capabilities of human researchers.

This paper introduces a hybrid data-mining technique that combines automated
data extraction with human qualitative analysis. The approach is transparent and re-
peatable, produces objective results from qualitative data, and is suitable for a reason-
ably large project archive.
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At the core of the technique is a classification scheme for classifying natural lan-
guage fragments such as mailing list messages An iterative process is employed to
develop a set of categories to classify natural language text, such as discussion forum
posts. Inter-rater agreement measures are used to refine the list until a high degree of
agreement among researchers is achieved. The resulting categories are then used to
classify a representative sample of text artifacts. The results can then be aggregated to
provide a quantitative summary of qualitative data.

We describe the method in the next section, including use of inter-rater agreement
analysis to refine the coding scheme. The last two sections present related work and
conclusions.

2 Method

The method proposed by this study employs content analysis Krippendorff [10], a clas-
sification technique that is frequently applied to interviews and focus group data. The
objective of content analysis is to ask quantitative questions about qualitative data. The
approach is similar to the grounded theory method, but differs from grounded theory
in that the results are quantitative rather than qualitative: content analysis produces re-
sults such as, “49% of messages submitted to project mailing lists were sent by core
developers.”

Our method is adapted from Burnard [2] and comprises the following specific
steps:

Develop Initial Code Set. The first step is to create an initial set of codes by analyzing
a small, representative sample of text fragments. Typically these would be elements in
the project repository, such as bug reports, discussion forum posts, commit log entries,
etc.

This is an inductive step: the researcher reads a fragment and invents a code (word
or phrase) that captures the meaning of the fragment. During this step, the list of codes
grows and evolves as more fragments are read and the research becomes familiar with
the content; the resulting list may be large and therefore require consolidation.

Coalesce Codes into Themes. A good coding scheme has a small set of codes, with
clear definitions, so that the scheme is easy to apply and can be performed quickly.
As such, the next step is iteratively coalesce codes with similar meaning into a single
category, and assign a new code to the category. When the list has coalesced into a
handful of categories with distinct meanings, the process ends and the category codes
become the codes that are assigned to text fragments during the content analysis phase.

Create Checklist. A checklist describing how to categorize a given text fragment is
developed from the set of disjoint codes from the previous step. This checklist guides
the coding process, providing a step-by-step decision list for the researcher to use to
code the data.
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Refine Codes and Checklist. The set of codes and associated checklist are evaluated
and refined using a series of trials involving two or more researchers. The goal is to
achieve a high degree of agreement among researchers about which code should be
assigned to a given text fragment. This is achieved by having two researchers apply
the checklist to a small sample of text fragments independently. The results are then
compared using crosstabulation to see how they agree; disagreements are discussed
to determine how the checklist or set of codes could be refined to make the choice
of correct code more clear, and the process is repeated until an acceptable level of
agreement is achieved.

Table 1. Crosstabulation table comparing coding of two researchers.

Sarah

John fix impl issue other prop Total

fix 3 0 0 3 0 6
impl 0 2 0 2 0 4
issue 1 1 15 0 0 17
other 1 1 2 21 2 27
prop 0 0 0 2 3 5

Total 5 4 17 28 5 59

Table 1 is an example of a crosstabulation created from a trial coding exercise used
to refine the coding scheme and checklist for the case study described in [14]. Both
the rows and columns are labelled with codes from the coding scheme. The cells show
the number of messages coded with the row label by the first researcher (John) that
were coded with the column label by the second researcher (Sarah). The diagonal,
therefore, represents agreement. The table shows that both John and Sarah assigned
seventeen issue codes; of these, fifteen were assigned by both researchers to the same
text fragments. This table makes clear where disagreements lie: prop has only 40%
agreement (frac25), impl has 50% ( 24 ), and fix has 60% ( 35 ), while both issue ( 1517 ) and
other ( 2127 ) have more than 75% agreement.

Assess Inter-rater Agreement. Cohen’s kappa [1, 3] is a statistic that attempts to assess
the degree of agreement between the codes assigned by two researchers working in-
dependently on the same sample. Cohen’s kappa accounts for the reality that a certain
level of agreement would be achieved even if codes were assigned at random; as such,
it is more conservative than simply calculating the percentage of agreement between
two researchers, which does not account for randomness.

Cohen’s kappa produces values between 0 and 1, where 0 indicates poor agree-
ment, and 1 perfect agreement. Landis and Koch [11] proposed an assessment scheme
for determining strength of agreement from Cohen’s kappa values: less than .2 repre-
sents “slight” agreement; a value between .4 and .6 represents “moderate” agreement;
a kappa statistic above .8 is considered a sign of “almost perfect” agreement. Re-
searchers have to balance agreement against the effort required to refine the checklist
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and coding scheme in order to achieve high agreement. If “good” agreement has been
achieved (kappa value between .6 and .8), and successive refinement attempts produce
incremental or no improvement, it may be best to move on to actual coding.

Code the Data. In this phase, several researchers apply the coding checklist to code a
large sample extracted from the project archives.

Analyze Coded Data. For example, the case presented in [14], coded discussion fo-
rum posts were combined with author IDs extracted from the discussion forums and
commit logs, to create a picture of what kinds of activities different groups of project
participants were involved in.

2.1 Validation

The method was applied to a case study of an open source software project [14]. The
case study results show that useful conclusions can be drawn from minimally struc-
tured natural language data that are not easily analyzed using an automated approach.
Also, the method for iteratively developing a classification scheme using inter-rater
agreement analysis proved to be an effective approach for developing a repeatable yet
efficient coding scheme. Finally, we found that qualitative analysis techniques can be
employed to derive results quickly and accurately through careful transparent and val-
idated analysis, and dividing the work among several researchers.

3 Related Work

Testing inter-rater reliability is not a new concept, and has been used in software engi-
neering qualitative research.

For example, Henningsson and Wohlin [9], used Cohen’s kappa statistic to mea-
sure whether eight people could agree on how to classify faults independently. Other
researchers used the same method to test the reliability of their fault classifications,
with mixed results. However, in contrast to the approach described in this paper, both
Henningsson and Wohlin [9], and Hall et al. [8], used the interrater measure to test
agreement post hoc, and not as a tool to resolve problems with the coding scheme.
However, El Emam and Wieczorek [4] were able to use poor kappa values to go back
to look at specific fault types that were causing low repeatability of code defect classi-
fications.

Researchers studying software process assessment have used Cohen kappa statistic
to test the external reliability of interrater agreement [5–7, 12, 15]. As software process
assessment can be subjective, researchers identify the need to check the reliability of
the results. Kohen’s kappa has also been applied in fuzzy systems [16], and in the
subjective evolvability evaluation of object-oriented software [13]. Also, Vilbergsdttir
et al. [17] used kappa statistics over several iterations to revise their scheme defining
usability attribute values.

To our knowledge this process has not been used in classifying data mined from
software repositories, and therefore as we identify this to be an area that is potentially
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high in subjectivity, we think the community can benefit from assessing the quality of
classifications prior to making any judgements about what the data are telling us.

4 Conclusions

This paper presented an approach to software repository data mining based on qualita-
tive content analysis, a data analysis technique that is appropriate for situations where
data cannot be easily quantified by automated data mining techniques. The approach
was successfully applied in a case study of an open source software project.

The results of the case study show that useful conclusions can be drawn from mini-
mally structured natural language data that are not easily analyzed using an automated
approach. Further, the application of inter-rater agreement analysis in the case study
demonstrates how an effective coding scheme can be created that is transparent, repeat-
able, and consistent. This allows several researchers to work independently on content
analysis, while still producing results that can be reliably aggregated. Finally, our ex-
perience shows the method is efficient as well as effective: researchers were able to
code more than 60 messages per hour, meaning we were able to complete the coding
and analysis in a week working part-time.
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