
Supplementary material for: Continuous Time Analysis of
Momentum Methods

Remark 1 Since publication of this article in Kovachki and Stuart (2021), we became
aware of related, and earlier, work by Farazmand (2018). Farazmand starts from the Breg-
man Lagrangian introduced in Wibisono et al. (2016) and uses ideas from geometric singular
perturbation theory to derive an invariant manifold. The work leads to a more general de-
scription of the invariant manifold than the one given by our equation (20). Farazmand’s
work was published in Farazmand (2020).
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