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Abstract

This paper proposes a Disentangled gEnerative cAusal Representation (DEAR) learning
method under appropriate supervised information. Unlike existing disentanglement meth-
ods that enforce independence of the latent variables, we consider the general case where
the underlying factors of interests can be causally related. We show that previous methods
with independent priors fail to disentangle causally related factors even under supervision.
Motivated by this finding, we propose a new disentangled learning method called DEAR
that enables causal controllable generation and causal representation learning. The key
ingredient of this new formulation is to use a structural causal model (SCM) as the prior
distribution for a bidirectional generative model. The prior is then trained jointly with a
generator and an encoder using a suitable GAN algorithm incorporated with supervised
information on the ground-truth factors and their underlying causal structure. We provide
theoretical justification on the identifiability and asymptotic convergence of the proposed
method. We conduct extensive experiments on both synthesized and real data sets to
demonstrate the effectiveness of DEAR in causal controllable generation, and the bene-
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fits of the learned representations for downstream tasks in terms of sample efficiency and
distributional robustness.

Keywords: disentanglement, causality, representation learning, deep generative model

1. Introduction

Consider the observed data z from a distribution g, on X C R? and the latent variable z
from a prior p, on Z C R¥. In bidirectional generative models (BGMs), we are normally
interested in learning an encoder E : X — Z to infer latent variables and a generator
G : Z — X to generate data, to achieve both representation learning and data generation.
Classical BGMs include Variational Autoencoder (VAE) (Kingma and Welling, 2014) and
BiGAN (Donahue et al., 2017; Dumoulin et al., 2017). In representation learning, it was
argued that an effective representation for downstream learning tasks should disentangle
the underlying factors of variation (Bengio et al., 2013). In generative modeling, it is highly
desirable if one can control the semantic generative factors by aligning them with the latent
variables such as in StyleGAN (Karras et al., 2019). Both goals can be achieved with
the disentanglement of latent variable z, which informally means that each dimension of z
measures a distinct factor of variation in the data (Bengio et al., 2013).

Earlier unsupervised disentanglement methods mostly regularized the VAE objective
to encourage independence of learned representations (Higgins et al., 2017; Burgess et al.,
2017; Kim and Mnih, 2018; Chen et al., 2018; Kumar et al., 2018). Later, Locatello et al.
(2019) showed that unsupervised learning of disentangled representations is impossible:
many existing unsupervised methods are brittle, requiring careful supervised hyperparam-
eter tuning or implicit inductive biases. To promote identifiability, recent work resorted
to various forms of supervision (Locatello et al., 2020b; Shu et al., 2020; Locatello et al.,
2020a). In this work, we also incorporate supervision on the ground-truth factors in the
form of a certain number of annotated labels as described in Section 3.2. We will present
experimental results showing that our method remains competitive with a small amount of
labeled data (a minimum of around 100 samples).

Most of the existing methods, including those mentioned above, are built on the as-
sumption that the underlying factors of variation are mutually independent. However, in
many real-world cases, the semantically meaningful factors of interests are not indepen-
dent (Bengio et al., 2020). Instead, such high-level variables are often causally related, i.e.,
connected by a causal graph.

In this paper, we prove formally that methods with independent priors fail to disentangle
causally related factors. Motivated by this observation, we propose a new method to learn
disentangled generative causal representations called DEAR. The key ingredient of our
formulation is a structural causal model (SCM) (Pearl et al., 2000) as the prior for latent
variables in a bidirectional generative model. As discussed in Section 4.1.2, we assume that
a super-graph of the underlying causal graph is known a priori, which ranges from the causal
ordering of the nodes in the graph to the true causal structure. The causal model prior is
then learned jointly with a generator and an encoder using a suitable GAN (Goodfellow
et al., 2014) algorithm. Moreover, we establish theoretical guarantees for DEAR on how it
resolves the unidentifiability issue of many existing methods as well as on the asymptotic
convergence of the proposed algorithm.
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An immediate application of DEAR is causal controllable generation, which can generate
data from many desired interventional distributions of the latent factors. Another useful
application of disentangled representations is to use such representations in downstream
tasks, leading to better sample complexity (Bengio et al., 2013; Scholkopf et al., 2012).
Moreover, it is believed that causal disentanglement is invariant and thus robust under
distribution shifts (Scholkopf, 2019; Arjovsky et al., 2019). In this paper, we demonstrate
these conjectures in various downstream prediction tasks for the proposed DEAR method,
which has theoretically guaranteed disentanglement property.

We summarize our main contributions as follows:

e We formally identify a problem with previous disentangled representation learning
methods using the independent prior assumption, and prove that they fail to dis-
entangle when the underlying factors of interests are causally related, even under
supervision of the latents.

e We propose a new disentangled learning method, DEAR, which integrates an SCM
prior into a bidirectional generative model, trained with a suitable GAN algorithm.

e We provide theoretical justification on the identifiability! of the proposed formulation
and the asymptotic convergence of our algorithm.

e Extensive experiments are conducted on both synthesized and real data to demon-
strate the effectiveness of DEAR in causal controllable generation, and the benefits
of the learned representations for downstream tasks in terms of sample efficiency and
distributional robustness.

Notation Throughout the paper, all distributions are assumed to be absolutely continuous
with respect to Lebesgue measure unless indicated otherwise. For a vector x, let [x]; denote
the i-th component of z. For a scalar function h(x,y), let V h(x,y) denote its gradient with
respect to x and V2h(z, y) denote its Hessian matrix with respect to z. For a vector function
g(x,y), let V,g(z,y) denote its Jacobian matrix with respect to . Without ambiguity, V,
is denoted by V for simplicity. Notation || - || stands for the Euclidean norm.

Definition 1 (Smoothness) Consider a function h(x) : R — R. h(x) is fo-smooth with
respect to x if h(x) is differentiable and its gradient is €y-Lipschitz continuous, i.e., we have

IVh(x) — Vh(a)| < folle — o', Va,a’ € R

Definition 2 (Polyak-Lojasiewicz) For a set S C R?, consider a function h(z): S — R
and let h* = minges h(x). Then h(x) satisfies the Polyak-Lojasiewicz (PL) condition if
there exists ¢ > 0 such that for all x € S

h(z) = h* < ¢ Vh(2)]3-

1. Note that the identifiability in this work differs from that in Khemakhem et al. (2020) in terms of goals
and assumptions. See more discussions in the related work and below Proposition 5.
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Roadmap In Section 2, we discuss the related work. In Section 3, we introduce the
problem setting of disentangled generative causal representation learning and identify a
problem with previous methods. In Section 4, we propose the model, formulation and algo-
rithm of DEAR, and provide theoretical justifications on both identifiability and asymptotic
convergence. We then present empirical studies concerning causal controllable generation,
downstream tasks and structure learning as well as ablation studies in Section 5, and con-
clude in Section 6. Detailed proofs of all theorems, propositions and lemmas are deferred
to Appendix A.

2. Related work

VAE-based disentanglement methods. A number of methods have been proposed to
enrich the VAE loss by various regularizers to enforce the independence of the latent vari-
ables. S-VAE (Higgins et al., 2017) and Annealed VAE (Burgess et al., 2017) introduced
extra constraints on the capacity of the latent bottleneck by adjusting the role of the KL
term; Factor-VAE (Kim and Mnih, 2018) and S-TCVAE (Chen et al., 2018) encouraged the
aggregated posterior (i.e., the marginal distribution of F(z)) to be factorized by penalizing
its total correlation; DIP-VAE (Kumar et al., 2018) enforced a factorized aggregated poste-
rior differently by matching its moments with those of a factorized prior. Going beyond the
independence perspective, Suter et al. (2019) considered disentangled causal mechanisms,
meaning that all the generative factors are conditionally independent given a common con-
founder. This is one special case of causal relationship, while we consider more general
cases where the factors can have more complex causal relationships, e.g., one factor can be
a direct cause of another one.

Based on the above methods, Locatello et al. (2020b) and Locatello et al. (2020a) further
incorporated supervised information on a few labels of the generative factors and pairs of
observations which differ by a few factors respectively, where the former is more related to
ours which is discussed detailedly in Section 3.2. Shu et al. (2020) proposed several concepts
related to disentanglement, based on which they analyzed three forms of weak supervision
including restricted labeling, match pairing, and rank pairing.

Going beyond the independent prior, Khemakhem et al. (2020) proposed a conditional
VAE where the latent variables are assumed to be conditionally independent given some
additionally observed variables. Built upon developments of nonlinear ICA, they presented
the first principled identifiability theory of latent variable models, in particular VAEs, thus
leading to a form of provable disentanglement under suitable conditions. Our work, in
contrast, does not aim at achieving general identifiability of latent variable models or general
provable disentanglement, but contributes to resolving the failure of existing methods in
disentangling causally related factors. With this motivation, we consider more general
model assumptions on the latent structure as well as generating transformations than those
in Khemakhem et al. (2020) which apply more suitably to real-world data. To achieve
disentanglement of causal factors, we need to adopt a more direct and somehow stronger
form of supervision than Khemakhem et al. (2020), i.e., we require annotated labels of true
factors for a possibly small number of samples. See Appendix C for a discussion on the
two forms of supervision. The model in Khemakhem et al. (2020), however, has not yet
been applied with the most advanced network architecture for image generation such as
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StyleGAN (Karras et al., 2019), nor can their conditional independent prior models the
causal structure of true factors. Therefore, their model and theory do not apply here and
our work should be regarded complementary.

To avoid the unidentifiability of the standard Gaussian prior caused by rotation transfor-
mations, Stiithmer et al. (2020) proposed hierarchical non-Gaussian priors for unsupervised
disentanglement, which is not rotationally invariant. However, there remains other kinds
of mixing transformations that leave these priors invariant, leading to unidentifiability. Be-
sides, their proposed priors cannot model the causal relationships.

Recently, a concurrent work by Trauble et al. (2021) conducted a large-scale empirical
study to investigate the behavior of the most prominent disentanglement approaches on cor-
related data. In particular, they considered the case where the ground-truth factors exhibit
pairwise correlation. Although pairwise correlation largely generalizes the independence
assumption, it is less general than the causal correlation that we consider. For example, a
parental node with multiple children immediately goes beyond pairwise correlation. More-
over, Trauble et al. (2021) focused on verifying the problem that existing methods fail to
learn disentangled representations for strongly correlated factors, while we identify the prob-
lem as a motivation to propose a method to resolve it and learn disentangled representations
under the causal case.

GAN-based disentanglement methods. Existing GAN-based methods, including In-
foGAN (Chen et al., 2016) and InfoGAN-CR (Lin et al., 2020), differed from our proposed
formulation mainly in two folds. First, they still assumed an independent prior for latent
variables, so suffered from the same problem with the previous VAE-based methods men-
tioned above. Besides, the idea of InfoGAN-CR was to encourage each latent code to make
changes that are easy to detect, which only applies well when the underlying factors are
independent. Second, as a bidirectional generative modeling method, InfoGAN further re-
quired variational approximation apart from adversarial training, which is inferior to the
principled formulation in BiGAN and AGES (Shen et al., 2020) that we adopt.

Generative modeling involving causal models in the latent space. CausalGAN (Ko-
caoglu et al., 2018) and a concurrent work (Moraffah et al., 2020) of ours, were unidirectional
generative models (i.e., a generative model that learns a single mapping from the latent vari-
able to data) that build upon a cGAN (Mirza and Osindero, 2014). They assigned an SCM
to the conditional attributes while leaving the latent variables as independent Gaussian
noises. The limit of a ¢cGAN is that it always requires full supervision on attributes to
apply conditional adversarial training. Also, the ground-truth factors were directly fed into
the generator as the conditional attributes, without any extra effort to align the dimensions
between the latent variables and the underlying factors, so their models had nothing to do
with disentanglement learning. Moreover, their unidirectional nature made them unable
to learn representations. Besides, they only considered binary factors, so the consequent
semantic interpolations appear non-smooth, as shown in Appendix G.

CausalVAE (Yang et al., 2021) assigned the SCM directly on the latent variables, while
built upon iVAE (Khemakhem et al., 2020), it adopted a conditional prior given the ground-
truth factors so was also limited to a fully supervised setting.

GraphVAE (He et al., 2018) generalized the chain-structured latent space proposed in
Ladder VAE (Sgnderby et al., 2016) and imposed an SCM into the latent space of VAE.
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The motivation behind GraphVAE is to improve the expressive capacity of VAE rather than
to disentangle the underlying causal factors as ours. Purely from observational data and
without any supervision on the underlying factors, the impossibility result from Locatello
et al. (2019) indicated that a VAE model cannot identify the true factors. Therefore, the
representations learned by GraphVAE were not guaranteed to disentangle the generative
factors, and consequently the learned SCM did not reflect the true causal structure in
principle. Moreover, their adopted VAE loss (ELBO) required an explicit form of KL
divergence between the prior and the posterior, which limited the model choice for the SCM.
Specifically, GraphVAE used an additive noise model with Gaussian noises. In contrast,
our method does not require the distribution induced by the SCM to be explicitly expressed
and in principle allows any SCMs that can be reparametrized as a generative model (i.e.,
given the exogenous noises, one can generate all the variables by ancestral sampling). For
comparison, in our experiments, we include a baseline which extends the original GraphVAE
method to incorporate the same amount of supervision as ours.

Generative modeling involving other structured latent spaces. VLAE (Zhao et al.,
2017) decomposed the latent space into separate chunks each of which is processed at dif-
ferent levels of the encoder and decoder. VQ-VAE-2 (Razavi et al., 2019) used a two-level
latent space along with a multi-stage generation mechanism to capture both high and low
level information of data. SAE (Leeb et al., 2020) encouraged a hierarchical structure in
the latent space through the structural architecture of the decoder. These methods essen-
tially adopted implicit probabilistic or architectural hierarchies, in contrast to the causal
structure that we impose to the latent space, and thus cannot achieve the goal of causal
disentanglement. For example, the hierarchy in SAE represents the level of abstraction, in
the sense that more high-level, abstract features are processed deeper in the decoder and
low-level, linear features are treated towards the end of the network. Such hierarchy differs
essentially from the causal structure that we consider.

Other works considered inferring the latent causal structure from visual data in the
reinforcement learning setting (Dasgupta et al., 2019; Nair et al., 2019). In particular, Nair
et al. (2019) developed learning-based approaches to induce causal knowledge in the form of
directed acyclic graphs, which was then utilized in learning goal-conditioned policies. The
interactive environment enables the agent to perform actions and observe their outcomes.
Therefore, the resulting data involves various interventions each of which entails an SCM and
thus is essentially different from the common setting in the disentanglement literature which
is also considered in this paper, where the observed data are independent and identically
distributed.

3. Problem setting

In this section, we describe the probabilistic framework of disentanglement learning based
on bidirectional generative models (BGMs) with supervision, and formalize the unidentifi-
ablility problem with previous methods.
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3.1 Generative model

We follow the commonly assumed two-step data generating process that first samples

the underlying generative factors, and then conditional on those factors, generates the

data (Kingma and Welling, 2014). During the generation process, the generator induces

the generated conditional pg(z|z) and generated joint distribution pg(z, z) = p.(2)pa(x|2).

During the inference process, the encoder induces the encoded conditional ¢g(z|z) which

can be a factorized Gaussian and the encoded joint distribution gz (z, z) = ¢.(x)qr(z|z).
We consider the following objective for generative modeling:

Lgen(Ea G) :DKL(QE(CC’Z)’Z)G(J:»Z))’ (1)

where Dkr,(q,p) = [ q(x, z) log(q(z, 2)/p(z, z))dxdz is the Kullback-Leibler (KL) divergence
between two distributions. Objective (1) is shown to be equivalent to the negative evidence
lower bound (ELBO),

Ermge [Egp(zle) 108 Pe(2|2) + Dxi(ge(2]7), p2(2))], (2)

used in VAEs up to a constant, and ELBO allows a closed form to be optimized easily only
with factorized Gaussian prior, encoder and generator (Shen et al., 2020).

Since constraints on the latent space are required to enforce disentanglement, it is desir-
able that the distribution families of ¢g(z, 2z) and pg(x, z) should be large enough, especially
for complex data like images. As demonstrated in literature on image generation (Karras
et al., 2019; Mescheder et al., 2017), implicit distributions, where the randomness is fed
into the input or intermediate layers of the network, are favored over factorized Gaussians
in terms of expressiveness. Then minimizing (1) requires adversarial training, as discussed
detailedly in Section 4.3.

3.2 Supervised regularizer

To guarantee disentanglement, we incorporate supervision when training the BGM. The
first part of supervision consists of a certain number of annotated labels of the ground-
truth factors, following the similar idea in Locatello et al. (2020b) but with a different
formulation. We leverage another part of supervision on the graph structure of the factors,
which will be discussed in Section 4.1.2. Specifically, let £ € R™ be the underlying ground-
truth factors of interests of data z, following distribution p¢, and [y]; be some continuous or
discrete annotated observation of the i-th underlying factor [¢];, satisfying [¢]; = E([y]i|x)
for i = 1,...,m. For example, in the case of human face images, [y]; can be the binary
label indicating whether a person is young or not, and [¢]; = E([y]1]|z) = P([y]1 = 1|x) is
the probability of being young given one image x.

Let E(z) be the deterministic part of the stochastic transformation E(z), i.e., E(z) =
E(E(x)|z) by integrating out the additional randomness injected into the encoder, which
is used for representation learning. For instance, consider a Gaussian encoder satisfying
E(z)|z ~ N(m(z),X(x)) which can be reparametrized by E(z) = m(x) + X(x)"e with
€ ~ N(0,1). Then the deterministic part is the mean, i.e., E(z) = m(z).

We consider the following objective:

L(E,G) = Lgen(E, G) + ALgup(E), (3)
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where the supervised regularizer is Lgu, = Ey ,[ls(E; 2, y)] with Iy = > CE([E(2)]:, [y]:)
if [y]; is the binary or bounded (and normalized to [0,1]) continuous label of factor [¢];,
where CE(l,y) = —ylogo(l) — (1 —y)log(1 — (1)) is the cross-entropy loss with o(-) being
the sigmoid function; s = Y., ([E(z)]; — [y]:)? if [y]; is the continuous observation of [¢];.
A > 0 is the coefficient to balance both terms. Through ablation studies in Section 5.4, we
empirically find the choice of A insensitive to different tasks and data sets, and hence set
A =5 in all experiments.

Note that in the objective (3), the unsupervised generative modeling loss and the super-
vised regularizer are decoupled in terms of taking expectations, in contrast to the conditional
GANs where supervised labels are involved in the GAN loss. This enables one to use two
separate samples with different sample sizes to estimate the two terms in (3) during train-
ing. Since in practice we may only have access to a limited amount of annotated labels, this
property makes the formulation applicable in such semi-supervised settings. In the exper-
iments, we conduct ablation studies to investigate how our method performs with varying
amounts of labeled samples available.

In addition, Locatello et al. (2020b) propose a regularizer Ly, = Y vy Bz . (CE([E(2)];,
[2]i)) involving only the latent variable z which is a part of the generative model, without
distinguishing the model component z from the ground-truth factor £ and its observation y.
Hence they do not establish formal theoretical justification on disentanglement. Moreover,
they follow the earlier VAE-based methods to adopt a VAE loss (2) for generative modeling
with an independent prior and an additional regularizer to enforce independence of the latent
variables, which suffers from the unidentifiability problem described in the next section.

3.3 Unidentifiability with an independent prior

Intuitively, the above supervised regularizer aims at ensuring some kind of alignment be-
tween the underlying factor ¢ and the latent variable z in the model. We start with the
definition of a disentangled representation following this intuition.

Definition 3 (Disentangled representation) Given the underlying factor & € R™ of
data x, a deterministic encoder E is said to learn a disentangled representation with respect
to & if Vi =1,...,m, there exists a 1-1 function g; such that [E(x)]; = ¢i([{];). Further,
a stochastic encoder E is said to be disentangled with respect to £ if its deterministic part
E(x) is disentangled with respect to £.

Note that in general, the goal of disentanglement allows for permutations in the ground-
truth factors. For example one may expect for all ¢ there exists j which is not necessarily
equal to i such that [E(x)]; = g;([¢];). However since in our method we supervise each latent
dimension by the annotated label of each ground-truth factor, we can expect a component-
wise correspondence between E(x) and &, as justified formally in Proposition 5 below.

As introduced above, we consider the general case where the underlying factors of inter-
ests are causally related. Then the goal becomes to disentangle the causal factors. Previous
methods mostly use an independent prior for z, which contradicts the truth. We make this
formal through the following proposition, which indicates that the disentangled representa-
tion is generally unidentifiable with an independent prior.
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Proposition 4 Let E* be any encoder that is disentangled with respect to £&. Let b* =
Lowp(E*), a = ming Lgen (E*, G), and b = MiN((E G):Lyen=0} Lgwp(E). Assume the elements
of €& are connected by a causal graph whose adjacency matriz Ag is not a zero matrix.
Suppose the prior p, is factorized, i.e., p,(z) = Hlepi([z]i). Then we have a > 0, and
either when b* > b or b* < b and X < 3%, there exists a solution (E',G") so that E' is
entangled and for any generator G, we have L(E',G") < L(E*,G).

This proposition directly suggests that minimizing (3) favors an entangled solution
(E',G") over the one with a disentangled encoder E*. Thus, with an independent prior
we have no way to identify the disentangled solution with A that is not large enough. How-
ever, in real applications, it is impossible to estimate the threshold, and too large A makes
it difficult to learn the BGM. After our work was submitted, we were brought attention to a
theoretical result in Trauble et al. (2021) that is similar to our Proposition 4. A discussion
on the two independently proposed results is given in Appendix A.2 after the proof. In the
following section, we propose a solution to this problem.

4. Causal disentanglement learning

In this section, we propose the DEAR method for causal disentanglement learning. We
start with an introduction to the model structure in Section 4.1. Then we present the
formulation of DEAR as well as its identifiability of disentanglement at a population level
in Section 4.2. The DEAR algorithm is described in Section 4.3 with its consistency results
established in Section 4.4.

4.1 Generative model with a causal prior

We introduce the proposed bidirectional generative model with a causal model prior, and
discuss the learning of the adjacency matrix. Based on the model we describe the mechanism
of causal controllable generation from interventional distributions. We further propose a
composite prior to deal with the issue of setting the latent dimension.

4.1.1 SCM PRIOR

We propose to use a causal model as the prior p,. Specifically we adopt the general nonlinear
Structural Causal Model (SCM) proposed by Yu et al. (2019) as follows

z=f((I—AT) 'h(e)) = Fa(e), (4)

where A is the weighted adjacency matrix of the directed acyclic graph (DAG) upon the k
elements of z (i.e., A;; # 0 if and only if [z]; is the parent of [z];), € denotes the exogenous
variables following N(0,1), f and h are element-wise transformations that are generally
nonlinear, and 5 = (f, h, A) denotes the set of parameters of f, h and A, with the parameter
space B. Further let I = I(A # 0) denote the corresponding binary adjacency matrix,
where I(-) is the element-wise indicator function.

When f is invertible, (4) is equivalent to

) = AT =) + he), ()
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Figure 1: Model structure of a BGM (left) with an SCM prior (right).

which indicates that the factors z satisfy a linear SCM after nonlinear transformation f,
and enables interventions on latent variables as discussed later.

By combining the above SCM prior and the encoder and generator introduced in Sec-
tion 3.1, we end up with the model structure presented in Figure 1. Note that different
from our model where z is the latent variable following the prior (4) with the goal of causal
disentanglement, Yu et al. (2019) propose a causal discovery method where variables z in
SCM (4) are observed with the aim of learning the causal structure among z.

4.1.2 LEARNING OF A

In causal structure learning, the graph is required to be acyclic. Traditional causal discovery
methods such as PC (Spirtes et al., 2000) or GES (Chickering, 2002) deal with the combi-
natorial problem over the discrete space of DAGs. Recently, Zheng et al. (2018) proposed
an equality constraint whose satisfaction ensures acyclicity and solved the problem with the
augmented Lagrangian method, which however leads to optimization difficulties (Ng et al.,
2020). In addition, identifiability of the causal structure from purely observational data is
known as an important issue in causal discovery. Despite a number of results on structure
identifiability under various parametric or semi-parametric assumptions (Zhang and Hy-
varinen, 2009; Peters and Biihlmann, 2014), in a general nonparametric setting, however,
it cannot be guaranteed. Yu et al. (2019) did not discuss the identifiability of the SCM (4)
under general cases.

In many problems of disentanglement, we have some prior information on the causal
structure of the factors of interests based on common knowledge or expertise. In particular,
we may know a causal ordering of the factors. In addition to the ordering, for some factors,
we may know that one particular factor cannot be a direct cause of another one, which helps
us remove some redundant edges in advance. Therefore, in this paper with the focus on
disentanglement, we utilize such prior information on the graph structure in disentanglement
learning and leave incorporating causal discovery from scratch to future work. Formally,
we assume the super-graph of the true binary graph I4, is given, the best case of which is
the true graph while the worst is that only the causal ordering is available. Then we learn
the weights of the non-zero elements of the prior adjacency matrix that indicate the sign
and scale of causal effects, jointly with other parameters of the generative model using the
formulation and algorithm described in Sections 4.2 and 4.3.

As discussed in Section 4.2, such prior knowledge makes the structure identifiability easy
to hold. Moreover, the given super-graph ensures the acyclicity of the adjacency matrix,

10
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allowing us to get rid of the additional acyclicity constraint. In Section 5.3, we investigate
how our method performs in learning the graph structure and weighted adjacency given
various amounts of prior graph information. Note that even when a super-graph is available,
to our best knowledge, no previous disentanglement method except GraphVAE (He et al.,
2018) can utilize them to disentangle causal factors with guarantee, but we propose one such
method and show its effectiveness. In fact, He et al. (2018) also assumed an ordering over
the latent nodes by specifying that the parents of node z;,7 = 1,...,k — 1 come from the
set {zit1,...,2k}. Later experiments suggest that GraphVAE shows inferior performance
compared with ours.

4.1.3 GENERATION FROM INTERVENTIONAL DISTRIBUTIONS

One immediate application of our proposed model is causal controllable generation from
interventional distributions of the latent variables. We now describe the mechanism. To
enable intervention under SCM (5), we require f to be invertible. Then interventions can
be formalized as operations that modify a subset of equations in (5) (Pearl et al., 2000).

Suppose we would like to intervene on the i-th dimension of z, i.e., Do([z]; = ¢), where
¢ is a constant. Once we obtain the latent factors z inferred from data z, i.e., z = E(x), or
sampled from prior p., we follow the modified equations in (5) to obtain z’ on the left-hand
side using ancestral sampling by performing (5) iteratively, where € can be either fixed
or resampled from its prior. Then we decode the latent factor 2’ that follows the given
interventional distribution to generate the desired sample G(z’). In Section 5.1 we define
the two types of interventions of most interests in applications. We discuss how our method
generalizes to unseen interventions in Appendix D.

4.1.4 LATENT DIMENSION AND COMPOSITE PRIOR

Another issue of the model is how to set the latent dimension k of the generative model,
to handle which we propose the so-called composite prior. Recall that m is the number
of generative factors that we are interested to disentangle, for example, all the semantic
concepts related to some filed, where m tends to be smaller than the total number M of
generative factors. The latent dimension k& should be no less than M to allow a sufficient
degree of freedom in order to generate or reconstruct data well. Since M is generally
unknown in reality, we set a sufficiently large k, at least larger than m which is a trivial
lower bound of M.

Then we propose to use a prior that is a composition of a causal model for the first m
dimensions and another distribution for the other k —m dimensions to capture other factors
necessary for generation, like a standard Gaussian. In this way the first m dimensions of z
aim at learning the disentangled representation of the m factors of interests, while the role of
the remaining k —m dimensions is to capture other factors that are necessary for generation
whose structure is neither cared nor explicitly modeled. Under this model framework, we
do not require the availability of annotated labels for all generative factors of data, but only
the ones of our interests to disentangle are used in the supervised regularizer in (3), which
broadens the applications of our method.

11
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4.2 DEAR formulation

In this section, we first present the formulation of DEAR. Compared with the BGM de-
scribed in Section 3.1, now we have one more module to learn which is the SCM prior. Thus
pa(z, z) becomes pg p(x,2) = pr(2)pa(z|z) where pp(2) is the distribution of Fj(e) with
e ~N(0,I). We then rewrite the generative model loss as follows

Leen(E,G,F) = Dx1(qe(x, 2), pa,r(x, 2)). (6)

Then we propose the following formulation to learn disentangled generative causal rep-
resentations:
511&1% L(E,G,F) := Lgen(E,G, F) + ALgyp(E). (7)
Now we show the identifiability of disentanglement of DEAR in contrast to the unidenti-
fiability result in Proposition 4. Proposition 5 indicates that under appropriate conditions,
the DEAR formulation (7) at a population level can learn the disentangled representa-
tions defined in Definition 3. Here, Assumption 1 supposes a sufficiently large capacity of
the SCM in (4) to contain the underlying distribution pg¢, which is reasonable due to the
generalization of the nonlinear SCM.

Assumption 1 The underlying distribution pe belongs to the distribution family {ps : B €
B}, i.e., there exits By = (fo, ho, Ao) such that pe = pg, -

Proposition 5 (Identifiability) Assume the infinite capacity of E and G and Assump-
tion 1. Let (E*,G*, F*) € argming  p L(E, G, I') which is the solution of DEAR formula-
tion (7). Then E* is disentangled with respect to & as defined in Definition 5.

Note that Proposition 5 states the identifiability at the population level, i.e., the loss
function is taken the expectation over distributions of both the data and labels of the true
factors. Thus we clarify that Proposition 5 does not obtain general provable disentan-
glement which should be analyzed with a much weaker form of supervision on the true
factors, e.g., as in Khemakhem et al. (2020). In contrast, the specific identifiability stated
in Proposition 5 should be interpreted as a counterpart of the unidentifaibility result in
Proposition 4. Specifically, Proposition 4 shows that the independent prior used by most
existing disentanglement methods causes the contradiction between the generative loss Lgen
and the supervised loss Lgyp, in (3), which makes the whole loss L prefer an entangled
model. Therefore, even with the same amount of supervised labels of true factors, those
methods cannot learn a generative model with disentangled latent representations. In con-
trast, Proposition 5 formally suggests that due to the introduction of the SCM prior, the
two loss terms Lgen and Lgyp, in (7) can be simultaneously minimized and the jointly optimal
solution leads to the disentangled model.

4.3 Algorithm

In this section, we propose the algorithm to solve the above formulation (7). Estimating
Lgen requires the unlabeled data set {z1,..., 2y} with sample size N, while estimating Lguy,
requires a labeled data set {(z;,y;) : 7 = 1,..., N5}, where the sample size Ny can be much

12
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smaller than N. Without loss of generality, let Sg = {z1,...,2n,¥1,...,yn,} denote the
training data set for the generative model.

We parametrize Ey(x) and Gg(z) by neural networks. As mentioned in Section 3.1, to
enhance the expressiveness of the generative model, we use an implicit generated conditional
pc(z|z), where we inject Gaussian noises to each convolution layer in the same way as Shen
et al. (2020). Then the SCM prior pr(z) and implicit pg(x|z) make (6) lose an analytic form.
Hence we adopt a GAN method to adversarially estimate the gradient of (6) as in Shen
et al. (2020). Different from their setting, the prior also involves learnable parameters, that
is, the parameters g of the SCM. In the following lemma we present the gradient formulas
of (6).

Lemma 6 Let D*(x,z) =loglgr(z, 2)/pc,r(x, 2)]. Then we have
V@Lgen = *Eszg(z) [5(:6? Z)VCED*(xv Z)T |$:Gg(z)v6G9(Z)]v
Vo Lgen = Egrg, [VZD*(xa Z)T ’zzEd)(x)vqﬁEd)(x)]v (8)

* * =G (Fg(e
Vo Laen = —Bls(w, 2)(VaD"(2,2)  VsG(Fp(e)) + V2D"(2,2) Vo Fs(e)) g5,

where s(x, z) = eP"(#2) is the scaling factor.

Since D* depends on the unknown densities, which makes the gradients in (8) uncom-
putable directly from data, we estimate the gradients by training a discriminator D via the
empirical logistic regression:

]. / !
n%i/nN[ Z log(1 + e~ P'@iz)) 4 Z log(1 + e (@) | | 9)
@ Lm=1 iw;=0
where the class label w; = 1 if (4, 2;) ~ qp and w; = 0 if (24, 2;) ~ pg,p, withi =1,..., Ng.

We parametrize the discriminator using neural networks with parameter .
Based on the above, we propose Algorithm 1 to learn disentangled generative causal
representation.

4.4 Consistency

In this section, we show the asymptotic convergence of Algorithm 1. Let 8 = (6, ¢, 3) denote
the set of parameters of the generative model, where 6, ¢ and 8 denote the parameters of
the generator, encoder and SCM prior respectively. According to such parametrization, we
write the objective function in (7) as L(@). In this section, we establish the consistency
result of empirical estimator 0, i.e., the output of Algorithm 1, under the parametric setting.
Given a discriminator D, the approximate gradient used in the algorithm is denoted by

]\7% YLy [5(Go(2i), ) VaD(Go(2:), Zi)]—:[VQG&(Zi)}
hp(6) = N 2ict VaD (@i, By(:) TV Eg(xi) + 5= 30020 Vols(d; 24, 4i) .
z=G(F €
— LS s(w,2)[VaD(x,2) TV G (Fp(e:)) + V. D(x, 2) TV Fs(e)ll;—p, (o
We first show in the following lemma that under appropriate conditions the approximate
gradient h ased on the solution o converges uniformly in probability to the true
di h 7 (6) based he soluti f(9 iformly i babili h
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Algorithm 1: Disentangled gEnerative cAusal Representation (DEAR) Learning

Input: training set Sg, initial parameter ¢, 0, 5,1, batch-size n, meta-parameter T’
fort=1,...,7 do
for multiple steps do
Sample {x1,...,z,} from the training set, {e1,...,€,} from N(0,1)
Generate from the causal prior z; = Fg(g;),i =1,...n
Update ¥ by descending the stochastic gradient:
% SV [log(1+ e~ Du@iBo(z))) 1 log(1 + @Dw(Ge(Z¢),Z¢))]

Sample {z1,...,Zn, Y1, Yn,}, {€1,-..,€n} as above; generate z; = Fj(€;)
Compute 6-gradient: —= 37 | 5(Gp(2:), i) VoDy(Go(2i), zi)

Compute ¢-gradient: % Y1 VoDy (i, Eg(z;)) + n% o Vls(o; i, yi)
Compute S-gradient: — 37 | s(G(2;), 2:)VDy(Go(Fs(e:)), F(ei))

10 | Update parameters ¢, 0, 8 using the gradients
Return: ¢,0,7

S NV

© 0w N o

gradient. Recall the definition D*(z,z2) = log(¢r(z, 2)/pc,F(z,2)) which depends on 6.
Let D* = {Dy(z,2) : @ € O} denote the true discriminator class, and D = {D(x,2)}
denote the modeled discriminator class with the norm |D|l; = [|D(z,z)|pj(z, z)dzdz,
where py(z, z) = (qe(z, 2) + pa,r(x, 2))/2 which induces the probability measure 1.

Lemma 7 Assume the parameter space © = {0 = (0,¢,0)} is compact. Assume the
following regularity conditions hold:

C1 Dy is smooth with respect to @ over ©, as defined in Definition 1.

C2 The modeled discriminator class D is compact, and contains the true class D*.

C3 {py : 0 € O} is uniformly tight, i.e., for any € > 0, there exists a compact subset K,
of X x Z such that for all @ € ©, pp(K:) > 1 —€.

C4 Functions in D have uniformly bounded function values, gradients and Hessians so that
there exists a positive number By < oo such that YD € D, Vx, z, we have |D(x, z)| <
Bo, |[VD(z,2)|| € By and |tr(V2D(x,2))| < Bo.

c5 E¢, VGy, VE4 and VFg are uniformly bounded.

C6 The training set for the discriminator is independent from that for the generative
model.

Then there exists a sequence of (N, Ns, Ng) — 0o such that

sup ||(6) — VL(6)|| = 0, (10)
0co

where 2 means converging in probability.

Based on the above, we obtain the consistency of DEAR algorithm in the following
theorem. It indicates that when the sample sizes grow large enough, with high probability,
the DEAR algorithm approximately achieves the minimum of L(#) which leads to the
desired disentangled model according to Proposition 5.
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Theorem 8 (Consistency) Suppose the assumptions in Lemma 7 hold. Further assume
the objective function L(@) in (7) is smooth with respect to 6 and satisfies the Polyak-
Lojasiewicz condition in Definition 2. Let L* = mingeg L(6) Then there exists a sequence

of (N, Ny, Ng) — oo such that L() 2 L*.

Remark. The Polyak-Lojasiewicz (PL) condition (Polyak, 1963) asserts that the subopti-
mality of a model is upper bounded by the norm of its gradient, which is a weaker condition
than assumptions commonly made to ensure convergence, such as (strong) convexity. Re-
cent literature showed that the PL condition holds for many machine learning scenarios
including some deep neural networks (Charles and Papailiopoulos, 2018; Liu et al., 2020).

5. Experiments

We present the experimental studies in causal controllable generation in Section 5.1 which
demonstrate the effectiveness of DEAR . in causal disentanglement and support the theory
in Section 4. Based on these theoretical and empirical justifications, we then apply the
representations learned by DEAR in downstream prediction tasks in Section 5.2, and show
the benefits of the disentangled causal representations in terms of sample efficiency and
distributional robustness. In addition, we investigate the performance of DEAR in learning
the causal structure and weighted adjacency of the SCM prior in Section 5.3. We also
provide ablation studies in terms of varying regularization strength A and various amounts
of annotated labels in Section 5.4.%

We evaluate our methods on two data sets where the ground-truth generative factors are
causally related, while most data sets used in previous disentanglement work are assumed or
designed to have independent generative factors, for example, in the large scale experimental
study by Locatello et al. (2019). The first data set that we use is a synthesized data
set, Pendulum, similar to the one in Yang et al. (2021). As shown in Figure 3, each
image is generated by four continuous factors: pendulum_angle, light_angle, shadow_length
and shadow_position whose underlying structure is given in Figure 2(a) following physical
mechanisms. To make the data set realistic, we introduce random noises when generating
the two effects from the causes, representing the measurement error. We further introduce
20% corrupted data whose shadow is randomly generated, mimicking some environmental
disturbance. The sample sizes for the training, validation and test set are all 6,724.

The second one is a real human face data set, CelebA (Liu et al., 2015), with 40 labeled
binary attributes. Among them, we consider two groups of causally related factors of
interests as shown in Figure 2(b,c). The sample sizes for the training, validation and test set
are 162,770, 19,867, and 19,962. We believe these two data sets are diverse enough to assess
our methods because they cover real and synthesized data, with continuous and discrete
annotated labels. In addition, we test our method on benchmark data sets (Gondal et al.,
2019) where the generative factors are independent. The results are given in Appendix E.
All the details of the experimental setup, network architectures and the synthesized data set
are given in Appendix F. Notably, all VAEs and DEAR use the same network architecture
for the encoder and decoder (generator).

2. The code and data sets are available at https://github.com/xwshen51/DEAR.
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"vvpendulum light ™,

.._angle(1) - angle(2) gender(z)
L H Cheek-
¢/ shadow_ ;' shadow_ % " .
- length(3) - position(4)
(a) Pendulum (b) CelebA-Smile (c) CelebA-Attractive

Figure 2: Underlying causal structures.

5.1 Causal controllable generation

We first investigate the performance of our methods in disentanglement through applica-
tions in causal controllable generation. Traditional controllable generation methods mainly
manipulate the independent generative factors (Karras et al., 2019), while we consider the
general case where the factors are causally related. With a learned SCM as the prior, we are
able to generate images from many desired interventional distributions of the latent factors.
For example, we can manipulate only the cause factor while leaving its effects unchanged.
Besides, the bidirectional framework presented in Figure 1 enables controllable generation
either from scratch or a given unlabeled image.

We consider two types of interventions of most interests in applications. First, in tradi-
tional traversals, we manipulate one dimension of the latent vector while keeping the others
fixed to either their inferred or sampled values (Higgins et al., 2017). A causal view of such
operations is an intervention on all the variables by setting them as constants with only
one of them varying. Another interesting type of interventional distribution is to intervene
on only one latent variable, i.e., Pdo([z]izc)(z), and to observe how other variables change
consequently. The proposed SCM prior enables us to conduct such interventions through
the mechanism described in Section 4.1.3. One can naturally generalize it to intervene on
more than one variable. For simplicity, we only present the results of intervening on one
variable in the paper.

Figure 3-4 illustrate the results of causal controllable generation of the proposed DEAR
method and the baseline method with independent priors, S-3-VAE (Locatello et al., 2020b).
Results from other baselines are given in Appendix G, including S-TCVAE, S-FactorVAE
which essentially make no difference due to the independence assumption, and the unidirec-
tional generative model CausalGAN. In addition, we extend GraphVAE (He et al., 2018)
to a supervised version, named S-GraphVAE by adding the supervised loss in the same way
as DEAR and assuming the super-graph of the true graph is known a priori. However, in
contrast to the composite prior in DEAR, GraphVAE assigns an SCM over the whole latent
space and hence only allows a sufficiently low dimensional latent space. This makes the
GraphVAE model less expressive and difficult to be applied to complex data sets with a
large number of generative factors like CelebA. The qualitative results of S-GraphVAE in
controllable generation are given in Appendix G. Note that we do not compare with unsu-
pervised disentanglement methods (e.g., unsupervised 3-VAE, GraphVAE, etc.) because of
fairness and their lack of justification.
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Figure 3: Results in causal controllable generation on Pendulum. For example, in line 1 of (a,b)
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when changing the first dimension [z]; of z which is supervised with the annotated label
of pendulum_angle while keeping the others fixed, we see that the traversals of DEAR
vary only in pendulum_angle (disentanglement), while those of S-8-VAE vary in both
pendulum_angle and shadow_length (entanglement); in line 3 when changing [z]3 with
the others fixed, only shadow_length is affected with DEAR but both shadow_length and
pendulum_angle are affected with S-5-VAE. In line 1 of (d) we see the intervening on
pendulum_angle affects its effects shadow_length and shadow_position, which is consistent
with the desired interventional distribution.
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Results in causal controllable generation on CelebA. For example, in line 1 of (a,b) when
altering 2]y with the others fixed, we see that the traversals of DEAR vary only in a single
factor smile with factor mouth_open unaffected, while S-3-VAE entangles the two factors.
In line 5-6 of (a), when changing [z]5 and [z]¢ which are supervised with narrow_eye and
chubby, no factors seem to be affected, indicating that the S-5-VAE fails to learn the
representations of some factors. In line 1 of (d) we see that intervening on smile affects
its effect mouth_open, which makes sense.
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In each figure, we first infer the latent representations from a test image in block (c).
The traditional traversals of the two models are given in blocks (a,b). We see that in each
line when manipulating one latent dimension while keeping the others fixed, the generated
images of our model vary only in a single factor, indicating that our method can disentangle
the causally related factors, while those of S-8-VAE show multiple factors affected. It is
worth pointing out that we are the first to achieve the disentanglement between a cause
factor and its effects, while other methods tend to entangle them. One typical example
is the disentanglement between smile and its effect mouth_open as shown in Figure 4. In
block (d), we show the results of intervention on the latent variables representing the cause
factors, which clearly show that intervening on a cause variable changes its effect variables.
Results in Appendix G further show that intervening on an effect variable does not influence
its cause. Specific examples are given in the captions. Note that without an SCM prior,
S-B-VAE cannot generate data from general interventional distributions. More qualitative
traversals from DEAR are given in Appendix G.

5.2 Downstream task

The previous section verifies the good disentanglement performance of DEAR. In this sec-
tion, equipped with DEAR, we investigate and demonstrate the benefits of the learned
disentangled causal representations for downstream tasks in terms of sample efficiency and
distributional robustness. In Appendix B, we propose a quantitative metric for causal dis-
entanglement which is utilized to provide some justifications on the relationship between
causal disentanglement and performance in downstream tasks.

We now introduce the downstream prediction tasks. On CelebA, we consider the struc-
ture CelebA-Attractive in Figure 2(c). We artificially create a target label 7 = 1 if young=1,
gender=0, receding_hairline=0, make_up=1, chubby=0, eye_bag=0, and 7 = 0 otherwise,
indicating one kind of attractiveness as a slim young woman with makeup and thick hair.?
On the pendulum data set, we regard the label of data corruption as the target 7, that is,
7 = 1 if the data is corrupted and 7 = 0 otherwise. We consider the downstream tasks of
predicting the target label. In both cases, the generative factors of interests in Figure 2(a,c)
are causally related to 7, which are the features that humans would use to do the task.
Hence it is conjectured that a disentangled representation of these causal factors tends to
be more data-efficient and invariant to distribution shifts.

5.2.1 SAMPLE EFFICIENCY

For a BGM including the earlier state-of-the-art supervised disentanglement methods S-
VAEs (Locatello et al., 2020b), the modified S-GraphVAE (He et al., 2018), and our pro-
posed DEAR, we use the learned encoder to embed the training data to the latent space
and train an MLP classifier on top of the representations to predict the target label. All the
architectures are the same for various methods with details given in Appendix F. Without
an encoder, one normally needs to train a convolutional neural network with raw images as
the input. Here we adopt the ResNet50 (named ResNet in Table 1) as the baseline classifier
which is the architecture of the BGM encoder. Since the disentanglement methods use addi-

3. Note that the definition of attractiveness here only refers to one kind of attractiveness, which has nothing
to do with its linguistic definition.
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tional supervision of the generative factors, we consider another baseline ResNet50 (named
ResNet-pretrain) that is pretrained using multi-label classification to predict the factors
on the same training set. Unless indicated otherwise, DEAR, S-VAEs, S-GraphVAE, and
ResNet-pretrain have access to the annotated labels for all training samples, and DEAR
and S-GraphVAE are given the true graph structure. We provide the detailed results when
there is less supervised information on labels and the graph structure in Sections 5.4 and
5.3.

To measure the sample efficiency, we use the statistical efficiency score defined as the
average test accuracy based on 100 samples divided by the average accuracy based on
10,000/all samples, following Locatello et al. (2019). Note that this metric may be mislead-
ing when a method always achieves poor accuracy with small and large training samples.
Therefore, we also report the test accuracies with different training sample sizes to provide
a comprehensive evaluation.

Table 1 presents the results, showing that DEAR owns the highest sample efficiency
and test accuracy on both data sets. ResNet with raw data inputs has the lowest efficiency,
although multi-label pretraining improves its performance to a limited extent. S-VAEs have
better efficiency than the ResNet baselines but lower accuracy under the case with more
training data. Since the encoders of all S-VAEs and DEAR share the same architecture, we
explain the inferior performance of S-VAEs is mainly because the independent prior contra-
dicts with the supervised loss as indicated in Proposition 4, making the learned representa-
tions entangled (as shown in the previous section) and less informative. On the Pendulum
data with few underlying factors, S-GraphVAE outperforms the S-VAEs when training on
a smaller sample, indicating that an SCM latent structure has advantages over the inde-
pendent structure under the VAE framework. Nevertheless, even with the same amount of
supervision (on both annotated labels and the same given graph structure), S-GraphVAE
is still inferior to DEAR, potentially due to our better causal modeling and optimization
based on a GAN algorithm. On the more complex data set CelebA, S-GraphVAE gives very
poor performance, even worse than S-VAEs and ResNet.

In addition, we investigate the performance of DEAR under the semi-supervised setting
where only 10% of the labels are available. We find that DEAR with fewer labels has
comparable sample efficiency with that in the fully supervised setting, with a sacrifice in
the accuracy that is yet still comparable to other baselines which use much more supervision.
In Section 5.4, we provide ablation studies to show how DEAR behaves in terms of varying
amounts of labeled samples and different choices of the regularization strength A.

We also study knowing less prior information on the causal graph structure. In the last
two lines of Table 1, DEAR-SG stands for the DEAR-LIN model trained with a given super-
graph (which is not a full graph) of the true graph and DEAR-O stands for the DEAR-LIN
model trained with a known causal ordering. We see that DEAR-SG leads to comparable
performance as DEAR with the known graph structure, while DEAR-O is slightly worse
but still competitive compared with other baseline methods. As we will show later, on
Pendulum, DEAR-O can recover the true structure and the performance in downstream
tasks is identical to that of DEAR given the true structure, so we skip showing the last
two lines in Table 1(b). In Section 5.3, we investigate the performance in learning the SCM
and in particular, the causal structure, given various amounts of prior information about
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(a) CelebA (b) Pendulum
Method 100(%) 10,000(%) Eff(%) 100(%) all(%) Eff(%)
ResNet 68.06+0.19 79.51+0.31 85.59+0.27  79.71xo9s  90.64+157  87.97+2.11
ResNet-pretrain  76.84+2.08 83.75+0.93 91.74+1.08  79.59+0.93  89.16+1.60  89.28+0.59
S-VAE 77.07+1.42 79.87+1.67 96.49+168 84.16+069  90.89+028  92.60+0.49
S-B-VAE 71.78+1.99 76.63+0.24 93.67+2.41  79.95+165  87.87+os52  90.98+1.47
S-TCVAE 77.10+2.08 81.63+0.20 94.45+272  85.36+1.11  90.33+0.33  94.51+1.31

S-GraphVAE 67.87+1.19 72.09+0.51 94.14+114  86.08+1.61  91.90x053  93.65+1.29
DEAR-LIN 83.51+0.77 84.92+0.11 98.34+081  90.2110.94 93.311014 96.68+0.89
DEAR-NL 84.44+048 85.10+0.00 99.23+051 90.62+032 92.57+00s 97.93+0.29

DEAR-LIN-10%  78.09-+0.59 79.54+0.41 98.18+0.49  88.93+1.40  93.18+0.18  95.43+1.33
DEAR-NL-10%  80.30+0.24 80.87+0.12 99.29+0.23 87.65+0.46 91.27+021  96.03+0.29
DEAR-SG 83.69+0.63 84.91+0.06 98.57+0.67
DEAR-O 82.84+0.68 84.42+0.05 98.13+0.79

Table 1: Sample efficiency and test accuracy with different training sample sizes. DEAR-
LIN and -NL denote the DEAR models with linear and nonlinear f respectively.

the true graph, where more insights are given to explain the comparable performance of
DEAR-SG in downstream tasks.

5.2.2 DISTRIBUTIONAL ROBUSTNESS

We manipulate the training data to inject spurious correlations—misleading heuristics that
work for most training examples but do not always hold (Sagawa et al., 2019)—between
the target label and some spurious attributes. On CelebA, we regard mouth_open as the
spurious factor; on Pendulum, we choose background_color € {blue(+), white(—)}. We
manipulate the training data such that the target label is more strongly correlated with
the spurious attributes. Specifically, the target label and the spurious attribute of 80% of
the examples are both positive or negative, while those of 20% examples are opposite. For
instance, in the manipulated training set, 80% smiling examples in CelebA have an open
mouth; 80% corrupted examples in Pendulum are masked with a blue background. The
test sets however do not have such correlations, that is, around half of the examples in the
test sets of both CelebA and Pendulum have consistent target and spurious labels, leading
to a distribution shift.

Intuitively these spurious attributes are not causally related to the target label, but
normal independent and identically distributed (IID) based methods like empirical risk
minimization (ERM) tend to exploit such easily learned spurious correlations in prediction,
and hence face performance degradation when such correlation no longer exists during
testing. In contrast, causal factors are regarded as invariant and thus more robust under
such shifts.

Previous sections justify both theoretically and empirically that DEAR can learn dis-
entangled causal representations well. We then apply those representations by training a
classifier upon them to predict the target label, which is conjectured to be invariant and
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(a) CelebA (b) Pendulum
Method WorstAcc(%) AvgAcc(%) WorstAcc(%) AvgAcc(%)
ERM 59.12+1.78 82.12+0.26 60.48+2.73 87.40+0.89
ERM-multilabel 59.17+4.02 82.05+0.25 61.70+4.02 87.20+1.00
S-VAE 60.54+3.48 79.51+0.58 20.78+4.45 84.26+1.31
S-B-VAE 63.85+2.09 80.82+0.19 44.12+9.73 86.99+1.78
S-TCVAE 64.93+3.30 81.58+0.14 35.50+5.57 86.64+1.15
S-GraphVAE 50.51+4.43 76.01+1.73 54.42+4.15 87.64+2.06
DEAR-LIN 76.05+0.70 83.56+0.09 75.60+0.27 93.58+0.03
DEAR-NL 76.98+0.66 83.60=+0.04 75.39+2.11 93.16+0.04
DEAR-LIN-10% 71.40+0.47 81.04+0.14 74.05+1.56 92.63+0.07
DEAR-NL-10% 70.44+1.02 81.94+0.31 73.93+1.98 92.72+0.03
DEAR-SG 74.9541.14 83.56+0.25
DEAR-O 74.00+1.47 83.45+0.32

Table 2: Distributional robustness. The worst-case and average test accuracy.

robust. Baseline methods include ERM, multi-label ERM which is trained to predict both
target label and the factors considered in disentanglement in order to have the same amount
of supervision, S-VAEs that are shown unable to disentangle well in the causal case, and
S-GraphVAE.

Table 2 presents the average and worst-case test accuracy to assess both the overall
classification performance and distributional robustness. The worst-case (Sagawa et al.,
2019) accuracy refers to the following: we group the test set according to the two binary
labels, the target one and the spurious attribute, into four cases and regard the group with
the worst accuracy as the worst-case, which usually owns the opposite spurious correlation
to the training data. It can be seen that the classifiers trained upon DEAR representations
significantly outperform the baselines in both metrics. Particularly, when comparing the
worst-case accuracy with the average one, we observe a slump from around 80 to around
60 for other methods on CelebA, while DEAR enjoys a much smaller decline. As in sample
efficiency, S-GraphVAE suffers from a smaller drop in worst-case accuracy than S-VAEs
on Pendulum, but remains inferior to DEAR. On CelebA, S-GraphVAE again shows poor
performance.

Moreover, with fewer annotated samples (i.e., 10% of the full sample), DEAR-10% re-
mains competitive against baseline methods which use even more supervised labels. DEAR-
SG (given the super-graph) is slightly better than DEAR-O (given the ordering), both of
which are comparable to DEAR given the full structure. More ablation studies in terms
of the labeled proportion as well as the strength of the supervised regularizer are given in
Section 5.4.

5.3 Learning of the structure A

In this section, we take a closer look into the learned causal structure and weighted adjacency
matrix A of the SCM prior given various amounts of prior graph information. As mentioned
in Section 4.1.2, the DEAR method requires prior knowledge on the super-graph of the true
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Figure 6: The given causal structures. -O and -SG stand for the causal ordering and super-graph.
The black edges are true and red edges are in fact redundant.

graph over the underlying factors of interests. The experiments shown in previous sections
are all based on the given true binary structure I4,. Here we investigate the performance in
learning the causal structure on knowing various amounts of information about the graph,
which ranges from the causal ordering to the true structure. Note that the adjacency
matrices learned by DEAR-LIN and DEAR-NL are consistent up to some scaling, so in this
section we only show the results from DEAR-LIN as a representative.

Figure 5 shows the learned weighted adjacency matrices when the true binary structure
is given for the three underlying structures shown in Figure 2. It can be seen that the
weights exhibit meaningful signs and scalings that are consistent with common knowledge.
For example, the factor smile and its effect mouth_open are positively correlated, that is,
one is more likely to open mouth when smiling. The corresponding element in the weighted
adjacency Ay4 of (b) turns out positive, which makes sense. Also gender (the indicator of
being male) and its effect make_up are negatively correlated, that is, women tend to make
up more often than men. Correspondingly, element Agy of (c) turns out negative.

Next, we evaluate the performance of DEAR in structure learning with less prior knowl-
edge on the true graph, i.e. knowing a super-graph rather than the exact true graph. We
first study on the synthetic data set Pendulum whose ground-truth structure is shown in
Figure 2(a), where there are fewer causal factors and no hidden confounder. Consider the
causal ordering pendulum_angle, light_angle, shadow_position, shadow_length, given which
we start with a full graph (shown in Figure 6(a)) represented by an upper triangular ad-
jacency matrix whose elements are randomly initialized around 0 (shown in Figure 7(a)).
Figure 7(a-d) present the weighted adjacency matrices learned by DEAR at different train-
ing epochs. We observe that the weights of the two redundant edges A2 and As4 vanish
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Figure 7: Learned weighted adjacency matrices on Pendulum given the causal ordering. (a-d)
are the learned matrices from DEAR at different training epochs starting from random
initialization around 0, and (e) is the result from S-GraphVAE.

gradually and it eventually leads to the weighted adjacency that nearly coincides with the
one learned given the true graph shown in Figure 5(a). In contrast, Figure 7(e) shows the
structure learned by S-GraphVAE. Note that GraphVAE learns a binary structure with 0-1
elements and (e) shows the learned probabilities of each element being 1. We see that it
learns a redundant edge Ais from pendulum_angle to light_angle and misses the edge Ao
from light_angle to shadow_position. This experiment shows the advantage of DEAR over
GraphVAE in learning the latent causal structure.
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Figure 8: Learned weighted adjacency matrices on CelebA given a super-graph. (a) represents a
random initialization around 0 of the weighted adjacency matrix corresponding to the
super-graph in Figure 6(b); (b-d) are the learned matrices by DEAR at different training
epochs; (e) is the result from S-GraphVAE.

The case is more complicated on the real data set CelebA. Although the number of
factors of interests, six, is not large, there are much more underlying generative factors.
Some of the other factors that we are not interested to disentangle could serve as the hidden
confounders of the factors that we are interested in. For example, staying up late may cause
a person to have eye bags and look chubby and hence serves as a hidden confounder of the
two factors eye_bag and chubby in Figure 2(c). These hidden confounders can be captured
in the remaining dimensions of the learned representations through the composite prior
introduced in Section 4.1.4. However, their existence makes it difficult to identify and learn
the structure of the factors of interest. Another complication comes from some biases in
the data, potentially caused by selection bias or unknown interventions. Such biases may
result in spurious correlations even among the causal variables, bringing trouble to causal
structure learning. There are orthogonal works (e.g., Ke et al., 2019; Bengio et al., 2020;
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Figure 9: Learned weighted adjacency matrices on CelebA given the causal ordering. (a-d) are the
learned matrices by DEAR at different training epochs starting from random initialization
around 0; (e) is the result from S-GraphVAE.

Brouillard et al., 2020) focusing on causal discovery under hidden confounders or unknown
interventions, which however is beyond the scope of this paper and will be systematically
explored in future work. Here we only provide some empirical studies to evaluate our
method under this complicated case.

We conduct two experiments on CelebA. In the first one, we assume knowing a super-
graph (Figure 6(b)) of the true graph (Figure 2(c)) and randomly initialize its weighted
adjacency matrix around 0 as in Figure 8(a). Then Figure 8(a-d) show the weighted ad-
jacency matrices learned by DEAR at different training epochs. Similar to the previous
experiment on Pendulum, the weights corresponding to the redundant edges gradually van-
ish. Eventually, DEAR learns the weighted adjacency matrix that largely agrees with the
one learned given the true graph shown in Figure 5(c). After edge pruning, one can essen-
tially recover the true graph structure. This explains why DEAR-SG (the DEAR model
given this super-graph) performs competitively with DEAR given the true structure in the
downstream tasks in the previous two sections. In contrast, the graph learned by Graph-
VAE shown in Figure 8(e) fails to recover the true structure, although it is given the same
known super-graph as DEAR.

In the second experiment, we only assume knowing the causal ordering which leads to
a full graph shown in Figure 6(c) with the upper-triangular weighted adjacency matrix
randomly initialized in Figure 9(a). We observe that although DEAR can remove most of
the redundant edges, it mistakenly learns a large weight on the edge from young to gender.
This may be due to the spurious correlation between the two factors young and gender
potentially caused by the selection bias during data collection. In comparison, as shown in
Figure 9(e), the graph learned by GraphVAE given the same causal ordering turns out to be
farther away from the true graph than DEAR. Nevertheless, as discussed in the previous two
sections, DEAR-O (the DEAR model given the causal ordering) still achieves reasonably
satisfying performance, which indicates the robustness of our DEAR method against the
correctness of the learned graph structure.

In summary, when given the true graph structure, DEAR can learn meaningful weights
for each edge. If there is no hidden confounder or spurious correlation among the factors of
interests, DEAR can learn the true graph given only the causal ordering. If there exist such
biases, DEAR can only recover the true structure given some proper super-graphs and in
general cannot learn all edges correctly when only the causal ordering is given. In all cases,
DEAR outperforms GraphVAE in learning the causal structure.
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5.4 Ablation study

In this section, we conduct ablation studies to illustrate how DEAR performs when using
different choices of the hyperparameter A which determines the weight of the supervised
regularizer and varying amounts of labeled samples. According to Proposition 5 and Theo-
rem 8, at the population level, i.e., assuming an infinite amount of data, the regularization
strength A in the objective (7) can be any arbitrary positive value to make the theorems
hold. However, in practice with a finite sample, A cannot be arbitrarily small roughly due to
the estimation error. Therefore we suggest regarding A as a hyperparameter and investigate
its sensitivity across different tasks and data sets. Figures 10-11 plot the metrics in sample
efficiency and distributional robustness when using different choices of \. We observe that
all these results (with A ranging from 0.1 to 10) remain significantly superior to the baseline
methods in Tables 1-2, which suggests that DEAR can perform reasonably well across a
wide range of A\. As A\ becomes close to 0, we generally observe a performance decrease.

Next, we study how DEAR, as well as baseline methods, behave as we reduce the number
of annotated samples. Figures 12-13 plot the metrics in sample efficiency and distributional
robustness when using different amounts of labeled samples. Note that 0.1% of the CelebA
training set corresponds to 162 samples and 1% of the Pendulum training set corresponds
to 67 samples, both of which belong to weakly supervised settings according to Locatello
et al. (2020b). Such small numbers of supervised labels belong to weakly supervised settings
according to Locatello et al. (2020b) and would make manual labeling feasible even if no
label is available beforehand. Naturally, with fewer labeled samples, all methods basically
perform worse. DEAR always outperforms the VAEs. In particular, as shown in Figure
13(a), when training with 0.1%-1% labels of the CelebA training sample, S-4-VAE and
S-TCVAE completely fail in the worst-case group, meaning that the classifiers trained upon
them almost fully rely on the spurious correlation and exhibit no robustness to distribution
shifts at all. In Figure 12(a), when the supervised proportion is lower, although S-3-VAE
and S-TCVAE have higher sample efficiency, they actually perform poorly with both small
and large samples, leading to a misleadingly high efficiency score.
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Figure 10: Test accuracy when training on a small sample & sample efficiency, as defined in Sec-
tion 5.2.1, against four different choices of A: 0.1, 1, 5, and 10.
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0.85- 0.98-

) )
I 0.975- a
£ v.0- 5 0.88- 0.96-
Q DEAR-LIN Q DEAR-LIN
5] > 3] >
[ ©'0.950- DEAR-NL © 5 DEAR-NL
) S ) S 0.94-
2 0.75- 5] - 2 o -
=% S S-beta-VAE S.0.84- S S-beta-VAE
% E 0.925- — S-GraphVAE g E ~— S-GraphVAE
) ) 0.92-
— 0.70- S-TCVAE = S-TCVAE
© ©
£ R 0.900- £ 0.80- 050]
17 =1 & .
065- __——
' ' ' ' 0.875- . ' ' ' ' . . . . .
0.001 0.01 0.1 1 0001 0.1 0.1 1 0.01 0.1 1 0.01 01 1
Proportion of labeled samples Proportion of labeled samples Proportion of labeled samples Proportion of labeled samples
(a) CelebA (b) Pendulum

Figure 12: Test accuracy with a small training sample & sample efficiency against different propor-
tions of labeled samples among full data. On the larger data set CelebA, we consider
proportion=0.001, 0.01, 0.1, 1; on the smaller Pendulum data, we consider 0.01, 0.1, 1.

6. Conclusion

In this paper, we showed that previous methods with the independent latent prior assump-
tion fail to learn disentangled representation when the underlying factors of interests are
causally related. We then proposed a new disentangled learning method called DEAR
with theoretical guarantees for identifiability and asymptotic consistency. Extensive ex-
periments demonstrated the effectiveness of DEAR in causal controllable generation and
structure learning, and the benefits of the learned representations for downstream tasks.
Several future directions are worth exploring. Although in our ablation experiments,
we demonstrated that DEAR exhibits promising performance in weakly supervised settings
in terms of annotated labels and the graph structure, it is worth considering more flexible
forms of supervision to make DEAR widely adopted in more real-world applications. On
one hand, regarding the annotated labels of the factors of interests, one may consider
utilizing other forms of supervision, such as restricted labeling or rank pairing (Shu et al.,
2020). Besides, instead of using direct supervision about the true factors, one may consider
some additionally observed variables such as class labels or time index (Khemakhem et al.,
2020) which serve as auxiliary information to ensure more general identifiability of the true
latent factors in the causal case. On the other hand, regarding the graph structure, our
experiments in Section 5.3 indicated the potential of DEAR in latent structure learning.
As in many real applications, even the causal ordering may not be available, it is promising
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Figure 13: Worst-case and average test accuracy against different proportions of labeled samples
among full data.

to incorporate causal discovery methods in the DEAR framework to learn the latent causal
structure from scratch (i.e., without any prior information) with a guarantee of the structure
identifiability.

In addition, the proposed method applies to the case where the observational data are
IID, as commonly considered in the literature of generative models and disentanglement. It
would be interesting to extend the current approach to non-IID settings, in particular, to
the scenarios where one can perform interventions during data collection. For example, in
reinforcement learning, the interactive environment allows the agent to perform actions and
observe their outcomes. The resulting data set that contains a mixture of interventional
distributions (e.g., Ke et al., 2021) could be leveraged in causal disentanglement learning.
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Appendix A. Proofs
A.1 Preliminaries

This section presents some preliminary notions and lemmas which will be used in proofs.

Definition 9 (Bracketing covering number (van de Geer, 2000)) Consider a func-
tion class G = {g(x)} and a probability measure u defined on X. Given any positive number
d > 0. Let N1 p(6,G, 1) be the smallest value of N for which there exist pairs of functions
{[gjL,ng] ;\/:1 such that [ \gJL(x) —ng(x)\du <0 forallj=1,...,N, and such that for each
g€ G, thereis aj=j(g) € {l,...,N} such that g]L <g< g§-]. Then N1 g(9,G, i) is called
the d-bracketing covering number of G.

Lemma 10 (Uniform continuous mapping theorem) Let X,,, X be random wvectors
defined on X. Let f : R — R™ be uniformly continuous and Ty : X — R? for § € ©.
Suppose Typ(Xy,) converges uniformly in probability to Ty(X) over ©, i.e., as n — oo we

have supgpee ||To(Xn) — To(X)|| 2 0. Then f(Tp(X,.)) converges uniformly in probability to
F(Tp(X)), iee., supg || f(Tp(Xn)) — F(Tp(X)]| = 0.

Proof Given any € > 0. Because f is uniformly continuous, there exists § > 0 such that

[f(x) — f(y)ll < eforall [z —y| <4.
We have

B(sup 179(Xa) = To(X)]| < 8) = B(v6 € O [Ty(Xa) = Ty(X)| < 9) (11)

<P(V0 € O : [|f(Ty(Xn)) — F(To(X))|| <€)

=P(sup || f(Ty(Xa) = f(T(X)| <€) (12)
0co

By the uniform convergence of Typ(X,,), we know the left-hand side of (11) converges to 1.
Hence (12) goes to 1, which implies the desired result. |

Lemma 11 Let pu, and p be a sequence of measures on probability space (X,%) with den-
sities pp(z) and p(x). Given any compact subset K of X. Suppose py, is uniformly bounded

and Lipschitz on K (). If H?(jn, 1) 2 0, then sup,c g |pn(x) — p(z)| 2 0 as n — oo,
1/2
where H(q1,q2) = (f(qi/2 - q;/2)dmdz/2) denotes the Hellinger distance between two

distributions with densities q1 and gs.

Proof Note that assumptions in (x) satisfy the requirements in the Arzela-Ascoli theorem.
Thus, for each subsequence of p,, there is a further subsequence p,, which converges
uniformly on compact set K, i.e., for some py as m — oo we have

sup |pn,, (x) — po(x)| — 0.
zeK
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By Scheffé’s Theorem we have H (py,,,po) — 0. On the other hand we have H(py,,,p) =
0. By triangle inequality,

H(pap()) S H(pnm,p[]) + H(pnmap) £> 0

Since the inequality holds for all m and the LHS is deterministic, we have H(p,pg) = 0,
which implies p = pg, a.e. wrt the Lebesgue measure. Hence we have

sup |pn,, (x) — p(z)| = 0, a.e.
zeK

By Durrett (2019, Theorem 2.3.2), we have sup, s [pn(z) — p(z)] = 0 as n — occ. [ |

A.2 Proof of Proposition 4

Proof On one hand, by the assumption that the elements of £ are connected by a causal
graph whose adjacency matrix is not a zero matrix, there exist i # j such that [£]; and [€];
are not independent, indicating that the probability density of £ cannot be factorized. Since
E* is disentangled with respect to &, by Definition 3, Vi = 1, ..., m there exists g; such that
[E*(x)]; = ¢i([€];)- This implies that the probability density of E*(x) is not factorized.

On the other hand, notice that the distribution family of the latent prior is contained
in {p, : p, is factorized}. Hence the intersection of the marginal distribution families of z
and E*(z) is an empty set. Then the joint distribution families of (z, E*(x)) and (G(z), z)
also have an empty intersection.

We know that Lgen(E*, G) = 0 implies gg=(x, 2) = pe(z, z) which contradicts the above.
Therefore, we have a = ming Lgen (E*, G) > 0.

Let (E', G") be the solution of the optimization problem ming g ¢y.1,.,—0} Lsup(£). From
the above we know E’ cannot be disentangled with respect to £. Then we have L' =
L(E',G") = Xb, and L* = L(E*,G) > a+ A\b* > \b* for any generator G. When b* > b
we directly have L' < L*. When b* < b and X is not large enough, i.e., A < 7%, we have
L' < L* |

Discussion on Trauble et al. (2021, Proposition 1)

Proposition 1 in Trauble et al. (2021) and our Proposition 4 state the same uniden-
tifiability issue from different perspectives. Proposition 1 in Tréuble et al. (2021) says
that maximum likelihood estimation (MLE) cannot identify the disentangled representa-
tion, while our Proposition 4 says that the formulation (7) in our paper cannot identify
the disentangled representation. The relationship of the two formulations, MLE and (7), is
that the first term in (7) is an upper bound of the negative log-likelihood. Therefore, our
Proposition 4 is more straightforward in the sense that it directly studies the formulation
that is used in disentanglement methods.

A.3 Proof of Proposition 5

In this section, we prove a full statement of Proposition 5. Specifically, we add an as-
sumption on structure identifiability and the consequent result in learning the true struc-
ture. Assumption 2 states the identifiability of the true causal structure I4, of £, which
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is applicable given the true causal ordering under the basic Markov and causal minimality
conditions (Pearl, 2014; Zhang and Spirtes, 2011).

Assumption 2 For all 8 = (f, h,A) € B with pg = pg,, it holds that T4 =14,.

Proposition 12 (Full statement of Proposition 5) Assume the infinite capacity of E
and G. Further under Assumptions 1 and 2, DEAR formulation (7) learns the disentangled
encoder E* and the true causal structure La,. Specifically, we have g;(x) = o~ 1(x) with the
CE loss as the supervised regqularizer, and g;(x) = x with the Lo loss.

Proof To simplify the notations in this section, for a vector z, let x; denote the i-th
element of x instead of [z];. For a vector function g(z), let g;(x) denote the i-th component
function.

Assume F is deterministic.

On one hand, for each i = 1,...,m, first consider the cross-entropy loss

Lsup,’i(E) = IE:( CE(E’L(x)7 yl)]

z,y) [

= —/Qx($)p(yi|$)[yi logo(Ei(x)) 4+ (1 — yi)log(1 — o (Ei(x)))|dxdys,
where p(y;|x) is the probability mass function of the binary label y; given x, characterized
by P(y; = 1|z) = E(yi|x) and P(y; = 0]z) = 1 — E(ys|x). Let

aLsup,i . - 1 A 1 o
ety = 019 (i v oty ) =0

Then we know that E}(x) = o~ (E(y;|z)) = 071(&) minimizes Lgyp,;-
Consider the Ly loss

Lsup,i<¢) - IE‘:(ac,y) [Ez(x) - yi]Q = /Qm(w)p(yz’x)[Ez(x) - yi]Qdedyi~

Sr =2 [ anlule)(Bia)  wdsdy, =

Then we know that Ef(z) = E(y;|z) = & minimizes Lg,p; in this case.

On the other hand, by Assumption 1 there exists Sy = (fo, ho, Ao) such that pe = pg,.
Further due to the infinite capacity of G and Assumption 1, we have the distribution family
of pg r(z, z) contains ¢p«(x, z). Then by minimizing the loss in (7) over G, we can find G*
and F™* such that pg+ g« (z, z) matches g« (z, z) and thus Lge, (E*, G*, F™*) reaches 0, where
F* corresponds to parameter 3* = (f*, h*, A*).

Note that pg+ p+(z, 2) = gg+(z, z) implies that the marginal distributions match, i.e.,
pr+(2) = qr+(2). Generally denote Ef(z) = g;(&) for i =1,...,m. Then, fori=1,...,m,
the distributions of g; '(E}(x)) = & and g; ' (F;(e)) are identical. Tt can be seen that
P, = pp; with 55 = (g~ ' o f*, h*, A*), where o denotes elementwise composition. Then
according to Assumption 2, we have I4« = 1I4,.

Hence minimizing L = Lgen + ALgup, which is the DEAR formulation (7), leads to the
solution with E}(z) = ¢;(&) with g;(&) = o1(&;) if CE loss is used, and g;(&;) = & if Lo
loss is used, and the true binary adjacency matrix I4,.
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For a stochastic encoder, we establish the disentanglement of its deterministic part as
above, and follow Definition 3 to obtain the desired result. [ |

A.4 Proof of Lemma 7

Proof [Proof of Lemma 7] The proof proceeds in three steps after an introduction on logistic
regression under the scenario of generative models.

For pair (z,z), let label w = 1 if (x,2) ~ gg and w = 0 if (x,2) ~ pg, which
states that p(z,z|lw = 1) = gqg(x,2) and p(x,zlw = 0) = pgr(x,z). In generative
models, the prior is given by P(w = 1) = P(w = 0) = 1/2. Then the marginal distri-
bution of (z,z) is given by p*(x, z) = ¢p(x, 2)/2 + pc,r(x, 2)/2 which induces the prob-
ability measure p*. Note that the analysis below holds for all 8 € © in a pointwise
manner unless indicated otherwise, so for simplicity of notation, we omit the subscript
0. By the Bayes formula we have P(w = 1lz,2) = qg(x,2)/(¢e(z,2) + pa.r(z,z)) and
P(w = 0|z, 2) = pg,r(x, 2)/(ge(z, 2) + pg,F(z, 2)) which defines the probability mass func-
tion p*(wl|z, z). Let p*(z, z,w) = p*(z, 2)p* (w|z, 2).

Recall the definition D*(z,2) = log(qg(z, 2)/pa,r(x, 2)), so we notice P(w = 1|z, z) =
1/(1+ e P"®2)). Consider the family of conditional distributions P = {Pp(w = 1|z,2) =
1/(1+ e P@2) . D e D}

Logistic regression maximizes the log-likelihood

]Ea:zwwp (gvzw)[long(m z w)] Ep *(z,2,w) IOg[ (:c,z)pp(w|x,z)]

over P or equivalently over D.
Given IID samples (z;, z, w;),i = 1,..., Ny from p*(z,z,w), the empirical loss to be
minimized is given by
1
L4(D) = N, Z[lOgPD(wi|$i, z;) + log p* (4, ;)]

Nd|: Z log(1+ e~ D(zizi) Z log(l1+e x“zl)) +c,

Tw;=1 Lw; =

which is equivalent to (9) up to a constant ¢. Let D = argminpcp Lg(D) and P(w =
lz,2) =1/(1 + e PE2),

Step I We now establish the consistency of D(z, z) to D*(x, z) as defined in (14) below
based on the generalization analysis of maximum likelihood estimation.
Let the class

pp(x, z,w) + p*(x, z,w)
2p*(z, 2z, w)

g:{g(az,z,w):;log :DGD}.

Note that each element of G can be written as

1 *
2 2p* (w|x, 2)
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By the boundedness of D* in condition C/, we know the mass function p*(w|z,z) is
bounded in a closed interval within (0,1), so g is uniformly bounded. Let g = sup,eg |gl-
Then Epe(5,2,u)[900 (2, 2, w)] < 00. Moreover for all § > 0, the compactness of D assumed
in condition C2 implies a finite bracketing covering number defined in Definition 9, i.e.,
N1.5(6,D, u*) < oo. Then it follows from van de Geer (2000, Theorem 4.3) that

H(pp(x, z,w),p*(x, z,w)) = 0 (13)

almost surely as Ny — 0o, where H denotes the Hellinger distance.

Consider any compact subset K of X x Z. We know that for all D € D, D(z,z) is
continuous and thus is bounded and Lipschitz on K. Also from the boundedness of D*, we
know that p*(x, z) is bounded away from 0 on K. Then it follows from (13) and Lemma 11
that

sup |P(w = 1|z, 2) — P(w = 1|z, z)| > 0.
(z,2)EK

Then by continuous mapping theorem (Lemma 10) and noting that {(p) = log(p/(1 —p)) is
uniformly continuous on a closed interval within (0, 1), we have as Ng — oo

sup |D(z,z2) — D*(x,2)| 2 0. (14)
(z,2)eK

Step IT We then prove the pointwise consistency of Vﬁ(m, z) to VD*(x, z) as defined in
(17).

Construct an arbitrary probability measure g on X x Z that satisfies the following (e.g.,
a Gaussian measure):

e 11 is absolutely continuous with respect to Lebesgue measure with a density p.

e 4 is tight, i.e., for any € > 0, there is a compact subset K. of X x Z such that
w(Ke) >1—e.

e Vlogp is uniformly bounded, i.e., there exists By > 0 such that |Vlogp(z,2)| < By
for all (z,2) € X x Z.

e p vanishes at infinity rapidly enough, i.e., p(z,2) = o(r=¢=%) with r = /||z|]> + || z]2.

For a function u that is uniformly bounded on X x Z, we have from integration by parts
and Cauchy-Schwartz inequality that

/||Vu|]2d,u = —/u tT‘(VQU)d,LL—/UVUTVIngd/L

< \/ / luf2dy / ftr (V20)[2dp + \/ / luf2dy / (VuTVlogp)2du.  (15)

Recall from condition C4 that there exists a positive number By < oo such that Vz, z,
VD € D, we have |D(z,2)| < By, |[VD(z,2)|| < By and [tr(V2D(z,2))| < By.
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Given arbitrary € > 0, we know from the tightness of u that there exits a compact subset
K. of X x Z such that u(K.) > 1 —e€. Let B = max{By, B1}. Then we have for all 8 € ©
that

| 19D - VD @)
XxZ

< 23\/ | 1De.2) - DG 2) P+ ﬁBZ\/ | 1b.2) - Do)
XxZ XxZ

(16)
= (2B+\@B2)\// ’D(%Z)—D*(x73)’2dﬂ+/ ’D(ﬂcyz)—D*(%Z)’QdM
e K¢

< (2B + \/5132)\// |D(x,2) — D*(z, z)|2dp + 2B2e,
K.

where K¢ = (X x 2) \ K. is the complement, the first inequality is an application of (15)
and further due to the boundedness of V log p and gradients and Hessians of functions in D,
and the second inequality comes from the boundedness of functions in D and the tightness
of u.

By the uniform convergence in (14) over K., we have for all (z,z) € K, there exist a
sequence ay, = 0,(1) which is free of (z, z) such that |D(z, z) — D(z, 2)|* < ay,. Then we
have

[ 1D - D P < [ andi = ayu() = 0,(1),
€ KE

by noting that pu is finite. Further by the arbitrariness of €, we let ¢ — 0 and obtain from
(16) that

/ |IVD(z, z) — VD*(z, 2)|*du 2 0.
XxZ

Recall the arbitrariness of u. For all (z,z) € X x Z, construct u such that p(z,2) > 0. Let
v(z,2) = [|VD(z,2) — VD*(z,2)|?p(x, z). By the converse of the mean value theorem, if
(z,2) is not an extremum of v, then there exists a bounded subset S(z,z) C X x Z such
that

R 1
VD(z,z) — VD*(z,2)|*p(x, 2) = / v(z!, 2 )da'd2!
H H V(S(xvz)) S(x,z) (

1 / / / / ! D
< v(x', 2" )dx'dz" = 0
= U@ ) Sz ")

where v denotes the Lebesgue measure. Since p(x,z) > 0, this implies |VD(z,z) —
VD*(z,2)|| & 0 for all non-extrema. By Lipschitz continuity of v on any compact set,
we have ||[VD(z,z) — VD*(z, )| & 0 for all extrema. R

Up to now we have shown that for all @ € © and (z,2) € X x Z, we have |VD(zx,z) —
VD*(z,2)|| & 0 as N;y — oo. Further from the smoothness in condition CI and the
compactness of ©, we have Vx, z, as Ny — 00

sup |VD(z,z) — VD*(z, z)|| 2 0. (17)
0co
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Step III Based on the convergence statements established above, we proceed to show the
consistency of the approximate gradient h (@) and complete the proof.

By condition C3, {u*} is uniformly tight. For arbitrary e > 0, there exists a compact
subset K. of X x Z such that p*(K¢) < e. Because VD(x, z) is Lipschitz continuous with
respect to (z,z) on K., we have as Ny — oo

sup  |VD(z,2) — VD*(z,2)| 2 0. (18)
0€0,(x,z)EK.

Given any Sy = {(x;,2;) ~ p*y; : i =1,...,N,j = 1,...,Ng} and § > 0. Define
events An, = {supg ||h(0) — hp«(0)|| < 6} and By = {Vi : (2;,2) € Kc}. We have
from the tightness of u* that P(By,) > (1 — €). We know from (18) and the continuous
mapping theorem (Lemma 10) that for any Sy and € > 0, as Ny — oo (free of Sy), we
have P(An,|Bn,) — 1. Then as Ny — oo, we have

P(An,) > P(An, N By.) = P(AN,|Bn.o)P(Bn.) > P(An,|By.o) (1 — ) — (1 — o).

By letting € — 0 we have P(An,) — 1 as Ng — oo. Since ¢ is arbitrary, we have that for
any Sy, supgeo [hp(6) — hp-(8)| % 0 as Ny — so.

On the other hand, by condition C5 and the boundedness of D*, and according to
the gradient formulas in Lemma 6, it follows from the uniform law of large numbers that
|hp+(0) — VL(6)| % 0 uniformly over © as N, N, — co.

By triangle inequality we have

sup [|hp(0) = VL(0)|| < sup [[h(8) = hp+(0)]| + sup [|hp-(0) — VL(O)]|.
6co 6co 6co

Therefore there exists a sequence of (N, N, Ny) — oo such that

sup [|h(6) — VL(8)|| 0
60

which completes the proof. |

A.5 Proof of Theorem 8

Proof [Proof of Theorem 8| Consider the gradient descent step based on the approximate
gradient

0, =0, 1— Uhf)(ot—l)7

where 7 is the learning rate.
Suppose L(8) is fo-smooth. Then we have

2
L(0) < L(Bi-1) = 0y (0r—1) TV L(B1-1) + 52k (0-1) Thp(Bp-).
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Let €(6) = VL(0) — hy(0). By Lemma 7, there exists a sequence of (N, Ny, Ng) — o0
such that ¢ = supg [|€(8)|| = 0. Then we have
—nhp(0i-1) "VL(0—1) = —nhp(0i-1) " (hp(8i-1) + €(6,-1))
<17 (= llhp (@e-1)|* + (Ihp (Be-1)II* + I€]*)/2)
n R
= T (Inp(-)I - )

n
s (@),

IN

under the case where [|hj(0;—1)[|* > 2¢%. We note that

n*lo

n
L(6;) < L(6;—1) — ZHhﬁ(et—l)Hz + T||h,j(0t71)||2

n
< L(0:-1) — g”hb(et—l)”Q,

when 7 < 1/44y which can be satisfied with a sufficiently small learning rate.
By summing over ¢t = 1,...,T, we have

T
L(0r) < L(89) — 01250 ) _ |1 (6:-1)[1*
t=1
Note that L(0) is lower bounded by 0. Then we have Y, [|hp(6;—1)||* = O(1). Thus there
exists ¢ in {0,...,T} such that ||hp(6;-1)[* = O(1/T).
Otherwise there exists ¢ such that ||hp(6;-1)|| < V2¢ = 0,(1).
Therefore we have the empirical estimator ||h D(é)H 0.

By the uniform convergence (10) from Lemma 7, we have |[VL()| = 0. Then by the
PL condition, there exists a sequence of (N, Ny, Ng) — oo such that

LG —L* 2o,

which leads to the desired result. [ |

A.6 Proof of Lemma 6

We follow the same proof scheme as in Shen et al. (2020) where the only difference lies in
the gradient with respect to the prior parameter 8. To make this paper self-contained, we
restate some proof steps here using our notations.

Let || - | denote the vector 2-norm. For a scalar function h(z,y), let V h(z,y) denote
its gradient with respect to x. For a vector function g(x,y), let V,g(z,y) denote its Jacobi
matrix with respect to x. Given a differentiable vector function g(x) : R¥ — R*  we use
V - g(x) to denote its divergence, defined as

Vegle):=) mg[zzb,

Jj=1
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where [z]; denotes the j-th component of . We know that

/V - g(z)dr =
for all vector function g(x) such that g(co) = 0. Given a matrix function w(z) = (wy(z),...,w;(x)) :
R* — R¥*! where each w;(z),i = 1...,1 is a k-dimensional differentiable vector function,

its divergence is defined as V - w(z) = (V- wi(z),...,V - w(x)).

To prove Lemma 6, we need the following lemma which specifies the dynamics of the
generator joint distribution py(x,z) and the encoder joint distribution pe(x, z), denoted by
po(x, 2) and py(z, z) here.

Lemma 13 Using the definitions and notations in Lemma 6, we have

Vopo,s(z,2) = —Vaupes(z,2) " go(x) — po.s(z,2)V - go(2), (19)
Veao(x,2) = =V.q4(2, 2) eg(2) — qo(2,2)V - 4(2), ) (20)
V(e 2) = Vel ) o) = Vool ) £5(2) = pose )9 - (T15)). )

for all data x and latent variable z, where go(Gy(z,€)) = VoGg(z,€), es(Eg(z,€)) =
VoEg(x,€), fa(Fple)) = Vlp(e), and fs(G(Fs(e))) = VG(Fp(e)).
Proof [Proof of Lemma 13| We only prove (21) which is the distinct part from Shen et al.
(2020).

Let | be the dimension of parameter 5. To simplify notation, let random vector Z =
Fs(e) and X = G(Z) € R? and Y = (X, Z) € R¥* and let p be the probability density
of Y. For each i = 1,...,l, let A = de; where e; is a [-dimensional unit vector whose i-th

component is one and all the others are zero, and ¢ is a small scalar. Let Z' = Fa,s(e),
X'=G(Z") and Y/ = (X', Z') so that Y’ is a random variable transformed from Y by

f5(X)
f3(2)
Let p' be the probability density of Y’. For an arbitrary 3/ = (2/,2') € R%* let 3 =
Y+ (;ﬁgg)A +0(d) and y = (x, z). Then we have
P() = py)| det(dy' /dy)|~
y)| det (g + (Vfﬁ(fﬂ)» Vis(2) A+ o(6))]

Y1+ ATV - (fs(@), f5(2) " +0(8)) 7"

) (2)

) —

Y’:Y+( >A+o(5).

y) (1= ATV (f, (33)762) 0(9))
ATp(y)V - (F5(2), ()T + 0(0)
) = AT(fs(2), f5(2) - Varn(a', 2) = ATp(y)(V - fa(a'), V- f5(z)) T + 0(6).

Since ¢/ is arbitrary, above implies that

p/(x, Z) = p(ﬁ, Z) - AT(]Z:,B(‘T)’ fﬁ(z)) : (VIP(SU, Z)a vzp(l‘7 Z))T : pr(&?, Z)
— ATp(x,2)(V - f3(a'),V - f5(z')" + 0(6)

Y

p(
p(
»(
p(
p(
p(y
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for all z € R%, 2 € R¥ and i = 1,...,[, leading to (21) by taking § — 0, and noting that
p =pg and p’ = pgia. Similarly we can obtain (19) and (20). [ |

Proof [Proof of Lemma 6] Recall the objective Dxr,(¢, p) = [ q(z, z) log(p(x, z) /q(x, z))dzdz.
Denote its integrand by ¢(q,p). Let 5(q,p) = 0¢(q,p)/Op. We have

Vsl(a(z, 2),p(x, 2)) = ly(q(, 2), p(x, 2))V gpe,s(x, 2)

where Vgpyg g(z, z) is computed in Lemma 13.
Besides, we have

Va - [h(q.p)p(, 2) fa(x)] = ts(q, p)p(x, 2)V - fa(x)
+ 0h(q, p)Vap(z, 2) - fa(2)

(

+ Vo ly(q,p)p(x, 2) f5(x),

V. - (5, p)p(x, 2) f5(2)] = la(q, p)p(2, 2)V - f5(2)
+ 05(q,p)Vp(, 2) - f5(2)
+ V5 (q,p)p(x, 2) f3(2)-

Thus,

ViLgen = /Vﬁf(Q(%Z),p(w,Z))dxdz = /p(%Z)[Vxﬁ’g(q,p)fﬁ(w) + V.ly(q,p) f5(2)]

where we have V,05(q,p) = s(x, 2)VyD*(x, z) and V,05(q,p) = s(z, 2)V,D*(z, 2).
Hence

VoLan = ~Bio2)pin) |50 2)(VaD* (@, 2) fo(a) + VD" (2, 2)T f3(2))]

* * Z:G F €
= K. [s(2,2)(VaD"(2,2) VsG(Fa(e) + VD" (z,2) ' VaFa()) [ ] -

where the second equality follows from reparametrization. |

Appendix B. Causal disentanglement and downstream tasks

In the main text, we first demonstrate the good performance of DEAR in causal disentangle-
ment through causal controllable generation in Section 5.1, and then show the advantages of
the DEAR representations in downstream tasks in terms of sample efficiency (Section 5.2.1)
and distributional robustness (Section 5.2.2). In comparison with previous methods, ma-
jorly the VAE-based disentanglement methods, we adopt the same network architectures
for the encoder and decoder, and use the same amount of annotated labels. In addition, for
GraphVAE, we also assume the same prior information on the graph structure as DEAR.
Therefore, we conclude that the superior performance of DEAR is due to better modeling.
To further justify whether such advantages come from the disentanglement of the learned
representations, in this section, we propose a metric for causal disentanglement based on
the FactorVAE metric, and investigate the correlation between the disentanglement metric
and the metrics for downstream tasks.
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B.1 Metric for causal disentanglement

Many existing disentanglement papers also propose their metrics for disentanglement, in-
cluding the S-VAE metric (Higgins et al., 2017), the FactorVAE metric (Kim and Mnih,
2018), the Mutual Information Gap (MIG) (Chen et al., 2018), the Separated Attribute
Predictability (SAP) score (Kumar et al., 2018), etc. We refer the reader to Locatello et al.
(2019) for a comprehensive introduction and discussion on these metrics.

However, all of these metrics only apply to the case where the ground-truth generative
factors are mutually independent and do not apply when the factors are correlated. For
example, the MIG score measures for each factor the normalized gap in mutual information
with the highest and second highest coordinate in E(x). Suppose a factor &; is correlated
with & and a disentangled representation F(x) so that there exists 1-1 functions g; and
g2 such that Ey(x) = ¢1(&1) and Ea(z) = g2(£2). Then the mutual information of £ with
(supposedly the highest coordinate) F;(z) and (supposedly the second highest coordinate)
Es(z) will both be large, and then their difference will be small. As such, a disentangled
representation in this case will not correspond to a large MIG score as expected.

To this end, we propose a metric for causal disentanglement (i.e., disentanglement of
causally related ground-truth factors) based on the FactorVAE metric. Suppose there are
m generative factors of interest &1, ..., &, which are causally related following the true SCM
¢ which is available. The procedure to compute the metric is presented in Algorithm 2.
These steps largely follow those of the FactorVAE metric with the distinct parts tailored
for causal disentanglement which we explain below the algorithm.

Algorithm 2: Metric for causal disentanglement

Input: Encoder E, meta-parameters M, N
1 fork=1,...,mdo

2 fori=1,...,M do
3 Fix & to a randomly sampled value.
4 Randomly sample other factors £_j from € conditioning on &, for N times.
5 Generate data with the N factors.
6 Obtain their representations using the learned encoder.
7 Normalize each dimension by its empirical standard deviation over the full
data (or a large enough random subset).
8 Compute the empirical variance in each dimension of these normalized
representations.
9 Take the index of the dimension with the lowest variance.
10 If the index matches k, it counts as a correct sample.
11 Let Cy be the total number of correct samples among the M samples.
12 Obtain score S = ", Cr/(KM).
Return: S

e Line 4: FactorVAE metric samples all factors independently from Uniform distribu-
tions, which does not match (and can be far away) from the true distribution of the
causal factors. Instead, we sample the factors following the true SCM and hence
respect the data distribution.
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e Lines 10-12: FactorVAE metric uses the error rate of the majority-vote classifier as
the metric, because in an unsupervised setting, one does not know which factor each
representation captures. In contrast, the weakly-supervised setting can guarantee the
alignment between each representation and a particular factor. Thus, we do not need
the majority-vote classifier to identify this correspondence. Instead, we directly check
whether the dimension with the lowest empirical variance matches the given index k.

As we notice, this metric is limited in that it not only requires the ground-truth factors of
data for sufficient coverage of the data distribution as previous metrics do, but also requires
the ground-truth SCM, which only happens in synthetic data. Nevertheless, in this work, we
only use such a metric to provide evaluations and justification on the relationship between
causal disentanglement and performance in downstream tasks. We leave a widely-applied
quantitive metric for causal disentanglement to future work.

B.2 Experimental results

Figure 14 shows the scatter plots of the metrics that we considered in downstream tasks
(Section 5.2) and the metric for causal disentanglement (with M = 200 and N = 50). Each
metric is used to evaluate seven disentanglement models, including S-8-VAE, S-TCVAE,
S-GraphVAE, and multiple DEAR-LIN models with A = 0.1, 1,5, 10. All models are trained
using fully supervised labels and GraphVAE and DEAR are given the true graph structure.
The network architectures for the encoders and decoders are all the same. We observe a
positive correlation between causal disentanglement and performance in downstream tasks,
which indicates that the learned representations with a higher disentanglement score tend
to perform better in terms of sample efficiency and distributional robustness in downstream
tasks. In particular, we notice that the small sample accuracy and worst-case accuracy
benefit the most from better causal disentanglement for the corresponding fitted lines have
the largest scope.

0.95- @
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Figure 14: Relationship between causal disentanglement and performance in downstream tasks.
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Appendix C. Discussion: supervision for disentanglement learning

We comment on the two forms of supervision that may be available and commonly consid-
ered in literature for the task of disentangled representation learning.

e Form 1 (direct and few labels): in some scenarios, we may have some conceptual
knowledge about the data in the sense that we know the concepts of the underlying
generative factors of data, especially those concepts that we are interested in. In such
cases, a weakly supervised setting is feasible where only a few samples have annotated
labels of the factors, since at least manual labeling of a few examples is practical. A
representative work uses this form of supervision is Locatello et al. (2020b).

e Form 2 (auxiliary information of a full sample): in some other scenarios, we have no
prior knowledge on what the ground-truth concepts are and thus cannot get the direct
annotated labels of them. Auxiliary information is then needed for all samples with
some assumptions on the variability of such side information as well as its correlation
with the true generative factors. A representative work along this line is Khemakhem
et al. (2020).

Both settings have some real applications and limitations which make them comple-
mentary. On one hand, Form 2 in general tends to require “weaker” supervision than Form
1 in the sense that it does not require direct annotations of the true factors themselves.
Thus, efforts towards general provable disentanglement should be put in studying along
Form 2. However, in fact, the auxiliary observed variables in Form 2 also require certain
knowledge on the true factors in order to verify the mathematical assumptions required
in identifiability, e.g. the variability condition in Khemakhem et al. (2020). Intuitively,
the auxiliary variables which can guarantee disentanglement should have enough variability
and correlation with the true factors. In addition, current identifiability theory with Form
2 still assumes relatively strong and limited structure assumption on the true factors, e.g.,
conditional independence in Khemakhem et al. (2020).

On the other hand, current research on disentanglement mostly focuses on the scenarios
where we indeed have some conceptual knowledge on the true factors, which makes Form 1 at
least a feasible and practical setting. For simple structures of true factors (e.g., independence
or conditional independence, as assumed in most previous work), existing methods with
Form 1 can achieve disentanglement, which is much more straightforward compared to
provable disentanglement with supervision of Form 2. However, for more complex structures
(e.g., a causal graph, as considered in our paper), existing methods using independent
or conditionally independent priors generally cannot identify disentanglement even with
supervision in Form 1, as shown in our Proposition 4. In particular, existing formulations
(e.g., Locatello et al. (2020b)) in general cannot even reach the optimum of the supervised
loss, so they cannot disentangle. To this end, our paper proposes a bidirectional generative
model with an SCM prior trained using a GAN-type algorithm, which resolves this problem
under the clearly stated setup and assumptions.
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Appendix D. Discussion: generalization to unseen interventions

We recall that DEAR is trained on observational data, that is, the training data is IID
sampled from the data distribution ¢, and the latent variables follow IID a joint distri-
bution p,, e.g., induced by a SCM, without a mixture with interventional distributions.
When the generative model is perfectly learned, we have ¢, (z) = [ pe+(z|2)p.(2)dz. Then
an interesting question would be how our method generalizes to unseen interventions.
Specifically let pl(z) be an interventional distribution. The consequent data distribution
ql(z) = [pe+(x|2)pl(2)dz does not match the observational distribution ¢, and model
trained on an IID sample from ¢, have not seen ¢’.

Now we give some insights on how given the true graph structure, DEAR trained on
observational data can sample from an interventional distributions ¢!. We start with the
general definition of SCM. A structural causal model (SCM) over variables Z;,i =1...,m
can be generally expressed as

lefl(Pa(Z“A),ez), izl,...,m, (22)

where A denotes the adjacency matrix, Pa(Z;; A) denotes the set of parents of node Z;,
and €; is the exogenous noise. Learning of an SCM consists of structure learning of A and
parameter estimation of all the assignments f;,7 = 1,...,m, in the SCM, i.e., how each
node is generated given its parents and exogenous noise. When given the underlying causal
structure, standard parameter estimation methods like maximum likelihood estimation can
yield a consistent estimator of the true SCM assignments from the observational data:

Z; = filPa(Zi; A), ), i =1,...,m. (23)

Note that an intervention can be defined as operations that modify a subset of assign-
ments in (22), e.g., changing ¢;, or setting f; (and thus Z;) to a constant (Pearl et al., 2000;
Scholkopf, 2019). Therefore, with the estimated SCM (23) at hand, we can sample from
any interventional distributions.

We illustrate this through some experimental results shown in Figure 15. In (a), we
intervene on the two factors bald and gender. In each line, we keep gender = female and
gradually increase the probability of them being bald. Particularly in the red box, we
obtain images of bald female faces which have never been seen from the observational data.
In (b), we intervene on beard and gender to generate images of female with beard which
are shown in the red box. In (c), we show some generated samples that gradually wear
(sun)glasses, while in the training data, there are only images with or without glasses but
no intermediate states. In (d), we intervene on all four factors. In each line, the image in
the middle follows the true SCM (described later in Appendix F) so that the factors satisfy
the projection law. Then we change the value of only one factor while keeping others
fixed, which leads to samples not satisfying the projection law. In summary, we see that
although these interventions are not appearing in the observational data, DEAR is able to
generate samples from such interventional distributions, suggesting its generalizability to
unseen interventions.

More systematic analysis on the out-of-distribution generalizability of the encoder is to
be explored in future work. One potential direction is to utilize the generalizability of the
generator to unseen interventions to improve the OOD performance of the encoder. Along
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Figure 15: Samples from unseen interventional distributions.

this direction, for example, Sauer and Geiger (2021) recently combined disentangled gener-
ative models and out-of-distribution classification, but adopted a different disentanglement
framework.

Appendix E. Experiments in the independent case

In this section, we test our method on benchmark data sets where the ground-truth gen-
erative factors are independent, which is a spacial case of the causal case with no edge
in the graph structure. Gondal et al. (2019) proposed a real-world benchmark data set,
MPI3D-real, which consists of over one million images of physical 3D objects with seven
independent factors of variation such as object color, shape, size and position. They also
provided two simulation data sets. We test a simplified version of DEAR with an indepen-
dent prior (a standard Gaussian) on real data MPI3D-real and simulated data MPI3D-simu
(MPI3D-realistic in Gondal et al. (2019)). Both data sets consist of 1,036,800 images with
resolution 64 x 64 x 3. We assume 0.01% of the data (around 100 samples) have annotated
labels. No prior information on the graph structure is needed since we directly use an
independent prior for the latent variable instead of an SCM.

We are interested in the disentanglement performance on both real and simulated data,
as well as the transferability of the representations from simulation to the real-world or
reverse. As shown in the experiments by Gondal et al. (2019), most existing VAE-based
methods perform similarly in disentanglement and all the metric for disentanglement also
gives similar results. Hence, we consider weakly-supervised TCVAE as a representative of
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the baseline methods and consider FactorVAE metric to measure disentanglement. As we
have mentioned, the weakly-supervised setting can guarantee the alignment between each
representation and a particular factor. Therefore, when computing the FactorVAE metric,
we skip the majority-vote classifier and directly apply lines 10-12 in Algorithm 2 to obtain
the score.

As shown in Table 3, DEAR always significantly outperforms TCVAE in the disentan-
glement score and is particularly superior when training and testing on the same data set.
In the transfer setting where we apply the encoder trained on one data set to another data
set, both methods suffer from a performance decline. This is consistent with the discovery
in Gondal et al. (2019) who found that direct transfer of learned representations from simu-
lated to real data seems to work rather poorly. To sum up, this section suggests that DEAR
can achieve state-of-the-art performance in data whose underlying factors are independent,
though it is developed to handle the causal case.

Train Test Method Disentangle

DEAR 0.9543
TCVAE 0.5800

DEAR 0.9579
TCVAE 0.5793

DEAR 0.4879
TCVAE 0.3614

DEAR 0.5571
TCVAE 0.3443

MPI3D-simu MPI3D-simu

MPI3D-real  MPI3D-real

MPI3D-simu MPI3D-real

MPI3D-real MPI3D-simu

Table 3: Results on MPI3D data.

Appendix F. Implementation details

In this section, we provide the details of the experimental setup and the network architec-
tures used for all experiments, followed by a description of the synthesized Pendulum data
set.

Preprocessing and hyperparameters. We pre-process the images by taking center
crops of 128 x 128 for CelebA and resizing all images in CelebA and Pendulum to the
64 x 64 resolution. We adopt Adam with 8; = 0, B2 = 0.999, and a learning rate of 1 x 10™4
for D, 5x 107° for E, G and F, and 1 x 1073 for the weighted adjacency matrix A. We use
a mini-batch size of 128. For adversarial training in Algorithm 1, we train the D once on
each mini-batch. The coefficient A\ of the supervised regularizer is set to 5 unless indicated
otherwise. We use CE supervised loss for both CelebA with binary observations of the
underlying factors and Pendulum with bounded continuous observations. Note that Lo loss
works comparable to CE loss on Pendulum. The results of DEAR and baseline methods
in controllable generation presented in Section 5.1 and Appendix G use full supervision of
underlying generative factors, i.e., Ny = N, since the qualitative results with 10% labels
have no big difference.
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Figure 16: Generative factors of the Pendulum data set. &1: pendulum_angle, &o: light_angle,
&3: shadow_length, £4: shadow_position.

In downstream tasks, for BGMs with an encoder, we train a two-level MLP classifier
with 100 hidden nodes using Adam with a learning rate of 1 x 1072 and a mini-batch size
of 128. Models were trained for around 150 epochs on CelebA, 600 epochs on Pendulum,
and 50 epochs on MPI3D on NVIDIA RTX 2080 Ti.

Description of the Pendulum data set. In Figure 16, we illustrate the generative
factors of the synthesized Pendulum data set, following Yang et al. (2021). Given the
pendulum_angle(&1) and light_angle(£2), following the projection law, one can determine the
shadow_length(&3) and shadow_position(§4). Note that we consider the parallel light in our
simulator. Specifically, define some constants: ¢, = 10, ¢, = 10.5 are the axis’s of the center
(pendulum origin); I, = 9.5 be the pendulum length (including the red ball); the bottom
line of a single plot corresponds to y = b with base b = —0.5. Then the ground-truth
structural causal model is expressed as follows.

& ~U(T/4,m/2)
Eo ~U(0,7/4)
= (cm + lpsiné; — %ﬁﬁfrb) _ (Cz _ S&Z)

cy—lpcos€1—b

. —b
& = (cgc +lpsiné; — T +cp — tczijn@) /2.

where U(a, b) denotes the uniform distribution on interval (a,b).

Implementation of the SCM. Recall the nonlinear SCM as the prior

2= F((I = A1) h(e)) = Fy(e).
We find Gaussians are expressive enough as unexplained noises, so we set h as the identity

mapping. As mentioned in Section 4.1 we require the invertibility of f. We implement both
linear and nonlinear ones. For a linear f, we formally refer to f(z) = Wz +b, where W and
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b are learnable weights and biases. Note that W is a diagonal matrix to model the element-
wise transformation. Its inverse function can be easily computed by f~1(z) = W=1(z — b).
For a non-linear f, we use piece-wise linear functions defined by

N,
F (=10 = [wolilli + ) fwdi((=ls — a)X([]i = ai) + [bl;
t=1

where ap < a; < --- < ap, are the points of division, I(-) is the indicator function, and
{bjw; : t = 0,...,N,} is the set of learnable parameters. According to the denseness
of piecewise linear functions in C[0,1] (Shekhtman, 1982), the family of such piece-wise
linear functions is expressive enough to model general element-wise non-linear invertible
transformations.

Network architectures. We follow the architectures used in Shen et al. (2020). Specif-
ically, for such realistic data, we adopt the SAGAN (Zhang et al., 2019) architecture for
D and G. The D network consists of three modules as shown in Figure 17(a) and de-
tailed described in Shen et al. (2020). Architectures for network G and D, are given in
Figure 17(b-c) and Table 4. The encoder architecture is the ResNet50 (He et al., 2016)
followed by a 4-layer MLP of size 1024 after ResNet’s global average pooling layer.

Table 4: SAGAN architecture (k = 100 for CelebA and k = 6 for Pendulum and ch = 32).

(a) Generator (b) Discriminator module D,
Input: z € R ~ p, Input: RGB image x € R64x64x3
Linear — 4 x 4 x 16¢ch ResBlock down ch — 2ch
ResBlock up 16ch — 16¢h Non-Local Block (64 x 64)
ResBlock up 16¢h — 8ch ResBlock down 2ch — 4ch
ResBlock up 8ch — 4ch ResBlock down 4ch — 8ch
Non-Local Block (64 x 64) ResBlock down 8ch — 16¢h
ResBlock up 4ch — 2ch ResBlock 16ch — 16¢h
BN, ReLU, 3 x 3 Conv 2ch — 3 ReLU, Global average pooling ( f.)
Tanh Linear — 1 (s;)

Experimental details for baseline methods. We reproduce the S-VAEs including
S-VAE, S--VAE and S-TCVAE using F and G with the same architectures as DEAR’s
and adopt the same optimization algorithm with same hyperparameters for training. The
coefficient for the independence regularizer is set to 4 since we notice that setting a larger in-
dependence regularizer hurts disentanglement in the correlated case. We implement Graph-
VAE by ourselves using the same architectures (for the encoder and decoder) and optimizer
as DEAR. The latent dependencies of GraphVAE consists of a bottom-up network (approx-
imate z|x):

nn.Linear(latent_dim, 32), nn.BatchNorm1d(32), nn.ELU(),
nn.Linear(32, node_dim), nn.Linear(node_dim, 2*¥node_dim)
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Figure 17: (a) Architecture of the discriminator D(z, 2); (b) A residual block (up scale) in
the SAGAN generator where we use nearest neighbor interpolation for Upsam-
pling; (c) A residual block (down scale) in the SAGAN discriminator.

and a top-down network (approximate z|parent):

nn.Linear(n_parent_nodes *node_dim, 32), nn.BatchNorm1d(32), nn.ELU(),
nn.Linear(32, node_dim), nn.Linear(node_dim, 2*node_dim).

Note that this implementation follows the original one: z|x, parent is obtained by precision-
weighted fusion in He et al. (2018). Since our factor dependency are explicit, we use 32
latent dimension for more efficient optimization.

For the supervised regularizer, we use A = 1000 for a balance of generative modeling
and supervised regularizer. The ERM ResNet is trained using the same optimizer with
a learning rate of 1 x 104, We run the public source code from https://github.com/
mkocaoglu/CausalGAN to produce the results of CausalGAN.

Appendix G. Additional results in causal controllable generation

In this section, we present more qualitative results in causal controllable generation on two
data sets using DEAR and baseline methods, including S-VAEs (Locatello et al., 2020b),
GraphVAE (He et al., 2018), and CausalGAN (Kocaoglu et al., 2018). We consider three
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underlying structures on two data sets: Pendulum in Figure 2(a), CelebA-Smile in Fig-
ure 2(b), and CelebA-Attractive in Figure 2(c). Note that the ordering of the rows in the
traversals below matches the indices in Figure 2.
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(e) Traversal (Pendulum) (f) Intervention (Pendulum)

Figure 18: Results of DEAR. On the left we present the traditional latent traversals (the first type
of intervention stated in Section 5.1) which show the disentanglement. On the right we
show the results of intervening on one latent variable from which we see the consequent
changes of the others (the second type of intervention). Specifically intervening on the

cause variable influences the effect variables while intervening on effect variables makes
no difference to the causes.
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We see that entanglement occurs and

some factors are not captured by the generative models (traversing on some
dimensions of the latent vector makes no difference in the decoded images.)

(f) S-B-VAE (CelebA-Attractive)
Besides, the generated images from VAEs are blurry.
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Figure 19: Traversal results of baseline methods.
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Figure 20: Traversal results of baseline methods. CausalGAN uses the binary factors as
the conditional attributes, so the traversals (a-b) appear some sudden changes.
In contrast, we regard the continuous logit of binary labels as the underlying
factors and hence enjoy smooth manipulations. In addition, the controllability of
CausalGAN is also limited, since entanglement still exists. Results of S-VAEs are
explained in Figure 19. The traversal of S-GraphVAE on Pendulum looks better
than those of S-VAEs, especially in the first two factors, while the performance
on CelebA is poor. Besides, S-GraphVAE has poor generation quality.
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