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Abstract

We present a fast, robust, and low cost pupil detection technique that uses two near-infrared time multiplexed light sources synchronized
with the camera frame rate. The two light sources generate bright and dark pupil images, which are used for pupil segmentation. To reduce
artifacts caused mostly by head motion, a larger temporal support is used. This method can be applied to detect and track several pupils (or
several people). Experimental results from a real-time implementation of the system show that this technique is very robust, and able to detect
pupils using wide field of view low cost cameras under different illumination conditions, even for people with glasses, from considerable long
distances.q 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Eye-tracking using computer vision techniques has the
potential to become an important component in future
computer interfaces. Jacob [1] describes several ways of
using eye movements for human–computer interaction.
Robust techniques for eye detection in images are of parti-
cular importance to eye-gaze tracking systems. Information
about the eyes can also be used to detect and track human
faces and bodies, for applications in face recognition, moni-
toring human activity, multi-modal interfaces, etc.

Commercial remote eye-tracking systems used for the
estimation of a person’s gaze (point of regard), such as
those produced by ISCAN Incorporated, LC Technologies
(LCT), and Applied Science Laboratories (ASL), rely on a
single light source that is positioned off-axis in the case of
the ISCAN ETL-400 systems, and on-axis in the case of the
LCT and the ASL E504 systems. Illumination from an off-
axis source (and normal illumination) generates a dark pupil
image. When the light source is placed on-axis with the
camera optical axis, the camera is able to detect the light
reflected from the interior of the eye, and the image of the
pupil appears bright [2,3] (see Fig. 2). This effect is often
seen as the red-eye in flash photographs when the flash is
close to the camera lens. These systems require the initial
localization of the pupil in order to begin tracking. Other eye

and face tracking systems such as those described in Refs.
[4–6] could also benefit from robust pupil detection tech-
niques.

Eyes can also be detected as a sub-feature following face-
region detection and segmentation. Face detection can be
done using several different methods, such as from head
motion in front of a known background [7], skin color [8–
10], geometric models and templates [4,11,12], machine
learning and artificial neural networks techniques [13–15],
etc.

Other techniques are specifically targeted to detect eyes.
Kothari and Mitchell [16] use spatial and temporal informa-
tion to detect the location of the eyes. Their process starts by
selecting a pool of potential candidates using gradient fields.
The gradient along the iris/sclera boundary always point
outward the center of the iris (dark pupil), thus by accumu-
lating along these lines, the center of the iris can be esti-
mated by selecting the bin with highest count. Heuristic
rules and a large temporal support are used to filter
erroneous pupil candidates.

Our detection technique does not require models (color,
geometry, templates, examples, etc), and is based on
geometrical and physiological properties of the eye.
Although special lighting and synchronization schemes
are required, the scene background becomes irrelevant and
the pupils can be detected in a wide range of scales and
illumination conditions.

Tomono et al. [17] and Ebisawa and Satoh [18] have
developed systems very similar to the one presented in
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this paper. Both systems have the purpose of tracking eyes
for estimating the point of gaze, which also requires the
detection of the corneal reflections created by the light
sources.

Tomono et al. [17] developed a real-time imaging system
composed of three CCD cameras and two near-infrared (IR)
light sources. The light sources have different wavelengths
(l1, andl2), and the light source with wavelengthl1 (or l1

for simplicity) is polarized.l2 is placed near the camera
optical axis, andl1 is placed slightly off-axis, generating
the bright and dark pupil images, respectively. CCD3 is
sensitive tol2 only, thus it outputs bright pupil images.
CCD1 and CCD2 are sensitive tol1 (l2 is filtered out),
and CCD1 also has a polarizing filter in order to receive
only the diffuse light components, i.e. the corneal reflection
due tol1 does not appear in the images from CCD1. Once
the three images are available, the pupil is segmented from
differencing and thresholding the images from CCD3 and
CCD2, and the corneal reflection used for gaze estimation is
segmented using the images from CCD2 and CCD1.

The system from Ebisawa and Satoh [18] is also based on
a differential lighting scheme using two light sources with
same wavelength (on and off camera axis) to generate the
bright/dark pupil images. The detection of the corneal
reflection created by the light sources requires the use of a

narrow field of view camera (long focal length) since the
reflection is in general very small. In a more recent publica-
tion, Ebisawa [19] presents a real-time implementation of
the system using custom hardware and pupil brightness
stabilization for optimum detection of the pupil and the
corneal reflection.

The system presented in this paper introduces a much
simpler and inexpensive solution, and it is also based on
the differencing followed by thresholding technique using
bright and dark pupil images. The system uses a single wide
field of view CCD camera, and two IR sources (with single
wavelength) disposed symmetrically around the camera’s
optical axis in order to generate concentric corneal reflec-
tions. The wide field of view allows for the detection of
multiple pupils. Geometric constraints could also be used
to group the pupils, so that several heads could be detected
and tracked. More robust and accurate filtering and tracking
algorithms were also developed, and are presented in
Section 3. The next section describes the basic configuration
of the system, and Section 4 presents experimental results
from a real-time implementation of the pupil detection and
tracking system. Section 5 concludes the paper.

2. System configuration

The pupil detection and tracking system consists of a
single CCD B&W camera and two light sources. For con-
venience, we use near infra red light sources, which are
almost invisible to the human eye, and a camera sensitive
to that wavelength. Fig. 1 shows a diagram of the config-
uration of the camera and the illuminators.

The illuminators used in the current implementation
consist of two concentric rings of IR LEDs. The center of
the rings coincide with the camera optical axis. Both rings
are mounted on the same plane; the inner ring diameter is
approximately the same as the camera lens, and the diameter
of the outer ring is adjusted in order to generate a dark pupil
image.

The even and odd frames of the camera are synchronized
with the inner and outer rings respectively, i.e. when the
inner ring is on, an even frame is grabbed, and alternately,
when the outer ring is on, an odd frame is grabbed. The inner
ring is sufficiently close to the camera optical axis and
generates the bright pupil image. The diameter of the
outer ring is sufficiently large (the LEDs are far from the
camera axis) in order to generate a dark pupil image, and
sufficiently bright to generate approximately the same
illumination as the inner ring.

For the purpose of eye-tracking for gaze estimation, it is
also important to detect and track the glint (corneal reflec-
tion) [2,20,21]. Depending on the illumination conditions
and position of the glint, it is often difficult to detect it in
the bright pupil image. Tomono et al. [17] use polarized
light and two CCDs to segment the corneal reflection.
Ebisawa [19] has developed a pupil brightness stabilization
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Fig. 1. Camera and infrared illuminators.
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Fig. 2. (a) Bright and (b) dark pupil images. The glints, or corneal reflec-
tions, from the on and off-axis light sources can be easily identified as the
bright regions in the iris.



technique to keep the illumination of the on-axis light
source from saturating the camera, making it possible to
detect the glint under different illumination conditions.
His system does not use the glint from the dark pupil
image, because in their implementation the glint from the
off-axis LED moved with the zoom level and was also hard
to detect due to low contrast with its surrounding neighbor-
hood.

Since the rings used in our implementation are
concentric, the position of the centers of the glints are the
same in the dark and bright pupil images. The glint can be
easily detected from the dark pupil images, without the need
for stabilizing the pupil brightness. Fig. 2 shows examples
of bright and dark pupil images. The glints can be easily
seen from these pictures, and correspond to the bright
regions in the iris, below the pupils.

3. Pupil detection and tracking algorithms

Pupils can be detected from simple thresholding of the
difference of the dark from the bright pupil images. In the
case of large pupil displacement between frames, due to fast
motion of the head and/or eyes, the pupil is lost and detected
again as soon as there is some pupil overlap between frames.
If the motion is small, so that some overlap exists, pupils can
still be detected, but motion artifacts might make this task
more difficult.1

Most motion artifacts can be filtered by considering a
larger temporal support, i.e. more than two images are
considered for pupil detection. If the eyes do not move

much during the sampling period ofF frames, the pupils
can be detected as high contrast regions from the differences
between all consecutive pairs, while most motion artifacts
are detected only between some of the pairs (motion from
some particular textured surfaces could also be present after
temporal filtering). This method introduces a delay ofF 2 1
frames every time the pupil is lost, since the pupil must
remain approximately still for at leastF frames until it is
detected again.

Once a pupil is reliably detected, it can be tracked using
the thresholded difference image as in Ref. [19]. This solu-
tion is computationally cheap to be implemented, but the
tracking accuracy can be severely affected since the center
of the blob detected from the thresholded difference image
corresponds to the center of the overlapping region between
two consecutive frames. This overlapping region might be
significantly different from the true center of the pupil in
either frame, especially for close-up images of the eye.
Hence, for accurate tracking, the pupil must be tracked
using the gray level images, either the dark or bright pupil
images, instead of the thresholded difference.

Tracking can be implemented using the bright, the dark,
or both pupil images. As mentioned in Section 2, the use of
the dark pupil images helps glint detection, and the host
computer can control the alternating lighting scheme so
that only the outer ring is activated during tracking. For
the current implementation though, we use both dark and
bright pupils for tracking.

Blobs from the thresholded difference image are segmen-
ted using a connected component algorithm. Geometric
constraints are used to determine the best two pupil candi-
dates, and a gray level histogram is build for the selected
blob regions from the bright or dark pupil images. The
histogram is used to grow the regions to the true boundaries
of the pupil. Tracking is then performed as a search for a
dark/bright region in the next frame close to the previous
pupil position. Other tracking techniques such as the
Kalman filter are being implemented.

4. Experimental results

A real-time implementation of the pupil detection system
is currently running at 15 frames/s on a single processor
Pentium 200 machine. The images are of resolution 320×
240× 8 bits: A PCI frame-grabber with no on-board proces-
sing capabilities is used for image acquisition. One of the
computer’s serial communication ports is used to synchro-
nize the LED rings with the frame-grabber.

The current implementation uses a 1/300 CCD B&W
board camera with a micro lens mount (12 mm thread),
with a 12 mm lens, and a visible light block filter. Despite
the fact that the micro camera provides images of very low
quality, mainly because it does not have controls for the
gain, iris, shutter speed, etc. the system proves to be very
robust. The current prototype is able to detect pupils up to
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Fig. 3. (a) Bright and (b) dark pupil images. (c) and (d) show the pupils
detected from subtraction and thresholding using the corresponding
previous frames, after erosion.

1 Motion artifacts could be considerably reduced by increasing the frame
rate.



5 m from the camera, but this range depends on room illu-
mination conditions and particularly on the subjects. Our
tests using over 100 subjects show that 100% of healthy
pupils were detected under regular indoor illumination,
within desktop range (up to 1.5 m). We had subjects with
severe eye damage where only one healthy eye was
detected. The tests also show that false candidates are
mostly due to high specularity surfaces and retro-reflector
objects (see Fig. 5). To improve the overall detection range,
we are currently investigating the causes of pupil brightness
response variation for different subjects.

Fig. 3 shows the pupil detection system operating with
typical noisy data. Simple thresholding after subtraction is
used. To eliminate artifacts, high contrast regions only one
pixel wide were eroded. Observe that the pupils from all
subjects were detected, and the false eyes (glass marbles) in
the center of the images were rejected since they do not have
the correct optic and geometric properties that produce the
bright/dark eye effect. Note also that the system is quite
robust even for people wearing glasses.

Fig. 4 shows the result of the pupil detection system
operating with a temporal support of four frames. Fig. 4a
shows an even bright pupil image, Fig. 4b shows the con-
secutive odd dark pupil image, and Fig. 4c shows the output
of the temporal filter, which eliminates all but the pupils.

Fig. 5 shows close-up pictures of the bright and dark pupil
images when the user is wearing glasses. In order to reduce
the physical dimensions of the device, we experimented a
different configuration of light sources, where we split the

off-axis source into two groups of LEDs positioned on the
sides of the lens. This is the reason why there are two hori-
zontal pairs of glints on the glasses in the dark pupil image
shown in Fig. 5b. Each pair of glints corresponds to the
reflection from one of the surfaces (back and front) of the
glasses. The on-axis source remains unchanged, and Fig. 5a
shows the bright pupil image with two extra glints from the
front and back reflections on glasses surfaces. Observe from
the pupil candidates shown in Fig. 5c, that the biggest blob
still corresponds to the pupil. This is in general true in most
of our experiments, and that explains why the system works
well for people with glasses. It is possible though to lose the
pupil when the glints from the surfaces of the glasses hide
the dark pupil response, but these are particular situations
that in practice only happen for a very short period.

5. Conclusions

We have described a simple, fast, robust, and inexpensive
way to detect and track eyes. The even and odd frames of a
video camera are synchronized with the IR light sources,
and the face is alternately illuminated with an on-axis IR
source when even frames are being captured, and with an
off-axis IR source for odd frames. The on camera axis illu-
mination generates a bright pupil, and the off axis illumina-
tion keeps the scene at about the same illumination, but the
pupil remains dark. Detection follows from thresholding the
difference between even and odd frames. Motion artifacts
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Fig. 4. (a) Bright and (b) dark pupil images; (c) shows the pupils detected using a temporal support of four frames.

(a) (b) (c)

Fig. 5. (a) Bright and (b) dark pupil images of a person wearing glasses. (c) shows the pupils candidates. The false candidates are caused by the reflections of the
on-axis light source from the back and front surfaces of the glasses.



caused by the subject’s head movements and other moving
objects are filtered using a larger temporal support and other
geometrical constraints on the size and relative position of
the pupils. Once the pupils are detected, they can be tracked
using several techniques such as the Kalman filter. The
robustness of the technique is demonstrated by a real-time
implementation, which is current running at 15 frames/s,
using images of resolution 320× 240× 8 bits:

The system has been successfully tested for a very large
number of people, and it has proven to be very robust
indoors, particularly for office environments, although it
has not been tested outdoors, where high intensity illumina-
tion might introduce difficulties. The system is inexpensive
and very compact (the dimensions of the current implemen-
tation are about 9× 9 × 3 cm), and we are confident that this
method could greatly increase the robustness and accuracy
of current remote face and eye-tracking systems.

Future extensions of this work include a system for gaze
estimation, face and facial features detection and tracking,
and a faster implementation which will synchronize the
LED rings with the even and odd fields, increasing the
processing speed to 60 fields per second.
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