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Preface

Scientific research is almost exclusively published in unstructured text formats, which
are not readily machine-readable. While technological approaches can help to get this
flood of scientific information and new knowledge under control, the development of
such technologies is very complex in practice and hinders the creation of infrastructures
and systems to track research and assist the scientific community with applications such
as dedicated scientific search engines and recommender systems. The 1st Workshop on
Natural Scientific Language Processing and Research Knowledge Graphs (NSLP 2024)
aimed to bring together researchers working on the processing, analysis, transformation
and making-use-of scientific language and research knowledge graphs including all
relevant sub-topics. NSLP 2024 was held as a full-day workshop co-located with the
Extended Semantic Web Conference (ESWC 2024) in Hersonissos, Greece, on 27 May
2024.!

In addition to the opportunity to submit papers covering original research that fits the
workshop’s topics of interest, the event also offered two shared tasks: Field of Research
Classification of Scholarly Publications (FORC) and Software Mention Detection in
Scholarly Publications (SOMD). Participants could sign up for one or both shared tasks
and also for one or more of the respective (sub-)tasks. Automated evaluations of submit-
ted systems were carried out through the platform Codalab. This proceedings volume
contains several short papers that report on submitted systems and also overview papers
that report on the two shared tasks on a general level. We will attempt to organise similar
shared tasks in future editions of this workshop.

With NSLP 2024 as the first edition of what is intended to be a workshop series,
we were very happy about a total of 26 submissions out of which 21 papers were
accepted (81%) after a thorough, double-blind peer-review process with three reviews
per submission. The NSLP 2024 workshop consisted of paper and poster presentations
(including overviews of the results of the two shared tasks and shared task contributions)
as well as two invited keynotes, given by Natalia Manola (OpenAIRE, Greece) and
Francesco Osborne (Open University, UK).

We would like to thank the ESWC 2024 organisers and overall workshop chairs
for accepting our workshop proposal. We would also like to extend our gratitude to the
keynote speakers for their insightful talks. Thanks are also due to the members of the
Programme Committee for reviewing the paper submissions under rather tight deadlines.
Finally, we would like to thank Raia Abu Ahmad and Ekaterina Borisova for setting up
and maintaining the workshop website.

This workshop was organised under the umbrella of the project NFDI for Data
Science and Artificial Intelligence (NFDI4DS), which is part of the wider German NFDI

1 https://nfdi4ds.github.io/nslp2024/
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initative (National Research Data Infrastructure). Without the financial support of this
project, neither the workshop nor this proceedings volume would have been possible.

May 2024 Georg Rehm
Stefan Dietze

Sonja Schimmler

Frank Kriiger
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Abstract. This paper introduces a scholarly Question Answering (QA)
system on top of the NFDI4DataScience Gateway, employing a Retrieval
Augmented Generation-based (RAG) approach. The NFDI4DS Gate-
way, as a foundational framework, offers a unified and intuitive inter-
face for querying various scientific databases using federated search. The
RAG-based scholarly QA, powered by a Large Language Model (LLM),
facilitates dynamic interaction with search results, enhancing filtering
capabilities and fostering a conversational engagement with the Gate-
way search. The effectiveness of both the Gateway and the scholarly QA
system is demonstrated through experimental analysis.

Keywords: Scholarly Question Answering + Federated Search -
Retrieval Augmented Generation - Large Language Models - NFDI4DS
Gateway

1 Introduction

With recent advances in artificial intelligence (AI), decision-making has grad-
ually shifted from rule-based systems to machine learning and deep learning-
based developments [11]. This paradigm shift has changed how we approach
information retrieval and Question Answering (QA) systems, including Scholarly
QA. Scholarly QA systems answer natural language questions over bibliographic
data sources [2,26]. Notably, scholarly resources appear in different bibliographic
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repositories. To narrow down the answer search space - federated search comes
into play. A federated search platform enables one to navigate the vast landscape
of scholarly resources available across multiple databases and repositories [8].
Furthermore, federated search aggregates information from multiple sources to
provide a comprehensive and holistic view of relevant resources. The efficacy
of faceted search in scholarly-based filtering has been well-demonstrated [15],
paving the way for robust systems employing federated search methods.

Adhering to FAIR principles [29] in managing research data, initiatives like
the NFDI4DataScience! (NFDI4DS) consortium have emerged as a collaborative
endeavor designed to support researchers throughout the entire research data
life cycle, ensuring their practices align with the FAIR principles. The NFDI4DS
Gateway, as a part of the NFDI4DS vision [22], includes a federated search. The
Gateway - a unified and intuitive search interface that enables users to query
various scientific databases such as DBLP, Zenodo, and OpenAlex. The overall
aim of the NFDI4DS Gateway is to design an entry point that categorizes and
summarises multiple search results (such as researchers, publications, machine
learning models, and benchmark results) such that practitioners and researchers
gain a swift overview of existing contributions [27].

Retrieval Augmented Generation (RAG) harnesses the power of advanced
natural language processing (NLP) techniques to improve the quality and rele-
vance of responses to user queries. Integrating Large Language Model (LLM)-
based components is at the core of RAG’s functionality. LLMs are the backbone
of RAG’s response generation process, leveraging extensive training on large text
to understand and generate human-like responses. RAG-based scholarly QA sys-
tems can seamlessly integrate with federated search to improve the process of
filtering and selecting scholarly resources in the context of scholarly research [12].
Therefore, on top of the NFDI Gateway, we built a RAG-based scholarly QA sys-
tem. The RAG retrieval component of the system scans the retrieved resources to
identify the top-N most relevant documents based on the user’s question. After
placing the resources, the scholarly QA uses an LLM (Large Language Model)
to extract correct answers to the user’s questions directly from the selected
documents. By seamlessly integrating the RAG-based scholarly QA with the
Gateway, users can efficiently filter through vast amounts of scholarly content,
enabling more targeted and productive research efforts.

This approach aims to enhance the user experience, fostering more intuitive
and tailored engagement with available information, ultimately contributing to
more effective and nuanced research outcomes. Furthermore, a detailed analysis
of our experiments is framed as two main research questions (RQs).

— RQ1: To what extent does the federated search implemented in the Gateway
achieve optimal performance?

— RQ2: How does integrating the Scholarly QA on top of the Gateway improve
the retrieval of relevant search results?

Our main contributions are twofold:

! https://www.nfdiddatascience.de/.
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— the NFDI4DS Gateway analysis and completeness of federated search evalu-
ation through information retrieval metrics.
— A scholarly QA system based on RAG on top of the Gateway.

The source code can be found at https://github.com/semantic-systems/nfdi-
search-engine-chatbot.

2 Related Works

Data management is a multi-step process that involves obtaining, cleaning, and
storing data to allow accurate analysis and produce meaningful results. As an
example of this, the Open Research Knowledge Graph [4,24] is an infrastructure
for the production, curation, publication, and use of FAIR scientific information
with the ultimate goal of providing swift knowledge management within the
scientific domain by the digitalization of scholarly articles in the form of the
knowledge graph. On the other hand, the federated search [30], as they involve
the efficient retrieval of information from multiple data sources, play an essential
role in data management as it helps in optimizing the use of data and deriving
valuable insights from the data. As shown in [3,11] work, the researchers face a
flood of papers that hinders the discovery of necessary knowledge, as a result of
this, [11] trained models to identify challenges and directions across the corpus
by a dedicated search engine.

Federated search [23] serves as a crucial tool for managing data within schol-
arly articles, enabling the retrieval of information from diverse sources through a
search application constructed on top of one or more data sources [8]. A federated
search facilitates information retrieval from multiple scholarly sources, demon-
strating remarkable efficacy across various fields, particularly in scientific data
management. Shokouhi et al. [23] outlined the challenges inherent in federated
search within scholarly domains, delineating three significant hurdles: retriev-
ing relevant documents, identifying suitable collections necessitating knowledge
representation and unifying results from multiple sources. Similarly, Kumar et
al. [10] dived into how federated search helps libraries and other institutions
with a valuable tool to explore various fields and articles. Furthermore, Kirstein
et al. [9] introduced Piveau as a comprehensive open data management solution
grounded in semantic web technologies. Leveraging a spectrum of standards
prevalent in the semantic web, such as RDFs and DCAT, this standardization
via the semantic web overcomes limitations in search capabilities, ensuring supe-
rior quality information retrieval.

The Scholarly QA work in [12] proposes a QA model that extracts question-
related full-text scientific articles using an LLM-based retrieval agent and gen-
erates answers using RAG techniques. [26] has explored Knowledge Graph QA
using an LLM in a few-shot setting for handling bibliographic questions. NLQx-
form [28] introduces a natural language interface for directly querying the DBLP
by automatically translating questions into SPARQL queries. Unlike these Schol-
arly QAs, we introduce RAG-based Scholarly QA.


https://github.com/semantic-systems/nfdi-search-engine-chatbot
https://github.com/semantic-systems/nfdi-search-engine-chatbot
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Gateway Scholarly Question Answering
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Fig.1. A functional view of the NFDI4DS Gateway architecture with scholarly QA
application.

3 Methodological Framework

The NFID4DS Gateway performs a federated search through various data store
APIs. Subsequently, the search results will be indexed into the QA system to
allow users to find acquired information via chat. The architectural representa-
tion of the Gateway with a scholarly QA system is illustrated in Fig. 1.

3.1 The Gateway — Federated Search

The Gateway conducts federated searches across diverse data stores, generating
results that humans can easily interpret. The following key components underpin
its functionality:

1. Keyword search across data stores (API ORCHESTRATION).
2. Grouping results using a faceted taxonomy (MAPPING AND AGGREGATION).
3. Deduplication of results (ENTITY RESOLUTION).

In the following, we will delve into each of these components in detail, explaining
their functions and contributions to the overall functionality of the Gateway.

1) API Orchestration. It uses a one-search-box interface to obtain user key-
words, and the search results are expressed in a one-result-list-only manner. It
subsequently employs federated search using ad-hoc based searches through
11 open-source scholarly repositories, i.e., DBLP?, OpenAlex®, CORDIS?,
European Language Grid (ELG), GEPRISG, GESIS7, ORCIDS, RESO-

2 https://dblp.org/.

3 https://openalex.org/.

* https://cordis.curopa.cu/.

5 https://live.european-language-grid.cu/.
5 https://gepris.dfg.de/.

" https://www.gesis.org/en/home.

8 https://orcid.org/.
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DATE?, WIKIDATA'Y, IEEE", and Zenodo!?. Among these repositories,
DBLP, OpenAlex, IEEE, GESIS, RESODATE, WIKIDATA, and Zenodo
provide research resources like publications, datasets, software, etc. GEPRIS
provides Deutsche Forschungsgemeinschaft (DFG) funded projects. Likewise,
CORDIS is a primary source for projects financed by the European Union
(EU) Commission. ELG is a platform that provides multi-lingual, cross-
lingual, and mono-lingual language technologies in the EU. Unlike the others,
ORCiD delivers a unique, persistent, researcher-owned, and controlled digital
identifier that distinguishes researchers uniquely.

Mapping and Aggregation. The Gateway interacts with various data
source APIs, including SPARQL endpoints; the retrieved results often have
different structures. For example, while one source refers to an author of a
publication as ‘author’, another refers to them as ‘creator’, and terminology
differences extend to scholarly resources such as datasets, which are referred to
as ‘corpus’ in one source and ‘dataset’ in another, such as Zenodo. To resolve
the naming variations, we have developed a systematic approach based on
customized faceted taxonomy from schema.org!® that harmonizes and aggre-
gates heterogeneous results from API orchestration. This faceted taxonomy
acts as a unifying framework that allows us to map the different terminology
and structures found in other data sources, thereby coherently facilitating the
aggregation and presentation of search results.

The faceted taxonomy based on schema.org is defined to represent different
entities found in data sources. These schema.org classes encompass infor-
mation including organizations, individuals, authors, creative works (arti-
cles, datasets, projects, software applications, learning resources, and media
objects), and their respective attributes. In particular, the Author and Person
classes encapsulate attributes related to individuals who contribute to creative
works, while the Organization class encapsulates attributes specific to organi-
zational entities. In addition, the CreativeWork super class serves as a foun-
dation for various entities, providing common attributes such as abstract,
author, and datePublished inherited by its subclasses. Each class within
schema.org contributes to a structured representation of data entities, facili-
tating organization, interoperability, and standardized data handling within
the Gateway.

Entity Resolution. Following the initial mapping of the publications,
researchers, and other resources using the schema.org taxonomy, it becomes
necessary to identify and merge duplicate objects within the results. To
accomplish this task, we leverage the DEDUPE model [6], which employs
machine learning techniques, specifically fuzzy matching, deduplication, and
entity resolution, to handle structured data effectively. Later, the DEDUPE

9 https://resodate.org/.
10 https://www.wikidata.org/.
1 https://www.ieee.org/.
12 https://zenodo.org/.
13 https://schema.org/.
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model can be fine-tuned on a custom dataset comprising positive and negative
samples, thus enabling the model to differentiate between genuine duplicates
and distinct entities.

For publication deduplication, the DEDUPE model is trained on a set of
attributes, i.e., Digital Object Identifier (DOI), title, author list, abstract, and
publication date for publication identification by clustering objects based on
similarity scores calculated across attributes. Subsequently, within each clus-
ter, objects that exceed the predefined similarity threshold are merged to
form a unified entity, thus resulting in a set of deduplicated records. Later,
the resulting records are sorted based on relevancy score using BM25Plus.
BM25Plus is a variant of BM25 (Best Match) [20] ranking algorithm, intro-
ducing additional term weighting factors to enhance the ranking.

3.2 Scholarly Question Answering

As shown in Fig. 1, our RAG-based [13] scholarly QA has two components: (i)
a retriever that returns top-K relevant passage to the user’s question and (ii) a
generator LLM that generates a human-like response based on a given context
from the retriever to a user question.

Retriever. The retrieval model uses a user question as a query to explore rele-
vant information from a knowledge base. The knowledge base comprises a set of
documents retrieved per search query through the Gateway. The retriever model
operates in three sequential steps:

1. STEP 1: The preprocessing knowledge base of search results to obtain a set
of documents combined textual data by combining the key-value dictionary
per obtained search result.

2. STEP 2: The retriever model extracts embeddings for the documents and
indexes them within the knowledge base.

3. STEP 3: Given a specific question, the retriever model extracts embeddings
and computes cosine similarity with the knowledge base, thereby retrieving
the top-K appropriate relevant documents to answer the question

We opted for an ensemble retriever model. This ensemble accompanies techniques
such as TF-IDF [21], SVM, and KNN retrievers with the Sentence-BERT [19]
model serving as the foundational framework. Per the user question, the ensem-
ble retriever queries retriever models to obtain their results; next, it ranks them
using each retriever’s weights to obtain the final documents most similar to the
query. In our retriever collection, the SVM is being trained with the query as a
positive class and the rest of the knowledge base documents as negative using
sentence-BERT embeddings; next, based on the positive class probability, the
documents are ranked and obtain top-k items. By integrating diverse retrieval
methodologies, our ensemble model aims to capitalize on the strengths of each
component, thereby enhancing overall retrieval performance. Upon experimenta-
tion, we manually determined the optimal configuration for our ensemble model.
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Based on our observations, we assigned weights of 0.3 to TF-IDF, 0.3 to KNN,
and 0.4 to SVM retrievers by try-and-error analysis.

Generator. As shown in Fig. 1, the generator model uses LLM and retriever
documents and a prompt template to query LLM to generate a human-like
answer to the user questions based on obtained relevant documents from the
retriever model. As observed, LLMs showed a great capability for generating
human-like responses. However, they might hallucinate and forget the discussion
due to the overwhelming information. We provide explicit instructions beside
questions and relevant documents, using a predefined prompt template to avoid
this. The prompt template enables the scholarly QA to query LLM effectively
and answer the user question accurately. The prompt template is described as
follows:

Provide your answers only on the knowledge provided here. Do not use any
outside knowledge.

If you don’t know the answer, say that you don’t know. Don’t try to make up
an answer.

Given the following context, answer the below question:

{context}

Question: {question}
Helpful Answer:

In the prompt template, { context} is the placeholder for retriever model results,
and {question} is the user question. To account for follow-up questions, we have
used conversation buffer memory that keeps track of chat history, consisting of
previous questions and answers within five previous conversations. The follow-
up questions can reference past chat history, e.g., “What is the open research
knowledge graph?” followed by “How to use it?” Such queries challenge direct
retriever similarity-based searches, including ensemble retriever models. We pro-
vided the chat history for LLM in the prompt template by adding the history
questions and answers to the end of retrieval model outputs at {contezt} place-
holder. As an LLM, we use GPT-3.5 [16] with the LangChain framework [5] for

implementation.

4 Evaluation

4.1 Evaluation Dataset

This section outlines the procedures for constructing the dataset for both the
Gateway and scholarly QA evaluations.
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Constructing Queries for Assessing the Gateway Performance. The
comparison feature of ORKG empowers researchers to construct comprehensive
comparisons [25] among scholarly articles spanning diverse domains. A pivotal
aspect of this feature is the inclusion of human-generated comparisons. In the
evaluation of federated search, we focused on the comparison titles at ORKG,
crafted by the researchers themselves. Consider a scenario where a user aims
to formulate a comparison for “ontology learning from text” and utilizes the
Gateway to gather relevant papers and sources for their study. When a user
queries the title on the Gateway, a user can easily use the documents obtained to
construct an ORKG comparison for “ontology learning from the text” as shown
in https://orkg.org/comparison/R186047. So, comparison titles can be used as
a query to study the Gateway’s performance in finding relevant documents for
researchers.

Through this process, we obtained 1,235 unique comparisons from ORKG as
of February 2nd, 202/, spanning 161 research fields. Among the obtained research
fields, we selected 27 research fields related to Al and data science. Consequently,
we identified 316 comparison topics within 27 research fields that fall into the
AT and data science category for human annotations to curate titles as a query.
Ultimately, we curated a collection of 275 comparison titles for performance
analysis of the Gateway and executed queries on the Gateway as of February
16th, 2024. The remaining 41 comparison titles we found them inappropriate for
querying the Gateway.

Generating Scholarly QA Datasets. We designed a systematic approach
to generate well-suited questions tailored to search results. The questions are
designed to simulate what questions users ask while using the Gateway. We con-
structed the AI-QA dataset using GPT-4 [17] and the Comparison-QA dataset
using ORKG comparisons. For the AI-QA dataset, we employed k-means [7] clus-
tering methodology on retrieved documents per query, enabling us to efficiently
organize the data for generating questions. For search result sets containing
more than 50 entries, we applied a clustering number of 10, and for result sets
with fewer than 50 entries, a clustering number of 5 was considered appropriate.
Search results with less than 5 entries were not included in question generation.
Subsequently, we employed GPT-4-Turbo [17] to generate two appropriate ques-
tions per cluster using a predefined prompt template. The prompt template is
defined as follows:

The task is to generate questions based on the provided information.
Given a list of texts, generate only two questions, no more than two.
Make questions variant.

The questions should imitate what a user might look for in the given doc-
uments.

Return questions as a Python list.

Documents:
{documents}


https://orkg.org/comparison/R186047/
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This approach proves advantageous in generating questions for scholarly QA
evaluation as it relies on documents already recognized for question generation.
However, in the evaluation phase, the retriever model gathers search results
similar to those of the questions, which the LLM later uses to generate answers.
Following the question generation step, we acquired a total of 3,298 questions
across 1,651 clusters for scholarly QA evaluations, where we consider each clus-
tering per question as a ground truth.

Since the ORKG comparison is aimed to allow researchers to compare con-
tributions of different articles based on predefined properties such as “research
problem” or “model”. For Comparision-QA, we used comparison properties as
questions using the following standard template:

In the paper “{paper}”, what is the {property}?

We considered 275 comparison titles to query the Gateway to obtain federated

search results; for the 275 ORKG comparisons comprising 2,395 papers, only 184

were retrieved by the Gateway. So, we used 184 papers and their properties to

construct questions, and values for the property per paper in the comparison were

considered as answers. In the end, a total of 1,354 questions were constructed.
The overview of the datasets is presented in Table 1.

Table 1. Statistics for the number of search queries (Query), number of compari-
son papers (Comparison Papers), number of papers from ORKG comparison that are
being covered in search results (ORKG Coverage), and comparison specific questions
(Comparison-QA).

Query | AI-QA | Comparison Papers | ORKG Coverage | Comparison-QA
275 3,298 | 2,303 184 1,354

4.2 Evaluation Metrics

Gateway Evaluation Metrics. In evaluating the performance of the Gateway,
we employed multiple approaches, primarily focusing on response time, number
of retrieved documents, and relevancy scores. The response time analysis serves
as a critical metric in assessing the efficiency and responsiveness of the Gate-
way. Another key aspect of our evaluation involved analyzing the number of
documents retrieved by the Gateway in response to user queries. This metric
provides valuable information about the comprehensiveness and effectiveness of
the search results generated by the system. To further refine our evaluation, we
calculated relevancy scores per retrieved document similarity to the search query
based on varying thresholds and representations such as sentence-BERT, TF-
IDF, and BM25 [1]. With sentence-BERT sentence embeddings, TF-IDF, and
BM25 scores, we calculated cosine similarity between documents and queries for
all metrics to get relevancy scores.
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Scholarly QA Evaluation Metrics. In AI-QA, we utilized question clusters
as answers, while in comparison-QA, property values were employed as answers.
Subsequently, we assessed performance using n-gram overlap specific metrics
like ROUGE [14] (Recall-Oriented Understudy for Gisting Evaluation) and
BLEU [18] (Bilingual Evaluation Understudy), focusing specifically on ROUGE-
1, ROUGE-L, and BLEU-1 as our evaluation criteria. Because LLMs generate
responses based on their comprehension, they might deviate from the ground
truth text, making evaluation with metrics like ROUGE and BLEU difficult.
Consequently, incorporating similarity scores into the assessment process can
offer further insights into their proficiency in capturing subtle language nuances.
We used the BERTScore — a sentence-BERT average cosine similarity metric
as an evaluation. Furthermore, as the Comparison-QA dataset poses challenges
with answers often appearing within the paper context rather than solely in
abstracts and titles, we opted for the Exact Match score as another evaluation
metric only for this dataset.

4.3 Results

Gateway and Scholarly QA Results. The performance of the Gateway
has been assessed by considering factors such as its response time, the number
of documents retrieved, and the relevance of those documents. The Gateway
performances are reported in Fig.2 and Fig.3. The results for scholarly QA
evaluation, employing various metrics, are reported in Table 2. We identified 432
questions without answers for AI-QA, while we obtained 26 questions without
answers for Comparison-QA. This happened due to the input limitation of GPT-
3.5. Hence, we excluded these questions from evaluations.

Table 2. Evaluation results of the scholarly QA using AI-QA and Comparison-QA
datasets, showcasing ROUGE, BLEU, BERTScore, and Exact Match scores for the
RAG-based scholarly QA development.

Dataset ROUGE-1 | ROUGE-L | BLEU-1 | BERTScore | Exact Match
AI-QA 4.21 2.92 38.94 36.81 —
Comparison-QA | 6.82 6.10 3.10 26.96 13.93

RQ1: [Gateway] To what extent does the federated search imple-
mented in NFDI4DS achieve optimal performance? We address this
question by analyzing the findings presented in Fig.2 and Fig. 3. Ultimately,
for a search platform, it is essential to retrieve relevant results while maintaining
a fast response time across various queries. The analysis of response time and
retrieved documents status in Fig. 2 for 275 search queries showed that the feder-
ated search is capable of obtaining 123 documents on average within an average
response time of 4.93 seconds. Notably, slow performance is observed in the
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Retrieved Documents Distribution. Response Time Distribution

40

Fig. 2. Gateway retrieved documents distribution is presented in the left figure. The
x-axis represents the number of retrieved documents, and the y-axis the number of
queries. The right figure represents the response time distribution, with the x-axis as
a response time in seconds and the y-axis as the number of queries.

search query of the “Kinect human activity recognition dataset” with approx-
imately 10s response time and search results of 169 documents. Similarly, for
the “Motion Capture system” search query, we obtained 227 documents within
4.3s. This shows that depending on different search keywords and how complex
the query is, it may result in sacrificing response time. In general, according
to Fig. 2, the distribution analysis indicated that the number of retrieved docu-
ments follows a normal distribution, while the distribution of response time is
positively skewed. This highlights the significant performance of the Gateway in
terms of response time and document retrieval.

We calculated cosine similarities with three metrics to analyze the retrieved
documents’ relevancy. We set relevancy thresholds to see how many queries with
their corresponding documents are considered very relevant to each other. The
relationship between the relevancy threshold and the number of retrieved doc-
uments is depicted in Fig. 3, indicating a decrease as the threshold increases.
The TF-IDF metric generates the highest similarity scores between documents
and queries, albeit focusing primarily on token frequency rather than semantic
understanding. BM25, an improvement upon TF-IDF, proves particularly effec-
tive for information retrieval tasks, displaying a different score distribution with
numerous low similarity scores. Despite this, BM25 still identifies certain doc-
uments as highly relevant (with similarity above 0.3) for specific queries. Con-
versely, sentence-BERT initially achieves the highest average recall but drops
to zero at a threshold of 0.8. Comparatively, BM25 and sentence-BERT yield
similar results, implying that capturing nuanced semantics may not be crucial
for retrieving relevant articles; instead, identifying standard terms and phrases
appears more pivotal. Evaluating the optimal threshold of 0.3, TF-IDF emerges
as the optimal ranking model. The overall relevancy analysis across different
thresholds indicates that the Gateway effectively retrieves search results based
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—— TF-DF
—— BERT
BM25

Average Relevancy

Thresholds

Fig. 3. Gateway retrieved documents relevancy w.r.t search query analysis using TF-
IDF, BM25, and sentence-BERT embeddings for similarity measurement and different
thresholds in the range of [0.0, 0.99]

on keyword search but struggles with semantic retrieval. However, setting the
threshold to 0.3 demonstrates approximately 50% semantic similarity among
documents, highlighting the Gateway’s proficiency in identifying relevant docu-
ments from keyword and semantic perspectives.

RQ2: [Scholarly QA] How does integrating the Scholarly QA on top
of the Gateway improve the retrieval of relevant search results?
We address this question by analyzing the results presented in Table2 for
both automated constructed Comparison-QA and AI-QA datasets. Accord-
ing to the ROUGE-1 metric, unigrams overlap between the developed QA-
generated responses and existing answers. This overlap is more significant for
Comparison-QA (6.82%) than for AI-QA (4.21%). Similarly, when considering
ROUGE-L, which measures the Longest Common Subsequence, the overlap for
Comparison-QA (6.10%) surpasses that of AI-QA (2.92%). However, despite the
QA’s promising BLEU-1 score of 38.94% on the AI-QA dataset, its performance
on the Comparison-QA dataset is lacking. This suggests that the developed QA
responses align more closely with the clustered documents, which are the ground
truth in our AI-QA dataset.

It is essential to note that both the ROUGE and BLEU metrics have limita-
tions when applied to LLM-based generations. This is because LLM-generated
responses may exhibit variations that mimic human-like responses, making it
challenging for these metrics to evaluate their quality accurately. Still, they
show how much of the generated text is similar to ground truth. Nevertheless,
we reported a BERTScore of 36.81% for the AI-QA dataset and 26.96% for the
Comparison-QA dataset. These obtained BERTScore results suggest that the
quality of the scholarly QA’s responses, particularly in terms of semantic simi-
larity to ground truth references, varies significantly between the two datasets.
As mentioned earlier, the variation between the two datasets was expected since
the Comparison-QA mostly extracted humans from the whole body of the paper
rather than only the title and abstract.

We computed the exact match for Comparison-QA, revealing a 13.93% match
between the ground truth and the QA-generated text. This highlights the schol-
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arly QA’s proficiency in recognizing relevant information, mainly when it appears
in the search results. To the best of our knowledge, there is no other baseline
system or scholarly QA system available to which we can compare.

5 Limitations and Future Directions

This section discusses the limitations encountered in the implementation of the
scholarly QA model and outlines potential future directions for addressing these
shortcomings.

Inadequate Availability of Comparison-QA Dataset Answers. The
scholarly QA’s performance is hindered by the frequent unavailability of answers
to the Comparison-QA answers in search results, resulting in suboptimal per-
formance. Addressing this limitation requires an extensive collection of queries
from ORKG comparisons. Another limitation arises from the lack of diversity in
the questions, as the current methodology employs a single template for forming
questions on this dataset.

Suboptimal AI-QA Dataset Generation. The AI-QA dataset, generated
from clustered search results, sometimes yields many documents per cluster.
Thus, an optimal clustering method is necessary to manage the data effectively.
Additionally, soliciting human feedback on the generated questions is crucial for
refining and enhancing the dataset’s quality. In future works, it is helpful to have
a small human-generated dataset to justify the evaluation’s validity further.

Exploring Diverse LLMs. Future research should focus on exploring a more
comprehensive range of LLMs within scholarly QA to study their diversity and
identify more optimal models for scholarly documents. This endeavor necessi-
tates dataset curation tailored explicitly to the Gateway results.

6 Conclusion

In this work, we present an interactive scholarly QA system based on the RAG
approach on top of the NFDI4DataScience Gateway search results, facilitating
user interaction with a wealth of data. Subsequently, we automatically evaluated
both the Gateway and scholarly QA using an automatically constructed dataset.
The analysis indicates that as early prototypes, both the Gateway and QA show
satisfactory performance. However, there is a need for future work to stabilize
both systems and harness data science expertise.
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Abstract. Detecting cite-worthiness in text is seen as the problem of
flagging a missing reference to a scientific result (an article or a dataset)
that should come to support a claim formulated in the text. Previous
work has taken interest in this problem in the context of scientific liter-
ature, motivated by the need to allow for reference recommendation for
researchers and flag missing citations in scientific work. In this prelimi-
nary study, we extend this idea towards the context of social media. As
scientific claims are often made to support various arguments in societal
debates on the Web, it is crucial to flag non-referenced or unsupported
claims that relate to science, as this promises to contribute to improving
the quality of the debates online. We experiment with baseline models,
initially tested on scientific literature, by applying them on the SciTweets
dataset which gathers science-related claims from X. We show that mod-
els trained on scientific papers struggle to detect cite-worthy text from
X, we discuss implications of such results and argue for the necessity to
train models on social media corpora for satisfactory flagging of miss-
ing references on social media. We make our data publicly available to
encourage further research on cite-worthiness detection on social media.

Keywords: Cite-worthiness - Science-related discourse - Social
Media + NLP

1 Introduction

Social media, especially X (ex-Twitter), has become a vital platform for scien-
tific discourse among scholars, but also among non-academic users. Scientists
rely on X as a convenient platform for sharing findings and connecting with
peers [30], while non-scientific users often call upon scientific results or formu-
late science-related claims in order to give more weight to their arguments in
societal debates on various, often controversial topics. For example, discussions
surrounding the recent COVID-19 global pandemics were often fueled by science-
related arguments—verified or not—relating to vaccines efficiency or protection
measures. While a lot of attention has been given to analysing science-related
© The Author(s) 2024
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claims from scientific literature [23], only recently the natural language process-
ing (NLP) community started taking interest in scientific discourse on social
media and on the Web at large [22]. These recent efforts have been largely
motivated by the observation that scientific discourse is arguably different on
social media as compared to academic literature, where social media users lean-
ing on science in their discourse would often lack rigour, oversimplify or mis-
contextualize scientific findings [21].

A specific problem in that context is that of cite-worthiness detection, seen as
the task of “identifying citing sentences, i.e., sentences which contain a reference
to an external source” in text [1]. In particular, this task can be useful for flag-
ging a missing reference to a scientific result (an article or a dataset) that should
come to support a claim formulated in the text, hence giving credit to the original
author, giving credibility to the claim presented or providing additional insights.
Previous work has taken interest in this problem in the specific context of scien-
tific literature, motivated by the need to allow for reference recommendation for
researchers and to flag missing citations in scientific work [1]. In our work, we
extend this idea towards the context of social media, leveraging the results and
models reported in [1]. While scientific claims are often made to support various
arguments in societal debates on the social Web, the lack of citation standards,
as compared to academic writing, leads to the presence of largely unsupported
science-related claims and mis-contextualized scientific findings, which in turn
leads to a poor quality of the debates online, lacking transparency, credibility
and accuracy, with potentially harmful effects on democratic discourse [15-17].

In [1], several well-known pre-trained language models, such as SciBERT and
Longformers are fine-tuned for the specific task of cite-worthiness detection in
scientific literature and evaluated against a simple logistic regression baseline,
by relying on data tailored for the task.! In our preliminary study, we follow
the protocol provided by [1], by applying and fine-tuning the same models and
baselines, but in contrast using data coming from X exclusively. Namely, we
rely on the SciTweets dataset [3],2 which gathers human annotated science-
related claims from X, based on the definition of scientific web claims and the
annotation protocol given in [3]. We further preprocess and filter tweets from
SciTweets to map them to the cite-worthiness definition from [1]. We observe
consistent decline across all metrics when evaluating models on X data. This
hints that the inherent difference between academic and social media scientific
discourse [13,14,18] translates to a degraded performance of baseline models on
the downstream task of cite-worthiness detection, calling for specific models that
are capable of taking into consideration the specificity of scientific discourse on
the Web.

In this work, we contribute:

! https://github.com/copenlu/cite-worth.
2 https://github.com/AI-4-Sci/SciTweets.
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1. SCiteTweets, the first publicly available dataset for cite-worthiness detection
on social media, consisting in 415 tweets constructed by preprocessing and
filtering tweets from the SciTweets dataset.?

2. The first empirical evaluation of cite-worthiness detection on social media,
where we observe that performance of models trained on scientific publica-
tions consistently declines when evaluated on data from X.

2 Related Work

The notion of cite-worthiness relates to the notion of check-worthiness, which has
been extensively researched by fact-checking related studies over the years.* A
sentence is defined as “check-worthy” if it is worth fact-checking (e.g., contains a
verifiable factual claim, is potentially harmful, and is of general interest) [28,29],
whereas a sentence is “cite-worthy” if it contains a reference to an external source
[1]. While check-worthiness detection can help professional fact-checkers detect
which claims to focus on, cite-worthiness detection can be used to flag scientific
results which are presented without references.

Determining whether a (scientific) text lacks and hence requires a citation,
has been one of the challenges in the NLP community. The larger group of
approaches has tackled this problem in the context of scientific publishing, using
corpora constructed from academic articles in specific fields. For example, [24]
use Support Vector Machines on a dataset created from the ACL Anthology
Reference corpus [25], while more advanced approaches [6] measure the perfor-
mance of a Convolutional Recurrent Neural Network on the ACL Arc dataset® as
well as arXivCS [26] and Scholary Dataset.® The limitations of these works are
mainly related to domain-specificity, class imbalances, and little to no presence
of data quality analysis. These issues were addressed in [1], where the authors
build and share a curated multi-domain dataset specifically dedicated to the
task of cite-worthiness detection, that is used to evaluate a number of language
models against a logistic regression baseline.

On the social media side, existing work [7] observed that the nature of X
has led to a more lenient way of citing, especially in the scientific field where
discourse is expected to be more formal. The larger amount of work analysing
X data and scientific discourse is generally about the lack of trust in the shared
content [8], more precisely focusing on fact-checking. For example, in [9] the
authors create a manually annotated dataset to identify claims as check-worthy,
while in [10] the authors leverage Large Language Models to build datasets for
identifying misinformation.

3 The data is made publicly available at https://github.com/SalimHFX/
SCiteTweets/.

* See the CheckThat! Lab editions hosted by the CLEF conferencehttps://checkthat.
gitlab.io/clef2024 /task1/.

5 https://paperswithcode.com/dataset /acl-arc-1.

5 https://www.db.soc.i.kyoto-u.ac.jp/~sugiyama/Dataset2.html.
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Studying scientific citation in social media is a relatively novel task. In [11],
the authors suggest that tweets can predict the citation of papers in the biomedi-
cal field, concluding that X citations may be an alternative to traditional ones on
the impact of research findings. Supporting that work, [12] assembles a dataset
relating tweets and citations of arXiv papers. Finally, [3] presents a definition of
scientific web claims and provide a curated dataset of tweets annotated according
to that definition. This dataset, although limited in size, provides hints about
citation tendencies in scientific discourse on X.

In an attempt to provide preliminary insights into this under-researched
problem, we build on the work of [1] by reproducing their experiments on X-
provenance data using the SciTweets dataset from [3] in order to highlight the
shortcomings of state-of-the-art pre-trained models when taken out of the aca-
demic literature context, which in turn hints to the inherent difference of dis-
course on social media as compared to scientific papers.

3 Data

To evaluate cite-worthiness performance on social media, we use the following
two distinct datasets (examples from each dataset are shown in Table 1):

— CiteWorth [1]: To our best knowledge, CiteWorth is the largest dataset
dedicated to cite-worthiness detection from scientific-publication text. It is
extracted from the S20RC dataset [5] which consists of 81.1M english-
language scientific publications. It is then filtered, where sentences are given
“cite-worthy” labels indicating that they originally contained a citation at
the end of the sentence. The final dataset consists of 1.1M sentences, where
over 375k sentences are labeled as cite-worthy.

— SciTweets [3]: SciTweets is a dataset dedicated to online scientific discourse,
where authors developed a hierarchical definition of science-relatedness and
curated ground-truth data from X. Tweets are categorized into different cat-
egories of science-relatedness depending on whether they contain scientific
knowledge, a reference to scientific knowledge, or are related to scientific
research in general. The final dataset consists of 1,261 human-annotated
tweets. We use the SciTweets dataset to construct SCiteTweets, our dataset
for cite-worthiness detection on X, by mapping SciTweets labels to cite-
worthiness labels. We explain this procedure in detail in Sect.4.1.

Table 1. Samples from the existing labels in both datasets used in our experiments

Size Labels Examples
CiteWorth | 1,181,793 | Cite-worthy The success rate of PNA in the literature varies from 79-100%
Non Cite-worthy ‘We compared visual electrophysiology recording of patients with the normal range as
defined in our laboratory
SciTweets | 1,261 Scientific knowledge also cancer is virtually incurable be all cancers are different :)
Reference to scientific knowledge | Modeling precision treatment of breast cancer looks great ! http://t.co/4XzfGlwAWn

Related to scientific knowledge | Lupus Research Institute Awards $1-Million Grants to Discover What Causes Lupus
http://t.co/aXopNmLyI7

Non science-related These birds won’t stop cherping!
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4 Experiments

4.1 Setting

To evaluate the performance of existing cite-worthiness detection models on a
social media corpus, we run multiple experiments to achieve the following goals:
(1) reproducing the results found by authors of the CiteWorth dataset [1], (2)
applying those models on the SciTweets dataset [3] to evaluate the performance
of existing cite-worthiness detection models on a social media corpus, where we
experiment with training models on the CiteWorth dataset and on the SciTweets
datasets. To reproduce results from the CiteWorth dataset [1], we pick the follow-
ing three models which all have been previously used by the authors: a logistic
regression model, which represents the simplest explainable baseline, a SciB-
ERT model [2] which had the best precision score in the authors’ experiments,
and a Longformer model [4] which achieved the best F1 score in the authors’
experiments. While in their experiments authors used two distinct versions of
Longformer, Longformer-Ctx where they use sequence modeling to embed entire
paragraphs, and Longformer-Solo, where they embed single sentences, in this
paper we opted to use Longformer-Solo (embedding single sentences only), as it
best fits the tweets’ inherently short format.

Prior to conducting the experiments, we needed to further preprocess the
SciTweets dataset in order to ensure a correct mapping between its labels and
the cite-worthiness labels from CiteWorth. While CiteWorth contains sentence
texts and labels pointing to whether the text is cite-worthy or not, SciTweets’
texts are multi-labeled. The first step was to select a label from SciTweets which
can be qualified as equivalent to the cite-worthiness label from CiteWorth. The
structure of the SciTweets multi-labeled dataset is as follows: a tweet is either
science-related or not, if it is science-related, then the tweet is further categorized
as belonging to one or more of the following subcategories: “cat. 1: containing
a scientific claim”, “cat. 2: containing a reference to scientific knowledge”, or
“cat. 3: related to scientific research in general” [3]. The first two categories are
good candidates, as they can both contain cite-worthy text. However category
2 is the most suited since it references an external source of scientific nature,
much like how authors constructed the CiteWorth dataset, where they focused
on sentences that have an indication of a citation which is in essence an exter-
nal scientific reference. Furthermore, we selected the remaining science-related
tweets (categories 1 and 3) as our negative class. By doing so, we ensure that
both our positive and negative classes contain science-related text, and that the
classes only differ in cite-worthiness, thus matching the CiteWorth setup. The
implications of this choice will be discussed further in Sect. 5.

Moreover, we also preprocessed the tweets to match the CiteWorth setup,
where we removed user-handles and URLs from cite-worthy tweets. We also
removed “citation markers” at the end of sentences, as defined by authors of
CiteWorth, where a citation marker is “any text that trivially indicates a citation,
such as the phrase “is shown in””. Authors argue that removing such citation
markers prevents models from learning and using these signals for prediction.



24 S. Hafid et al.

To do so, we removed excess punctuation and hanging words ( “by”, “via”). This
step was possible due to how the Category 2 of SciTweets [3] was constructed,
where the URLSs direct to actual scientific articles. We call the resulting dataset
SCiteTweets, which contains tweets extracted from SciTweets that were prepro-
cessed and filtered as described above to match the cite-worthiness definition
from [1]. We show statistics of SCiteTweets in Table2, and examples of cite-
worthy and non cite-worthy sentences from both datasets in Table 3.

Table 2. Data used for the experiments

Labels CiteWorth | SCiteTweets
Cite-worthy 375,388 207
Non Cite-worthy | 806,405 208

Table 3. Examples of cite-worthy and non cite-worthy sentences from scientific papers
(CiteWorth) and from tweets (SCiteTweets)

Cite-Worthy Non Cite-Worthy
CiteWorth [1] | The known forms of We compared visual
terrestrial life involve electrophysiology recording
carbon-based chemistry in of patients with the normal
liquid water range as defined in our
laboratory
SCiteTweets | Hopes raised for cancer proper preparation prevents
treatment after experiments | poor performance
halted tumour growth in
mice

We run three distinct experiments, (1) training and evaluating on the Cite-
Worth dataset. This experiment is a direct reproduction of results from Cite-
Worth authors [1]; (2) training on CiteWorth and evaluating on SCiteTweets.
This experiment enables us to evaluate whether models trained on a large amount
of cite-worthy sentences extracted from scientific publications translates to a
good performance on cite-worthy sentences from social media; (3) training and
evaluating on SCiteTweets. This experiment enables us to evaluate whether mod-
els trained on a small amount of social media data translates to a good per-
formance on cite-worthy sentences from social media. For each experiment, we
use three distinct base-models (Logistic Regression, SciBERT, and Longformer),
thus amounting to nine experiments in total. We then evaluate using Precision
(P), Recall (R), and Fl-score (F1) for each experiment. For all models we repro-
duce the experimental setting of the CiteWorth paper [1], for transformer-based
models we train models on 3 epochs and follow authors’ settings for all hyperpa-
rameter values such as batch size, learning rate and dropout probability. For the
Logistic Regression model we use a C value of 0.11 following authors. Since the
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amount of social media data we have is limited (See Table2), we run a 10-fold
cross-validation of SCiteTweets data for experiments (2) and (3). For experiment
(2), the training set is the same in all folds (model is trained on CiteWorth) and
only the evaluation set changes in each fold. For experiment (3), both training
and evaluation sets change in each fold. We follow the same train-test split size
as CiteWorth in each fold. The same seed is used for cross-validating experi-
ments (2) and (3), thus ensuring that models are evaluated on the same test sets
between the two experiments.

Table 4. Experimental results. For each model, three experiments were run, corre-
sponding to experiments (1), (2) and (3) as described in Sect. 4.1

Models Experiments Metrics
Trained Evaluated P R F1
Logistic Regression | CiteWorth | CiteWorth | 46.65 | 64.85 | 54.26
CiteWorth | SCiteTweets | 49.38 | 47.43 | 48.83
SCiteTweets | SCiteTweets | 56.11 | 57.83 | 56.95
SciBERT CiteWorth | CiteWorth | 65.60 | 52.08 | 58.06
CiteWorth | SCiteTweets | 53.29 | 23.90 | 32.99
SCiteTweets | SCiteTweets | 76.91 | 70.24 | 73.42
Longformer CiteWorth | CiteWorth |56.85|68.03 | 61.94
CiteWorth | SCiteTweets | 54.34 | 23.89 | 33.18
SCiteTweets | SCiteTweets | 34.26 | 19.91 | 25.18
4.2 Results

We show the results of all experiments in Table4. For experiments (2) and
(3), the presented scores are averages across 10 folds. The results of experiment
(1) (reproducing CiteWorth results) were satisfactory, as they closely mirrored
the findings outlined in the CiteWorth paper [1]. The results of experiment (2)
(training on CiteWorth and evaluating on SCiteTweets) show a consistent decline
in F1-points across all three models (LR, SciBERT, Longformer) compared to
experiment (1). For the baseline LR model, the decrease is of roughly 5 F1 points.
For the SciBERT model, the decrease is more pronounced, with the Recall and
F1 score halving compared to experiment (1), recording a decrease of over 25
F1 points. And for the Longformer model, the decrease is even more noticeable,
where the model loses close to 30 F1 points when evaluated on tweets compared
to its performance on scientific articles.

Finally, the results of experiment (3) (training and evaluating on
SCiteTweets) showed that most models performed best on tweets when trained
on tweets. More specifically, models perform better on tweets when trained even
on a small amount of tweets (experiment (3)), than when trained on a large
amount of scientific papers (experiment (2)). Moreover, Longformer, the best
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performing model from experiment (1), i.e., the best performing model on scien-
tific papers, is the worst performing model on tweets, having even worse scores
than experiment 2. Finally, the SciBert model outperformed both LR and Long-
former on the tweets dataset.

4.3 Discussion

First, we attribute the performance of the Longformer model on experiment (3)
to the small data size of the tweets data. We hypothesize that further exper-
iments on a larger scale social media dataset would result in the Longformer
model performing best on tweets when trained on tweets, as observed for the
SciBERT and LR models (data size limitations are discussed in Sect.5). Sec-
ondly, the consistent decline in Fl-points across all three models (LR, SciB-
ERT, Longformer) when training on CiteWorth and evaluating on SCiteTweets
(compared to training and evaluating on CiteWorth) may be explained by dif-
ferences in the linguistic structure of scientific text on the Web, where science,
as discussed on the Web, differs in language from traditional scientific text from
scientific papers. Existing literature has shown that scientific text on the Web
uses a specialized language [13,14], while communication studies have shown
that scientific knowledge online is often sensationalized, lacks perspective [18],
and has a tendency to favor conflict [19]. To verify this in our data, we show
word clouds of cite-worthy text from both tweets and scientific papers in Fig. 1.
Cite-worthy sentences from scientific papers show a high usage of terms such as
“may”, “however”, which might indicate a more careful contextualized phras-
ing of scientific results and of the scope in which they are valid. In contrast,
cite-worthy sentences from tweets do not show usage of such terms, which might
indicate a more straightforward and possibly decontextualized phrasing of sci-
entific findings on social media. We leave for future research a more thorough
analysis of linguistic differences between scientific papers text and social media
text with regards to cite-worthiness.

The conclusions from the experiments in this preliminary study are that
transformer-based models fine-tuned on sentences from scientific papers do not
perform satisfactory on tweets for the task of cite-worthiness detection, making
it difficult to correctly identify cite-worthy and check-worthy tweets, a step which
has been stated by professional fact-checkers in a survey [20] as one of the main
challenges and the most useful tasks to automate. In future work, we want to
investigate the usefulness of training transformer-based models on larger social
media corpora, with the goal of enhancing citation detection performance on
social media.

5 Limitations

One limitation of our study is the size of our tweets dataset (SCiteTweets,
extracted from SciTweets [3]). While the experimental results do underline a



Cite-worthiness Detection on Social Media: A Preliminary Study 27

dev. 10}

Aeh

effect 2

_Aone

Fig. 1. Word clouds for cite-worthy sentences from tweets (left) and from scientific
papers (right)

clear trend (i.e., that models trained on scientific papers underperform on sci-
entific text from X), our results have to be cemented by further experiments on
larger scale datasets. However, to our best knowledge, the SciTweets dataset we
used is the only currently existing dataset whose labels can be mapped to a cite-
worthiness detection task. Another limitation is the mapping from SciTweets
labels to CiteWorth labels, where we used tweets which contain a reference to
scientific knowledge in order to match the cite-worthiness definition from the
CiteWorth authors [1]. With this definition, we hope to flag tweets where users
missed including references but nonetheless used language showing that there
is such a reference, e.g., the following tweet with no actual reference URL: “I
read a recent study which shows that vaccines are not efficient”. This use-case
is already useful and necessary, as recent literature [27] showed that these so-
called informal references are prominent on X and are shared and engaged with
on social media twice as much as the actual research articles they implicitly
refer to. However, ultimately, we also want to be able to flag tweets where the
reference is missing and where users never meant to include it, e.g., the follow-
ing tweet: “Vaccines are not efficient”. We consider the use-case discussed in
this paper as a necessary first step towards flagging missing references on social
media, and we leave the second use-case to future work.

6 Conclusion

This paper addresses the problem of detecting cite-worthiness in text, seen as
the task of flagging a missing reference to a scientific article that should come to
support a claim formulated in the text. While previous work has mainly taken
interest in this problem from a scientific literature perspective, in our study,
we extend this idea to the social media context. The paper lays ground for
a discussion as of how flagging missing scientific references in claims made on
social media can help improve the quality of societal debates and increase trust in
social media platforms. Our preliminary results show that state of the art models
applied on scientific literature corpora perform less well when let to deal with
claims coming from X/Twitter. This observation opens the way for research into
the development of (a) larger annotated datasets for cite-worthiness detection on
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claims from X and (b) the development of language models tailored for scientific
discourse that could be fine-tuned for that specific task.
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Abstract. Tables are one of the prevalent means of organising and rep-
resenting structured data. They contain a wealth of valuable informa-
tion that is challenging to extract automatically, yet can be leveraged
for downstream tasks such as question answering and knowledge base
construction. Table Type Classification (TTC) is one of the tasks which
contributes to better semantic understanding and extraction of knowl-
edge in tabular data. While multiple classification schemas exist, almost
all of them are focused on web tables. Therefore, these classifications
might overlook certain types which are common in other areas such as
scientific research. This paper addresses this gap by introducing ten novel
TTC taxonomies tailored towards tables used in scholarly publications.
We also evaluate the applicability of taxonomies derived from web tables
to scientific tables. Additionally, we propose a new dataset containing
13,000 annotated table images, called TD4CLTabs. Our results indicate
that both existing and newly proposed taxonomies are suitable and effec-
tive for classifying scientific tables.

Keywords: Table type classification - taxonomy construction - table
understanding

1 Introduction

Tables are used to summarise and present information in a structured manner
across various areas such as business, finance, science, education, and healthcare
[40]. With a growing interest in the field of Table Understanding (TU), several
studies have focused on the automatic extraction of knowledge from tables [3, 16,
36,45] and applying it to various tasks, e. g., question answering [5,7,9,20,22, 29,
33,43,48,50], knowledge base construction [25,27], table-to-text generation [28§],
tabular data augmentation [12,44,45]|, content extension and completion [21,27],
fact-checking [1,6], and natural language inference [17].

Table Type Classification (TTC) is the TU sub-task aimed to categorise
tables according to a predefined schema based on their layout structure, content
or purpose of use [45]. Classifying tables into specific types helps to uncover
© The Author(s) 2024

G. Rehm et al. (Eds.): NSLP 2024, LNAI 14770, pp. 31-48, 2024.
https://doi.org/10.1007/978-3-031-65794-8_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65794-8_3&domain=pdf
http://orcid.org/0009-0004-6151-2015
http://orcid.org/0000-0002-3447-9860
http://orcid.org/0000-0002-7800-1893
https://doi.org/10.1007/978-3-031-65794-8_3

32 J. He et al.

the semantics of the data they contain, facilitating tasks such as detecting and
filtering layout tables (which do not contain any meaningful data), recognising
table structures, and information extraction [14,15,23,25|. Even though various
TTC schemas exist [4,8,11,25-27,41|, most were designed focusing on tabular
structures that exist in web pages, commonly referred to as web tables [26]. As a
consequence, these classifications might overlook certain table features and types,
especially domain specific ones. In particular, they might not be fully applicable
to tables found in scholarly papers. We refer to such tables as scientific tables,
defining them as tabular structures found in (digital) scholarly publications and
labelled as a table by the authors. To the best of our knowledge, there is only
one study by Kruit et al. [25] that proposed a table type taxonomy derived
from scientific tables. No taxonomies based on structural or layout features exist
for the field of scientific publications. The present paper addresses this gap by
developing ten novel taxonomies based on scientific tables. To this end, we collect
a corpus of tables extracted from Computational Linguistics (CL) articles. We
develop various taxonomies based on two well-established classification schemas
and by considering table features identified in previous studies and our own
corpus analysis. We train and evaluate classifiers on the dataset of scientific
tables that we annotated according to the two pre-existing schemas and our
newly proposed taxonomies.
Our contributions can be summarised as follows:

— We construct and release the TD4CLTabs dataset with 13,000 annotated
images of scientific tables extracted from CL articles.

— We propose and evaluate ten novel TTC taxonomies defined based on scien-
tific tables.

— We assess the applicability of taxonomies derived from web tables to scientific
tables.

— We offer a list of table features which are potentially important for TTC.
The list includes attributes considered by previous taxonomies, alongside
those overlooked by these schemas but identified in the literature and in our
TD4CLTabs dataset.

This article is structured as follows: Sect. 2 discusses related work. Section 3
describes our approach to the dataset and taxonomies construction. Sections 4
and 5 present the evaluation results and main findings, respectively. Section 6
outlines limitations. Concluding remarks are provided in Sect. 7.

2 Related Work

Tables are ubiquitous data structures, often stored in relational databases (e. g.,
MySQL, PostgreSQL), spreadsheets (e. g., Microsoft Excel, Google Sheets), web
pages (e.g., Wikipedia), and scientific articles. Tables vary greatly in terms of
their layout structures and content, posing challenges for automatic TU [2,46].
In order to effectively process and extract knowledge from tables, several TTC
schemas have been proposed.
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The existing schemas vary in their complexity, ranging from simple binary
classifications to multi-layer taxonomies. Additionally, most TTC schemas have
been designed based on tables found in web pages. For instance, in the pioneer-
ing work by Wang and Hu [42], web tables were classified into two categories:
genuine, i.e., leaf tables (not containing other tables, lists, images, etc.) and
non-genuine. Later Cafarella et al. [4] distinguished between extremely small
tables, HTML forms, calendars, non-relational (contain low-quality data), and
relational (contain high-quality data) tables. Subsequent studies proposed more
fine-grained classifications by organising table types into hierarchical taxonomies.
Crestan et al. [11] introduced the categories of relational knowledge tables, which
contain relational data, and layout tables, which do not contain any meaningful
data at all. The former class included sub-types defined based on the positioning
of table headers: vertical listing, horizontal listing, matriz, attribute/value, enu-
meration, and calendar. The layout category contained formatting and naviga-
tional tables. Lautert et al. [26] refined this taxonomy by revisiting the relational
knowledge tables class and incorporating types derived from cell features. On the
first layer, relational knowledge tables were categorised as horizontal, vertical,
and matriz. These were subsequently divided into concise (contain merged cells),
nested (contain a table in a cell), splitted (contain repeated labels in headers),
simple and composed multivalued (contain multiple values in a single cell) cate-
gories. Chen and Cafarella [8] devised an alternative TTC taxonomy focusing on
the use-case of web spreadsheets. In contrast to previous studies, this taxonomy
incorporates major classes such as data frame spreadsheets and non-data frame
(flat) spreadsheets, along with their respective sub-categories. More recent stud-
ies have shifted back to single-level classification schemas. Eberius et al. [14]
distinguished between three main table types, namely matrix, horizontal listing,
and vertical listing (see Fig. 6 in Appendix A). Similarly, Lehmberg et al. [27]
also classified tables into three major categories: relational, entity, and matriz.

In contrast to web tables, there is currently only one TTC taxonomy defined
based on scientific tables extracted from Computer Science papers. It was pro-
posed by Kruit et al. [25] for the development of Tab2Know, i.e., a novel end-
to-end system for building a knowledge base from scientific tables. This taxon-
omy consists of four root classes (observation, example, input, other) with their
respective sub-classes and primarily focuses on the narrative role tables play in
scholarly articles rather than their structural characteristics.

As emphasised by Zhang and Balog [45], the established approaches to TTC
were designed for different use-cases. Therefore, it is not surprising that existing
schemas might overlook certain table features. For instance, Shigarov et al. [38,
39] highlighted that current classifications fail to address header and cell-related
characteristics such as header hierarchies, the presence of non-textual content
and diagonally split cells. Additionally, the schemas do not consider the concepts
of complicated tables (i.e., containing spanning cells) and void cells introduced
by Chi et al. [10] and Rolan et al. [35], respectively (see Fig. 7 in Appendix B).

In earlier studies, TTC relied on traditional machine learning algorithms
such as decision trees, support vector machines, and logistic regression [4,11,
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14,25,26,42]. Recent research has shifted towards the adoption of deep learn-
ing techniques such as convolutional neural networks (CNNs), recurrent neu-
ral networks (RNNs), and attention mechanisms for automatic feature extrac-
tion from tables [18,31]. Previous approaches primarily utilised plain-text and
HTML representations of tables. However, not all tables are readily accessi-
ble in a machine-readable format. For instance, scientific tables are commonly
embedded in unstructured PDF documents. Such tables have to be extracted
and transformed into a format suitable for training and testing models. One of
the widely used approaches involves obtaining the image-like representations of
tables from a PDF file [24,25,49] which can either be directly used as model
input or first converted into structured formats like CSV or JSON.

3 Methodology

3.1 Data

To assess the applicability of web tables-based taxonomies to the area of sci-
ence and to construct novel TTC taxonomies, we created a corpus of table
images from scholarly articles in the ACL Anthology.! We fetched a total of
3,219 papers from the year 2022, chosen as the latest collection of publications
in the readily available ACL Anthology corpus.? As ACL papers are available
only in PDF, Tab2Know was used to obtain table images. Out of the 3,219 PDF
files, Tab2Know successfully processed 2,687, resulting in a total of 15,292 table
images. Since Tab2Know is designed to locate and extract tables without their
respective captions and titles, these are not present in our corpus.

3.2 Taxonomies Construction

We applied two established schemas based on web tables to the corpus of scien-
tific tables, i. e., the classifications proposed by Eberius et al. [14] and Crestan et
al. [11]. We picked these two taxonomies based on their usage in recent applica-
tions and tasks. We did not consider the taxonomy proposed by Kruit et al. [25]
since it classifies tables based on their narrative role in scientific articles rather
than their layout structure.

In order to determine whether any adjustments are needed in the two tax-
onomies, such as excluding under-represented classes, we examined their presence
and distribution in a sample of 1200 table images from our corpus. The results
are presented in Fig. 1. Eberius et al.’s schema, featuring the classes listing and
matriz, was directly adopted to the TTC task due to their high frequency in
the corpus. The taxonomy by Crestan et al. was adjusted by keeping horizontal
listing, vertical listing, matrix, and enumeration, while disregarding other classes
(e.g., calendar, form, layout tables, etc.) since these could not be observed in

! https://aclanthology.org.
2 https://github.com /shauryr/ACL-anthology-corpus.
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the sample data. Additionally, all tables of the attribute/value class were clas-
sified as either vertical listing or horizontal listing since they represent specific
instances of these classes [11]. Together with the class other tables, which was
introduced for tables that do not fit any of the pre-defined classes, we refer to the
final two taxonomies as Baseline I and Baseline II, respectively. The graphical
illustration of the baseline taxonomies is provided in Fig. 2(a).
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Fig. 1. The distribution of table types defined by Crestan et al. [11] and Eberius et
al. [14] in a sample of 1200 table images extracted from the ACL Anthology Corpus.

In addition, ten novel taxonomies were defined by incorporating the table
types from the baseline taxonomies as well as header and cell features. As a
fist step, we determined which classes should be preserved from Baseline I and
Baseline II by analysing the results of their preliminary frequency of occurrence
(Fig.1). Hence, only the matrix and horizontal listing classes were considered
while designing the taxonomies. Vertical listing and enumeration were disre-
garded due to their low frequencies in the dataset. Then, we compiled a list of
table layout features which are neglected by the existing taxonomies but dis-
tinguished by previous studies (see Sect.2). We further extended the list with
additional features observed during the examination of the 1200 sample tables.
The collected features fall into header and other table attributes and are outlined
in Table 1.

Initially, we constructed the TTC taxonomies by combining the selected table
types and additional header features. We refer to these as Header-Feature Table
Taxonomies (HFTTs) and present them in Figs.2 (b) and (c). Thus, taking
into account the absence or presence of a header hierarchy, we extended Base-
line I with the classes flat listing, flat matriz, hierarchical listing, and hierar-
chical matriz classes, and called it HFTT Novel I. Then, we incorporated the
positioning of hierarchical headers (HHs) within the classes matrix and horizon-
tal listing into HFTT Novel I. For the former, HH might exclusively appear
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Table 1. Header and other features potentially significant for Table Type Classifica-
tion. Attributes identified based on a sample of 1200 tables extracted from ACL papers
are highlighted in italics.

Header Features
— Positioning of headers [11,26]
— Hierarchy of headers [39]

— Varied positioning of hierarchical headers in Matriz

— Presence of diagonally split cells in Matrix [38]
Other Features

— Presence of missing and void cells [35]
— Presence of non-textual content [38]

— Presence of hierarchical rows

— Presence of spanning cells [10,26]

— Presence of other complex cells

— Table splitting [26]

in a column header (CH), row header (RH), or in both. We refer to these three
additional classes as type-1, type-2, type-3 hierarchical matriz. In the case of
horizontal listing, HH may be positioned on the left, right or middle of a table,
potentially with repetitions. We name the resulting taxonomy HFTT Novel II.
As can be seen from Fig.2(b), for HFTT Novel III, we further distinguished
between matrix with diagonally split cells at the top-left cell (pseudo matriz)
and without those (regular matriz). Note that pseudo matrices often bear a
resemblance to listing. For the final HFTT Novel IV, we excluded HH and
the three respective HH positioning types related to matrix and pseudo matrix.
Eventually, the ten different taxonomies developed vary in terms of their num-
ber of classes, from 3 to 17. Baseline I contains the fewest number of categories,
while FFTT Novel V includes the highest number.

As outlined in Table1, HFTT can be extended with other table features
related to cell types and table splitting. Thus, each feature introduces a new
category within each table type across HFT'Ts. When focusing solely on header
features, the resulting table types are mutually exclusive. For instance, if a table
is categorized as matrix, it cannot simultaneously belong to the listing class.
Similarly, once it falls into the type-1 hierarchical matrix, it cannot be classified
as type-2, type-3 or pseudo matrix. However, when considering both header and
other table features, the resulting table types become inclusive. Thus, matrix
can exhibit features such as spanning cells and being split at the same time,
leading to a new category called split compler matriz. We refer to the refined
HFTTs, containing header features, cell-related attributes, and table splitting,
as Full-Feature Table Taxonomies (FFTTs). Figure 3 shows two examples.
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Fig. 3. Examples of scientific tables belonging to the Full-Feature Table Taxonomies.
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3.3 Annotation

To label the corpus of 15,292 table images according to the defined taxonomies,
we run an annotation project. LabelStudio® was used as the annotation tool and
since there was only one annotator involved, a Master student of Data Science,
no inter-annotator agreement (IAA) score was calculated. To ensure that the
final corpus contains well-structured images, displaying only the complete and
clear layout of tables, we filtered out inappropriate samples while annotating. To
this end, we introduced the class non-table and used the following rules during
the annotation:

— If a table is partially extracted, as if incorrectly cropped, it is not considered
to be a complete table and should be annotated as non-table.

— If a table is fully extracted but labelled as Figure in a paper, it should be
annotated as non-table.

— If a table is fully extracted but there is other information in the image, such
as segments of text, it should be annotated as non-table.

— If a table is fully extracted but an image contains multiple scattered tables,
it is considered as incorrect input and should be annotated as non-table.

As a result, 280 table images belong to the non-table category and were
excluded from the corpus. We also checked the labelled data with respect to
annotation errors. Consequently, 54 images were removed from the corpus.

The final dataset comprises 13,301 annotated scientific table images along
with their respective metadata (image name, image label, image path, and
dataset split). We refer to the final corpus as TD4CLTabs (Type Detection
for Computational Linguistics Tables) dataset.® As a post-processing step, we
encoded the categorical features with numerical values. Then we divided the
dataset into a training set containing 10,347 table images and a test set com-
prising 2,954 samples.

3.4 Models

Considering recent advances of deep learning in computer vision (CV), alongside
the proven successful application of table images for TU tasks such as table
detection and table structure recognition [30,32,34,37,49], we approach TTC as
an image classification task. In particular, TTC based on HFTTs was tackeled
as a multi-class problem, while classification based on FFTTs was addressed as
a multi-label task.

Two models, ResNet50 [19] and Vision Transformer (Vit) [13], were trained. °
ResNet50 is a deep CNN model widely utilised in CV tasks, exhibiting efficient

3 https://labelstud.io.

* https://zenodo.org/records/10972922.

5 The code is available on Software Heritage: https://archive.softwareheritage.org/browse/
directory/1f492fb7db23db3a57484edd196af4fdf7139061/?origin url=https://github.
com/JilinHe/TD4CLTabs&revision=b549ac21bb59386734457eb6a36b8d358b0ab8eeds
snapshot=6b93b959741a8fbfff4f5ebeaf71e8177b81{16f.
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performance in image classification problems. ViT presents a newer approach
to CV, utilising the Transformer architecture’s unique ability to capture global
image information, outperforming traditional CNN models. We combined pre-
encoded labels from all hierarchy levels into one flat list and fed them as input
into the models along with table images.

ResNet50 was implemented using the Fastai framework.% For the Vit model,
we utilised the Hugging Face implementation.” To enhance the robustness and
reliability of the image classification models, cross-validation was applied with
k set to 4. For both models, the batch size was set to 16. The resize dimensions
of (500, 900) and (224, 224) were chosen for ResNet50 and Vit, respectively.
FocalLoss was employed as the loss function for ResNet50, while the default
CrossEntropy was used for Vit. The training process for ResNet50 extended to 30
epochs with early stopping enabled and a patience of 5 epochs. Vit was trained
for 15 epochs with the option to save the best model. Both models utilised
pretrained weights, with ResNet50 set to True and Vit using the ‘google/vit-
base-patch16-224-in21k’ pretrained configuration.

3.5 Evaluation Metrics

To evaluate the performance of the two models on the multi-class classification
task, error rate, precision (weighted), recall (weighted), and F1 score (weighted)
were used. In the case of multi-label classification, hamming loss, macro and
micro F1 scores were utilised.

4 Results

4.1 Dataset Analysis

The table images in our dataset have a wide range of resolutions, spanning from
a minimum of 100 x 100 pixels to a maximum of either 1200 x 200 or 1000 x 1400
pixels. In terms of dimensions, tables average 7.60 rows and 6.68 columns.

The distribution of tables per class within each HF'TT is presented in Fig. 4.
As can be seen, with the increase in the number of classes, the degree of data
imbalance also rises. The analysis shows that matrix tables are approximately
15% more common than listings in the dataset. Interestingly, other tables com-
prise less than 5%. Among the matrix tables, those with HHs constitute approx-
imately half of all (49%). Furthermore, the majority of such tables (about 64%)
fall under type-1 hierarchical matrix, i.e., have HHs located in a CH. Matrix
tables with diagonally split cells are quite frequent (about 71%). The least com-
mon across the matrix sub-categories are type-2 hierarchical and type-3 hierar-
chical. In terms of the listing class, horizontal tables are more frequent (about
84% of the total) than vertical and enumeration types. In contrast to hierarchical
matrix tables, the number of hierarchical listings in the dataset is considerably
lower (approx. 8% of all listings).

5 https://www.fast.ai.
" https://huggingface.co.
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Fig. 4. The distribution of table types in the baseline and Header-Feature Table Tax-
onomies within the TD4CLTabs dataset. Note that only proportions exceeding 5% are
explicitly labelled with numerical values.

Figure 5 illustrates the distribution of table splitting and cell-related features
incorporated into FFTTs within the TD4CLTabs dataset. The results indicate
the infrequent occurrence of those across the given corpus of scientific tables. The
highest value of about 13% was achieved for the missing and void cells type,
followed by the presence of hierarchical rows (approximately 10%). A limited
number of tables contain cells with non-textual content (about 3%) and other
complex cells (about 2%).
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4.2 Table Type Classification

Table 2 presents the TTC results across HFTTs. The Vit model outperforms
ResNet50 in all but one case, namely HFTT Novel II. We can also see a general
trend of decreasing performance among the models as the number of classes in
the taxonomy increases. The class imbalance indicated in Sect.4.1 might have
also influenced the predictions. The best F1 value (0.82) was obtained for Vit
based on Baseline I. This is not surprising since it is a 1-level schema with
the least number of classes and the most balanced data. The second highest
F1 scores (0.78) were achieved by Baseline IT and HFTT Novel IV, both of
which contain two additional categories when compared to Baseline I. Even
though HFTT Novel III contains four more categories than HFTT Novel II,
the models based on these taxonomies result in very similar results (approx. 1%
difference). The study also shows that HFTT Novel IV achieved the highest
scores among the novel taxonomies.

Table 2. Multi-class classification results based on baseline and Header-Feature Table
Taxonomies

Taxonomy ResNet50 Vit
Error Rate|Precision | Recall | F1 | Error Rate | Precision | Recall | F'1

Baseline I 0.22 0.78 0.78 |0.77/0.17 0.82 0.83 |0.82
Baseline II 0.23 0.76 0.77 ]0.76/0.21 0.77 0.79 |0.78
HFTT Novel 1 0.26 0.74 0.74 ]0.73|0.23 0.74 0.77 |0.75
HFTT Novel II |0.27 0.73 0.73 ]0.72/0.26 0.72 0.74 |0.71
HFTT_Novel III 0.28 0.73 0.72 |0.71/0.27 0.72 0.73 |0.72
HFTT_ Novel IV 0.25 0.76 0.75 ]0.75|0.21 0.78 0.79 |0.78

The results for multi-label classification based on FFTTs are provided in
Table 3. In terms of micro F1, the Vit model demonstrates overall better perfor-
mance compared to ResNetb0 across all taxonomies, except FFTT Novel IV
and FFTT Novel V. However, all models exhibit low macro F1 scores, indi-
cating the dataset imbalance. The hamming loss values are also consistently low
across the models (0.05-0.07), suggesting an overall good performance of the
classifiers. Similar to the classification based on HFTTs, we note a trend where
models tend to perform worse on FFTTs with a larger number of classes. Further-
more, the highest score (0.75) for FFTTs is about 7% and 2% lower compared
to those obtained for the baselines and HF T'Ts, respectively.

To address the problem of class imbalance, we applied the random oversam-
pling technique [47] on novel HFTTs.® This involved duplicating instances of
the minority classes to align with the majority classes. As shown in Table4,
oversampling consistently improved F1 scores by 1-5% across the models. The
Vit model based on HFTT Novel IV is the only instance where a slight

8 Note that we have not addressed the data imbalance for FFTTs.
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Table 3. Multi-label classification results based on Full-Feature Table Taxonomies.
The threshold is set to 0.5. If the probability of the prediction is greater than 0.5, it as
a positive prediction. Otherwise, it is a negative prediction.

Taxonomy ResNet50 Vit
Flnicro | FlMacro | Hamming Loss | Flyficro | Flmacro | Hamming Loss

FFTT Novel I |0.73 0.54 0.07 0.75 0.38 0.07
FFTT Novel II |0.69 0.49 0.06 0.72 0.32 0.06
FFTT Novel III|0.70 0.55 0.07 0.71 0.37 0.07
FFTT Novel IV|0.69 0.58 0.06 0.68 0.36 0.06
FFTT Novel V |0.66 0.53 0.05 0.61 0.25 0.05
FFTT Novel VI|0.70 0.54 0.07 0.72 0.47 0.06

decrease in score (by about 2%) is observed. All other evaluation scores also
increased in the majority of HF'T'T classifiers. Furthermore, comparable results
to ResNet50 with Baseline I were achieved on ResNet50 with HFTT Novel 1
and HFTT Novel IV. However, despite the overall improvement in model per-
formance, the prediction accuracy for novel taxonomies still remains lower (by
approximately 5%) than that of Baseline I based on Vit.

Table 4. Multi-class classification results based Header-Feature Table Taxonomies
after applying oversampling

Taxonomy ResNet50 Vit

Error Rate | Precision|Recall | F1 |Error Rate | Precision | Recall | F1
HFTT Novel I [0.22 0.78 0.78 |0.770.24 0.77 0.76 |0.76
HEFTT Novel II |0.25 0.75 0.75 ]0.74/0.24 0.76 0.76 |0.76
HFTT Novel III]/0.24 0.77 0.76 |0.75|0.24 0.77 0.77 10.75
HFTT Novel IV |0.22 0.78 0.78 |0.770.24 0.78 0.76 |0.76

5 Discussion

The study indicates that matrix and listing tables are the most commonly used
across CL papers. In particular, matrix with hierarchical headers, frequently
found in CHs, matrix with diagonally split cells, and horizontal listings are
prevalent. Hence, these types are worth considering when classifying scientific
tables. In contrast, the findings suggest that incorporating table splitting and
cell features may not be advantageous, as they seem to be relatively uncommon
in scientific tables.

The study further showcased the applicability of the TTC schema by Eberius
et al. to scientific tables. In this sense, Crestan’s et al. taxonomy also proved to
be adaptable after smaller adjustments. The models based on these baseline
schemas demonstrate greater efficiency on TTC than those trained on the newly



Towards a Novel Classification of Table Types in Scholarly Publications 43

proposed taxonomies. Hence, although the two established classification schemas
were designed for web tables, they are still suitable for scientific tables.

While the experimental results do not demonstrate a clear advantage of the
novel domain-specific taxonomies, they do show the promising outcomes. Among
the newly developed taxonomies, HF'TT Novel I and HFTT Novel VI have
proven to be the most successful. This could potentially be attributed to the
smaller number of categories within those, indicating a lower level of complexity,
compared to other schemas. These taxonomies also achieved efficiency compa-
rable to the results obtained for ResNet50 with the baseline schemas.

6 Limitations

While this study sheds light on devising TTC taxonomies for scientific tables,
it is not without limitations. First, the annotations may be subjective and con-
tain errors due to the involvement of only one annotator. Having at least one
additional annotator and curator, and subsequently validating the results by cal-
culating the IAA score, would be beneficial. Second, the novel taxonomies were
constructed and tested based on scientific tables from CL papers. Thus, the appli-
cability of those to other domains remains an open research question, which we
leave for future work. Third, the study considered only two existing web table
based taxonomies, limiting the analysis to types within them and potentially
neglecting other categories relevant to scientific tables. Finally, the hierarchy of
the taxonomies’ labels was not taken into account in this study. Additionally, to
tackle class imbalance, we considered only oversampling and applied it only to
taxonomies with header features. Future endeavours could incorporate the label
hierarchy in the model training process and focus on annotating more samples
for the minority classes or on utilising other automatic methods for solving class
imbalance (e.g., resampling).

7 Conclusion

In this paper, we developed and evaluated the effectiveness of ten novel TTC
taxonomies tailored for tables found in scholarly publications. Additionally, we
examined the applicability of well-established schemas designed for and based on
web tables to the use-case of scientific tables. The findings reveal that existing
taxonomies are indeed suitable for classifying scientific tables. However, while
established taxonomies demonstrate their efficiency, comparable performance
can also be achieved with two novel domain-specific taxonomies. Finally, our
study indicates that header features are essential for classifying scientific tables,
whereas cell features and table splitting have not shown to provide significant
advantages. The proposed taxonomies can be beneficial for downstream tasks
such as information retrieval from scholarly papers by helping to reduce the
search space, data integration allowing mapping of scientific tables with similar
structures across different datasets, and scientific table structure recognition.
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A Examples of Matrix, Horizontal Listing, and Vertical
Listing Tables

Government!?
+ Type Mayor-Council
+ Body New York City Council
Leke Area « Mayor Bill de Blasio (D)
1| Windermere 5.69 sq mi (14.7 km?) Areal2
2 Kielder Reservoir  3.86 sq mi (10.0 km?) * Total 468.9 sq mi (1,214 km?) Right-handed Left-handed Total
) « Land 304.8 sq mi (789 km?2) Males 43 9 52
2) ale:
3 Uliswater 3.44 sq mi (8.9 km?) T e =
4 Bassenthwaite Lake 2.06 sq mi (5.3 km?) « Metro 13,318 5q mi (34,490 km?) Females 44 4 48
§ Derwent Water 2.06 sq mi (5.3 km?) Elevation!4 33 (10m) Totals 87 13 100
(a) Horizontal listing (b) Vertical listing (c) Matrix

Fig.6. Examples of web tables falling under the categories within the table
type classification schema by Eberius et al. [14]. The samples are taken from
WDC Web Table Corpus 2015.

B Illustrations of Table Features

Header .
Hierarchy g
‘ ’I\"ammg ‘ ‘

Diagonally 7™~

Split Cell ‘ N T ‘ ‘

Void G < BERT-base |.v L 085 087 082 084 Spliting

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, >

s |- - |08 08 078 081 | aabe
panning ______

cel ¢ | - |07 082 075 078 |
Non-textual ... = v |08 090 086 088 |

Content

Fig. 7. Illustration of a splitting table with spanning cells, diagonally split cells, void
cells, hierarchical headers, and cells with non-textual content.
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Abstract. Correcting Optical Character Recognition (OCR) errors is a
major challenge in preprocessing datasets consisting of legacy PDF files.
In this study, we develop Large Language Models specially finetuned
to correct OCR errors. We experimented with the mT5 model (both
the mT5-small and mT5-large configurations), a Text-to-Text Transfer
Transformer-based machine translation model, for the post-correction
of texts with OCR errors. We compiled a parallel corpus consisting of
text corrupted with OCR errors as well as corresponding clean data.
Our findings suggest that the mT5 model can be successfully applied to
OCR error correction with improving accuracy. The results affirm the
mT5 model as an effective tool for OCR post-correction, with prospects
for achieving greater efficiency in future research.

Keywords: OCR errors - Large Language Models * mT5 model -
natural scientific language processing

1 Introduction

This paper reports on a collaborative project between the HUN-REN Hungarian
Research Centre for Linguistics (HUN-REN NYTK) and the Library and Infor-
mation Centre of the Hungarian Academy of Sciences (MTA KIK)designed to
make the content of the REAL Repository more easily accessible to researchers
and more easy to curate and enhance for MTA KIK. Prior to embarking on
the data-mining of the texts in the Repository, the files have to be converted to
machine readable raw text format. The paper will focus on techniques to clean
the texts of OCR errors, which is a major challenge in this preprocessing phase.
Our strategy is to compile parallel corpora consisting of sentences with OCR
errors and their correct counterparts, which are used as training date to fine-
tune a large language model so as to enable it to correct badly OCR’ed texts.
The Structure of the paper is as follows: Sect. 2 describes the context and the
motivation for the work, Sect. 3 reviews related work in OCR cleaning, Sect.4
© The Author(s) 2024
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elaborates the various datasets used for the training corpus, Sect.5 contains a
brief description of the training method, Sect.6 enumerates and discusses the
results and finally, the paper ends with some Conclusions.

2 Motivation

The Library of the Hungarian Academy of Sciences was established in 1826,
and since then it has been serving the members of the Academy and the whole
Hungarian research community. Besides its main collection, the library has a
special collection of manuscripts and rare books, and an Oriental Collection
as well. The digital collections — in the form of an open access repository —
were created in 2008. This repository — named REAL — has diverse holdings,
mirroring the printed collection of the library. Its content is partly based on
an extensive digitisation project and it contains born-digital materials too (e.g.
modern journals within the scope of our library). The third source of material
is the OA mandate of the Academy — researchers supported by the Academy
are mandated to reposit their output in REAL. The diversity of input channels
results in a mixed document content — scanned and born digital, publishers’
PDFs and accepted manuscripts (with an assortment of handwritten documents
and images to top it up).

The original goal of the repository was to supply digital documents for the
researchers. We store PDF documents (most of which have a text layer) and the
inclusion criterion was that they are suitable for the human user. Each document
is checked by a librarian, so some basic document and metadata quality can
be guaranteed. On the other hand, we are aware of the problems of OCR (or
occasionally, the lack of it), the errors and gaps in the meta-data.

The question of language information for the documents is such a problem.
Human users can obviously perceive whether a document is written in a language
that is accessible for them, but we cannot filter search results for language. The
lack of document language information was an early setback for our project.

The REAL Repository contains more than 250 thousand documents, about
a half of which, amounting to one billion words, is suitable for the project.

The Library’s most fundamental goal with this project is to enhance meta-
data (e.g. provide detailed language information). We would also like to improve
the quality of the text layer, correcting errors in the OCR, and provide clean
text layers for search and text mining.

Furthermore, we would like to be able to recognise named entities in the
text. One specific task we would like to accomplish is finding references to other
publications. Similarly, references to grants, large research facilities and software
are also of interest to MTA KIK. (The library operates the national bibliographic
database, a CRIS-like system).

In summary, we would like to improve the data and metadata quality, text-
mine information for scientometric (and other) purposes, and improve the effi-
ciency of search.
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3 Related Work

There is a growing interest in utilizing neural technologies for post-OCR text cor-
rection. One of the few studies specifically addressing the correction of Hungarian
texts using neural technologies is by Laki et al. [3], who explored four distinct
correction experiments: machine translation with the Marian neural machine
translation (NMT) system, fine-tuning a Hungarian BART model for machine
translation, Context-based Character Correction (CCC) combined with machine
translation using the Marian NMT system, and CCC detection with fine-tuning
of Hungarian BART for machine translation.

Another notable work in this area includes research on Sanskrit texts by
Maheshwari et al. [4], who reported a significant improvement in Character
Error Rate (CER) using mT5 (+14.1%) and ByT5 (+23.4%) models. Piotrowski
[5] focused on the application of pre-trained language models for OCR post-
correction, achieving a 4.3% word error rate improvement by fine-tuning mT5
and plT5 models.

Alternative approaches to OCR correction have also been explored. Rigaud et
al. [7] introduced the ICDAR2019 winning OCR correction method CCC, which
combines a convolutional network for detection with a correction mechanism
utilizing a BERT model and a bidirectional LSTM (Long Short Term Memory)
model with an attention mechanism. Schaefer and Neudecker [8] proposed a two-
step approach that includes OCR error detection with a bidirectional LSTM and
subsequent error correction with a sequence-to-sequence translation model. Fur-
thermore, Gupta et al. [2] implemented an unsupervised multi-view post-OCR
error correction technique employing GPT, GPT2, and GPT2XL autoregres-
sive models, benchmarked against a 3-gram model trained on Wikipedia. Lastly,
Amrhein [1] addressed OCR error correction using a character-based NMT app-
roach, showcasing the versatility of neural methods in enhancing OCR accuracy
across various languages and scripts.

4 The Training Data

When creating the training data, we ensured that the model should be able to
identify when to leave the text unchanged by including both error-free and OCR
erroneous sentences, with a distribution of 33.6% error-free to 66.4% erroneous
data. The dataset comprises 1,355,963 sentence pairs, encompassing a total of
51,658,231 words, with an average sentence length of approximately 19 words.
The average Character Error Rate (CER) across the entire training dataset is
12.354%, and the Word Error Rate (WER) is 11.739%, when measured against
the reference data (error-free sentences).
The training data was compiled from several sources, detailed below.

4.1 The “JIM Corpus”

The construction of a parallel training corpus for OCR correction involved
selecting a substantial volume of text available in both electronic (error-free)
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and OCR-processed (erroneous) versions. This selection was manually or semi-
automatically annotated, and then corrected by annotators, leading to the cre-
ation of the “JIM” corpus. The process used the complete works of Jokai and
Mikszath, two famous Hungarian writers, chosen for their availability in elec-
tronically published formats by the publisher, facilitating a comparison between
non-OCR and OCR-processed texts.

The initial challenge was the consolidation of all works by Jékai and Mikszath
into individual files, as each author’s works were originally contained in a single
file. By following the order of works listed on the https://szaktars.hu website
and using a script based on the titles, the works were successfully separated
into individual files. This meticulous organization was essential for matching the
texts with their corresponding OCR-processed versions, which included addi-
tional elements like title pages and indexes not present in the digital editions.

Following the separation of works into individual files, the next step was the
construction of a parallel corpus. This involved identifying the OCR-processed
counterparts of each work and mapping them at file level, a task complicated
by the digital edition containing only the text body, whereas the OCR, versions
included the complete books. Furthermore, inconsistencies in the availability
and order of texts between the OCR versions and digital editions necessitated
manual file matching. The subsequent segmentation of these works into smaller
units for parallel processing was achieved through sentence-level segmentation
and a novel rolling window segmentation method, addressing various challenges
such as text normalization and word separation issues.

The parallel corpus underwent semi-automatic annotation to identify and
categorize OCR errors, coherence issues, and punctuation differences arising from
variations between editions. This process involved listing and prioritizing differ-
ences between the OCR and silver texts, ensuring that only OCR-related errors
were considered during model evaluation.

Finally, the parallel corpus also underwent further manual correction by four
annotators to address discrepancies caused by different editions, using both the
error-containing OCR output and the error-free digital text for guidance. Correc-
tions were made with reference to the original PDFs to align the digital text with
the version from which the OCR was generated, without strictly adhering to the
PDF layout or typographical errors present in the original. Adjustments included
adding missing sentences from the OCR to the digital text, ignoring word breaks
caused by hyphenation in the OCR that matched the PDF, and not incorpo-
rating hyphenation or page numbers from the PDF into the corrected text. The
principle behind these corrections was to focus on discrepancies between the
OCR text and the corrected version, aiming for textual integrity rather than
slavish adherence to the original PDF formatting, especially regarding spacing
around punctuation and treatment of hyphenation and page numbers.

The final version of the JIM corpus contained 646 478 sentences (OCR-ed
and digital each).
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4.2 The Datamaker Pipeline

A parallel corpus generated from the REAL repository materials consists of par-
allel sentences extracted using the pdftotext utility (version 0.86.1) from original
texts produced during scanning and OCR-~ed texts using Tesseract 5.0. A fully
automatic pipeline processes the texts, arranging the raw texts into a training
data format suitable for T5-based models.

T5 (Text-to-Text Transfer Transformer [6]) is an encoder-decoder model that
converts all NLP problems into a text-to-text format. It is trained using teacher
forcing, which means that for training, we always need an input sequence and
a corresponding target sequence. The input sequence is fed to the model using
input_ids. The target sequence is shifted to the right by being prepended with
a start-sequence token and is fed to the decoder using decoder_input_ids. In
teacher-forcing style, the target sequence is then appended with the EOS (end-
of-sequence) token and corresponds to the labels. However, it’s important to note
that the PAD token is not used as the start-sequence token. Instead, a separate
token (typically designated as a special token like <s> or similar) is used to
signify the start of a sequence. The PAD token is used to fill out sequences for
batching purposes so that all sequences in a batch have the same length.

Phase 1: Rule-Based Preprocessing

— Remove sentence separation using the Hungarian tokenizer Quntoken'.
— Remove newline characters.
— Tokenize sentences using huSpaCy and apply some filtering criteria:

1. Filter sentences based on the number of tokens (8 < token_count < 500).
This step is based on the observation that sentences shorten than 8 tokens
usually contain only little information; on the other hand, the maximum
number of tokens is specified as 500 because of the max_token value of
the model (512).

2. Filter Languages other than Hungarian (only keep sentences detected as
Hungarian).

3. Exclude sentences containing only digits.

4. Filter sentences with numbers + special character to letter ratio exceeding
0.2.

5. Exclude sentences with words longer than 30 characters.

6. Replace commas within quotes in each sentence — One of the most com-
mon OCR errors in Hungarian is that the quotation mark characters (,,)
are recognised by the OCR software as double commas, so we replace
these by a rule-based approach where necessary.

7. Remove spaces before punctuation.

Phase 2: Sentence Pairing Based on Similarity
We match the original and Tesseract sentences based on similarity calcu-
lated using the NYTK/sentence-transformers-experimental-hubert-hungarian

! https://github.com /nytud/quntoken).
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Sentence Transformer model, the huSpacy hu_core_news_lg model, and the
Python difflib SequenceMatcher algorithm. Sentences are classified as error-free
if all three similarities equal 1.0. During pairing, only sentences with a specified
threshold similarity value are included in the database, avoiding the inclusion of
sentence pairs with similar meanings but different syntax. This method increased
the database by 451,820 sentence pairs.

4.3 Synthetic Data

In the process of creating the Gold Standard Corpus, Laki et al. [3] conducted a
comprehensive error analysis, identifying 8,593 distinct OCR error types with the
assistance of human annotators. This analysis provided insight into the frequency
of various OCR errors. Using these findings, we developed a tool capable of
generating synthetic corpora of practically unlimited size. This tool simulates
OCR errors by replacing random characters with corresponding OCR erroneous
pairs and by inserting or deleting characters, while throughout keeping to the
observed frequency of OCR errors in the error-free texts of scanned newspapers.
As a result, our training database was augmented with an additional 257,665
lines, significantly improving the diversity and representativeness of our training
data.

Figure 1 shows the proportion of the above data sources in the training
dataset.

mdatamaker pipeline

47,68% m synthetic

JIM

Fig. 1. Proportion of the data in the training dataset

4.4 The Gold Standard Corpus

In parallel with the training and testing of the models we also started the devel-
opment of a gold standard corpus, which involved a thorough annotation process
to ensure that the textual data closely mirrored the original PDF's from which it
was derived. This process was rooted in texts extracted from random sections of
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files from the books of two major publishing companies, covering a wide range
of domains. The final corpus contains 100,000 lines, with each line representing
a paragraph from the original text, potentially comprising multiple sentences or
occasionally being an empty line for structural purposes.

In the first phase of annotation, annotators were tasked with comparing the
content of a given PDF to its text (.txt) version created from the PDF, adjusting
the text to match the PDF exactly. This step involved two annotators reviewing
and annotating each file independently to ensure thoroughness. Subsequently,
their outputs were merged to form a single, finalized version of the text. This
rigorous process was guided by key principles designed to retain the original
formatting and errors present in the PDFs, excluding page numbers and ensuring
correct text structuring, such as maintaining paragraph integrity, differentiating
between document sections with double line breaks, and accurately representing
dialogue, content lists, images, tables, and footnotes as per specific guidelines.

The annotation principles emphasized the importance of character-level
fidelity to the PDF content, even preserving typographical errors. Modifications
excluded page numbers and end-of-line hyphenations unless they contributed
to the meaning or structure. Text structuring guidelines were strictly followed,
including spacing around titles and paragraphs, separation of documents within a
volume, and the handling of dialogue units, content lists, images, and tables with
appropriate placeholders. Special characters were replaced with their Unicode
equivalents, and footnotes were tagged accurately, ensuring that they reflected
their placement in the PDF. This detailed approach resulted in a corpus that,
while preserving the essence and layout of the original documents, facilitated
easier handling and processing for research purposes.

5 The Training Method

The training data was randomly partitioned into two sets: 90% for training and
10% for testing. We fine-tuned the google/mt5-large model using the Hug-
gingFace transformers library on a single NVIDIA A100 SXM4 80 GB GPU,
executing the training for a total of 38,137 steps, which corresponds to approx-
imately one epoch. During training, we employed a Linear Warmup strategy
for the learning rate. The model was configured to handle a maximum token
sequence length of 128 for both input and output, with a batch size set to 32.
The fine tuning took 27 h 8 min.

6 Results and Discussion

This section presents the evaluation of our OCR correction model. We assess the
model’s performance using several metrics: Word Error Rate (WER), ROUGE-
L score, and the identification of perfect matches in OCR erroneous sentences.
Additionally, we analyze the model’s capability to differentiate between erro-
neous and non-erroneous sentences. The evaluation was carried out by comparing
the errors identified in the original text with the errors identified by the model
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Fig. 2. Model training performance metrics over iterations. The three plots represent
the changes in evaluation loss, training loss, and learning rate against the number of
steps taken during the training phase of the model.

in relation to the “target” (error-free) sentences. The test database contains a
wide range of texts, from academic works to literature and newspaper articles
(Fig. 2).

6.1 Metric Definitions
Before delving into the results, we define the metrics used for evaluation:

— WER (Word Error Rate): Measures the proportion of incorrect words to the
total words in the reference text, lower values indicate better performance.

— ROUGE-L: Reflects the overlap of n-grams between the system output and
reference texts, with higher scores indicating better quality.

— OCR Erroneous Sentences: Sentences identified by the model as containing
OCR errors.

— Perfect Matches: Instances where the corrected text exactly matches the ref-
erence text.

6.2 The SOTA

Laki et al.’s [3] mT5 scored 0.923515 ROUGE-L on the test set (the same test
set we used for the new model). The overall WER, after correction was 0.224.
(from 0.2327 = 0.9% improvement) Out of the 4799 sentences with OCR errors
in the test set, only 198 have a perfect match between the corrected and the
target sentence (4.13%). Their model incorrectly identified 60 out of 1981 non-
erroneous sentences as erroneous, resulting in a false-positive rate of 2.98%.

6.3 Performance Improvement

Our model demonstrates significant improvements in text correction accuracy,
as evidenced by the metrics:

— The overall WER improved from 0.2327 to 0.1814, marking a 5.1% enhance-
ment in the OCR erroneous sentences.

— For the entire test data, the improvement in WER is 0.148, amounting to a
6.5% improvement.
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— The mean ROUGE-L score increased from 0.90 to 0.94 for OCR erroneous
sentences, relative to the reference sentences.

— Out of 4799 OCR erroneous sentence pairs, 1095 were perfect matches after
correction, achieving a 22.82% success rate.

— The model incorrectly identified 59 out of 1981 non-erroneous sentences as
erroneous, resulting in a false-positive rate of 2.97%.

The observed improvements in WER and ROUGE-L scores highlight the
effectiveness of our model in correcting OCR-generated text errors. The signif-
icant percentage of perfect matches further demonstrates the model’s accuracy
in identifying and correcting errors. However, the false-positive rate indicates
a need for refinement in distinguishing between erroneous and non-erroneous
sentences, suggesting an area for future work.

7 Conclusion

In our research aimed at correcting OCR errors, we efficiently employed the mT5
model, leveraging its Text2Text machine translation capabilities. We explored
both mT5-small and mT5-large variants during the model’s fine-tuning process.
The outcomes suggest that the mT5 model is notably efficient in rectifying texts
with OCR errors. We anticipate that improvement in the training dataset and
the use of larger model variants could further improve correction accuracy. Addi-
tionally, we generated synthetic data to emulate OCR errors, thereby enriching
our training dataset. The experimental results affirm the mT5 model’s effective-
ness in OCR error correction, highlighting the potential for achieving superior
performance with ongoing advancements. Our review of relevant literature and
international studies suggests that integrating character-based and sequence-
to-sequence correction techniques could yield higher accuracy and reduce the
likelihood of erroneous corrections. Moreover, the strategic application of Large
Language Models (LLMs) in the detection, correction, and verification phases
presents a promising direction for future research. The insertion of our recently
developed gold standard corpus into the training data could also improve our
results.
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Abstract. In the rapidly evolving domain of Large Language Models
(LLMs), integrating tool usage remains a formidable challenge, particu-
larly when it comes to the dynamic selection and sequencing of tools in
response to complex queries. Addressing this, we introduce Reimagining
Tooling as Coding (RTaC), a groundbreaking framework that transforms
tool usage into a coding paradigm. Inspired by recent advancements [18],
RTaC conceptualizes tools as Python functions within a dual-agent sys-
tem [2], significantly enhancing LLMs’ tool usage efficiency. Our compre-
hensive experiments reveal that RTaC enables coding-based LLMs, such
as DeepSeek and CodeLlama, to achieve and surpass GPT-4 benchmarks
in cost-effectiveness and latency without compromising on handling intri-
cate tool sequencing with conditional and iterative logic. This research
not only sets a new benchmark for tooling efficiency in LLMs but also
opens new avenues for the application of LLMs in complex problem-
solving scenarios, heralding a significant leap forward in the functionality
and versatility of LLMs across diverse domains.

Keywords: Large Language Models (LLMs) - Dual Agent System -
Python Functions for Tool Integration - Automated Tool Sequencing -
Advanced LLM Applications -+ RTaC Framework

1 Introduction

In the evolving landscape of LLMs, their use as reasoning and tooling agents has
garnered substantial attention. LLMs demonstrate the capacity to interpret and
respond to queries by calling tools [11,12], a testament to their advanced lan-
guage comprehension. This capability to integrate tool usage represents a sig-
nificant stride in enhancing the scope and accuracy of LLMs in various applica-
tions. Current state-of-the-art approaches to the tool-usage problem, which uti-
lize GPT-4 (OpenAl) and Claude-2 (Anthropic), demonstrate impressive results
but are closed-source and computationally expensive. Researchers have attempted
to solve this problem by fine-tuning smaller language models [11,12,15]. How-
ever, these models are ineffective at generalizing to new tools when provided in a
© The Author(s) 2024

G. Rehm et al. (Eds.): NSLP 2024, LNAI 14770, pp. 61-79, 2024.
https://doi.org/10.1007/978-3-031-65794-8_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-65794-8_5&domain=pdf
http://orcid.org/0009-0005-8140-7797
http://orcid.org/0009-0004-9738-9020
http://orcid.org/0009-0008-3539-2514
http://orcid.org/0009-0005-9755-1013
https://doi.org/10.1007/978-3-031-65794-8_5

62 N. Bhavsar et al.

zero-shot manner, referred to as ’'dynamic tooling’ from here onwards. The dis-
crepancy between the generalized tool-use capabilities of large models and the
more restricted capabilities of compact models presents the motivation behind our
work - Can we exploit the nature of this task to train small open-source LLMs to
generalize their tool-use abilities while keeping the latency minimal? (Fig. 1).
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Fig. 1. Overview of “Reimagining Tooling as Coding” (RTaC)

Addressing these challenges, we propose Reimagining Tooling as Coding
(RTaC), which reconceptualizes tooling as a code-generation task to exploit
the powerful code-comprehension capabilities of LLMs. RTaC provides tools to
be used, in docstring format, to instruct fine-tuned coding-base LLMs. It then
extracts the output in Python-inspired code format and deterministically converts
it to JSON. RTaC promotes docstring reading capability in the LLMs, supporting
tool modification, addition, and deletion. We use RTaC to achieve GPT-4 bench-
mark performance while employing smaller models, such as DeepSeek 1.3B and
CodeLlama 7B LLMs, despite a drastic (300x) reduction in parameter count, as
shown in Sect. 5. We simultaneously achieve significant (5x) cost reduction per
query while matching GPT-4’s latency. Moreover, RTaC supports processing com-
plex conditional and iterative logic, surpassing GPT-4’s capabilities.

2 Related Works

2.1 Dataset and Tooling Benchmarks

Various domain-specific tooling datasets have been proposed like API-Bank
[7], ToolEyes [20], RoT-Bench [21], EasyTool [22] and MetaTool [5]. These are
domain-specific and assess LLMs’ tool usage and tool-identifying abilities.

— API-Bank: Developed from interviews with over 500 users, this benchmark
includes a training set created through a multi-agent approach and a diverse
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set of manually annotated dialogues to assess LLMs’ API usage across various
domains and complexities.

— ToolEyes: Features a comprehensive evaluation system with 600+ tools
across 7 scenarios, assessing LLMs on five critical dimensions to expose capa-
bility gaps and generate research insights.

— RoT-Bench: Evaluates LLMs’ ability to accurately select tools, identify
parameters, and fill content in environments ranging from noise-free to highly
variable real-world conditions.

— EasyTool: Addresses issues from inconsistent documentation by creating
standardized tool instructions to improve LLMs’ tool usage proficiency.

— MetaTool: Assesses LLMs’ tool selection awareness and suitability across
various tasks and scenarios, highlighting biases and current limitations.

These benchmarks are domain-specific and unrelated to tool usage as a
function-calling approach. We thereby went on to build our dataset for the task
using a dual agent system and test our approach on it.

2.2 Tooling LLMs

The application of LLMs for tooling is a profound task, and various research,
as mentioned in TALM [10], which uses tools in context to solve different tasks;
LATM [2] showed that LLMs can be used to create and reuse different tools
created by them in order to act as intelligent Agents. Various tooling LLMs
like Tool LLaMA, ToolAlpaca [15], and Gorilla [11] are available and suitable
for use as domain-specific agents. However, they are captivated by the out-of-
domain tool usage capabilities, identifying the correct set of tools and assigning
appropriate arguments to them. Tool Llama is a fine-tuned version of Llama-70B
on the ToolBench Dataset, as mentioned in the paper [12]. The model works well
on general domain tools but fails in context-dependent scenarios that use tools.
ToolAlpaca is a generalized tool LLM that adapts off-domain tools for usage. It
is still hard for the LLM to reason on complex tool ordering scenarios.

Recent approaches have aimed to augment LLMs with the ability to utilize
tools and resources. TALM [10] introduces a framework for integrating tools
with LLMs like T5 via a text-to-text API, enabling generalization to out-of-
distribution inputs solvable with access to tools. It employs a policy-gradient
reinforcement learning algorithm to fine-tune the LLM for tool usage. The
Hugging-GPT system [14] leverages the Hugging Face API to solve Al tasks
using LLMs. Toolformer [13] is an LLM pre-trained on an annotated dataset,
exhibiting prowess in solving complex problems by leveraging external APIs.
However, it is constrained by a fixed set of available tools and the inability to
chain tool usage. Toolformer also implements novel self-supervised augmentation
during training. These approaches demonstrate the potential of enhancing LLMs
with tool utilization capabilities while highlighting challenges such as general-
ization, tool chaining, and scalability to new tools.

Gorilla [11] stands out as a pivotal work that uses the LLAMA-7B model
to accurately extract APIs from repositories like TensorHub, HuggingFace, and
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TorchHub. It significantly outperforms GPT-4 in API functionality accuracy
and reduces hallucination errors, emphasizing enhancing LLMs’ practical utility
over conversational skills. Evaluated on an extensive dataset of 11,000 API pairs,
Gorilla demonstrates commendable retrieval capabilities. However, Its reliance
on machine learning datasets and the necessity for fine-tuning raise questions
about generalizability and adaptability to custom APIs. Complementing Gorilla,
ToolBench [12] is a large-scale benchmark containing over 16,000 high-quality
APIs across 3,451 tools, facilitating robust evaluation of LLMs’ API usage skills.
It employs a 3-stage-construction process, comprehensive API metadata, and
diverse instruction generation. GPT-3.5 searches for valid action sequences using
accurate API responses through multi-round conversations, leveraging a Depth-
First Search Decision Tree (DFSDT) to expand the search space. With its scale,
diversity, realism, and expanded search methodology, ToolBench enables a thor-
ough assessment of LLMs’ capabilities in utilizing APIs to accomplish tasks.

Ultimately, we look at Tool Alpaca, a framework to improve compact lan-
guage models’ generalized tool usage skills. It first constructs a diverse corpus
spanning 50 categories and 426 tools with 3938 usage instances generated via
multi-agent simulation. This corpus is then used to fine-tune compact Vicuna
models, creating ToolAlpaca-7B and 13B. Experiments on unseen simulated and
real-world tools demonstrate that ToolAlpaca models achieve strong general-
ization comparable to large models like GPT-3.5. Tool diversity is shown to
be critical, with performance improving as the variety of tools in the corpus
increases. Overall, ToolAlpaca provides an automated approach using simula-
tion and diversity to instill generalized tool usage abilities in compact models,
enabling them to adapt to new tools.

All these approaches work well, but they depend on the core tools on which
they are trained and fine-tuned. Out-of-domain tool usage is a difficult task for
all of these models.

2.3 Prompting Methods

Prompting is also a significant method to improve the LLM context adherence
capability and can also be used in the region of agentic LLMs. Various prompt-
ing methods, such as Chain-of-Thought [17], Tree-of-Thoughts [19], Graph-of-
Thought [1], Skeleton-of-Thought [9], and Knowledge Graph [3] addition, can
increase a LLM’s overall context understanding capability. One more technique
to look at is multi-tool COT Prompting,

Recent research has proposed several innovative frameworks to improve the
multi-step reasoning capabilities of LLMs by combining chain-of-thought (CoT)
prompting techniques with external tool integration. The “Tree of Thoughts”
(ToT) [19] approach frames problem-solving as a search through a tree struc-
ture, where each node represents a coherent “thought” or intermediate reason-
ing step. ToT allows LLMs to explore multiple reasoning paths, generate and
evaluate candidate thoughts, and direct the exploration using classical search
algorithms like breadth-first and depth-first search. The “Graph of Thoughts”
(GoT) [1] framework represents information as an interconnected graph, with
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vertices denoting individual pieces of information and connections signifying
dependencies between them. This flexible structure enables GoT to integrate
outputs from various reasoning paths, analyze complex thought networks, and
incorporate feedback loops for iterative improvement of LLM outputs.

Furthermore, the MultiTool-CoT [6] framework facilitates LLMs like GPT-
3.5 to leverage multiple tools, such as calculators and knowledge retrievers, by
inserting triggers for tool invocation at appropriate steps within the CoT rea-
soning process. Experiments on numerical and knowledge reasoning datasets
demonstrate that MultiTool-CoT significantly outperforms baselines, achieving
state-of-the-art accuracy by addressing different error types with different tools,
with gains from combining tools exceeding individual tool gains.

These approaches have significantly improved over standard prompting tech-
niques across various tasks, including mathematical reasoning, creative writing,
and knowledge-based problems. However, challenges persist, such as token lim-
itations for CoT prompting and potential errors in LLM-generated reasoning
processes, highlighting the need for further research in this area to unlock the
potential of LLMs in complex problem-solving scenarios fully.

3 Method

3.1 RTaC (Reimagining Tooling as Coding)

RTaC is a novel framework that proposes the conversion of tools into Python
functions with proper arguments and tool descriptions in the form of a Pythonic
tool docstring, which can be appended to the context of the prompt in order
to select and sequence the correct tools, with proper arguments. The paper [18§]
inspires the technique, which discusses how we can empower the capabilities of
an LLM using code. The framework involves the creation of the dataset using a
dual agent system that generates query output pairs. These pairs are used for
instruction fine-tuning various Coding base LLMs, which act as tooling agents.
The application of coding-based LLMs helps adhere to various complex condi-
tional and iterative logics in tooling. Our experiments prove that open-source
coding base LLMs are better regarding latency and cost per query than bench-
mark GPT-4. Coding base LLMs concerning normal LLMs perform better due
to their fewer hallucinations and higher context adherence ability.

Dataset Generation. The papers above incorporate data generation as their
primary approach for adapting base LLMs for tool usage. Gorilla introduces
a comprehensive dataset called APIBench by utilizing Self-Instruct [16], which
proposes an automated pipeline to generate large-scale instruction datasets from
a small set of seed tasks. First, human experts provide sample instructions and
API documentation as context. A language model generates new instructions
that plausibly use the APIs, creating instruction-API pairs. A vital benefit of
this approach is that it does not require manual effort to label training data.
Gorilla uses GPT-4 for this data generation.
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The RTaC framework employs distinct datasets to rigorously evaluate its per-
formance. Specifically, the datasets are structured as follows: the Static ToolSet
comprises 800 query-output pairs, the Dynamic ToolSet includes 700 pairs, and
the Conditional/Iterative ToolSet consists of 300 pairs. Additionally, 200 unan-
swerable philosophical queries are incorporated to test the model’s robustness
in handling queries beyond its configured capabilities (Fig. 2).

C\ Tool Sampling  Selected @ Que @ Query
Database Tools GPT-4 &4 GPT-4 Output Pair
Agent 1 Agent 2

Fig. 2. Dual agent dataset generation

Although APIBench is built over massive APIs, it does not have multi-tool
scenarios. ToolLLM proposes an innovative data generation strategy supporting
multi-tool interplay-the paper samples API combinations by iterating through
tools and sampling intra-category and intra-collection combinations. GPT-3.5 is
leveraged to generate instructions involving the sampled APIs, and its behavior
is regulated by prompting with documentation, task descriptions, and examples.
Generated APIs are validated against the original sample to filter out hallucina-
tions.

Static ToolSet. The Generation of the static toolset was done using a set of initial
pre-defined tools as shown in Appendix A.3. As shown in the figure, the query
output pairs are generated using an agent fed with different tools. As shown
below, query templates are generated, which are then randomly filled by GPT-
4, and the solution APIs for those are also generated using the GPT-4 Model.
Then, the dataset underwent a thorough human evaluation process, which we
used for instruction fine-tuning.

Dynamic ToolSet. The Dynamic toolset, as the name Dynamic suggests, is not
pre-defined, and they are generated in the correct format using a different agent.
The Dynamic toolset is generated using a procedure when the tools are gener-
ated using one agent. Then, we again used GPT-4 as the agent to generate
query templates, fill those query templates, and get the relevant set of tool APIs
for those queries. These queries then undergo a rigorous human evaluation for
syntactic and logical correctness.

Conditional and Iterative ToolSet. Utilizing various tools with conditional and
iterative logic requires the creation of particular query output pairs where we use
conditional logic like if-else and iterative logic like loops. These kinds of queries
are complex to handle by normal LLMs, and they require fine-tuning and an
innate logic formation ability present in a coding-based LLM. The query output
pair was again generated through GPT-4, and the query templates were filled
out using the agent by random values, and then the response was generated.
Again,