
Circuits, Systems, and Signal Processing (2022) 41:4928–4951
https://doi.org/10.1007/s00034-022-02012-8

Design of the Processors for Fast Cosine and Sine Fourier
Transforms

Ivan Tsmots1 · Vasyl Rabyk2 · Natalia Kryvinska3,4 ·
Mykhaylo Yatsymirskyy4 · Vasyl Teslyuk1

Received: 2 November 2020 / Revised: 11 March 2022 / Accepted: 11 March 2022 /
Published online: 11 April 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
To solve large number of digital signal processing problems, such as on-board radar-
location or hydro-acoustic systems, it is necessary to perform discrete trigonometric
transforms over intensive data flows in real time with the constraints on size and
power consumption. To solve this problem, the hardware implementation in the form
of the VLSI has been proposed. In particular, we improve an algorithm for the fast
cosine and sine Fourier transforms with a focus on the parallel-streaming hardware
implementation. A flow graph of the improved algorithm has been developed on the
basis of addition, subtraction and multiplication of real numbers with the relation
scheme of algorithms. A linear projection of the improved algorithm for fast cosine
and sine Fourier transforms on the axis parallel to the data transmission has been
obtained. This makes it possible to change the type and dimensions of the transforms.
Further, we develop a structure of 2-4-8-16-point processor for fast cosine and sine
Fourier transforms. Such an implementation provides a reduction of the dimensions,
energy consumption and performance of the transforms in real time.

Keywords Fast cosine and sine Fourier transforms · 2-4-8-16-point processor · Very
large-scale integration (VLSI) · Altera Cyclone III FPGA EP3C16F484N6

1 Introduction

To solve a large number of digital signal processing problems [3, 7, 24], it is necessary
to perform discrete trigonometric transforms over intensive data flows in real time on
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means that meet the constraints on size and power consumption. The development
of new algorithms and parallel structures that focus on very large-scale integration
is the main way to meet such requirements. Among the many parallel structures, a
special place is occupied by parallel-flow structures, which provide high efficiency of
hardware loading and best meet the conditions of real-time operation. In parallel-flow
structures, the data are processed on a pipeline basis [25, 29].

Pipelining involves the division of structures into steps, each of which consists of
two units, that is, operating unit and buffer memory. Control over parallel-flow tools
is reduced to the clock pulses that move information from input to output, recording
intermediate results into the buffer memory. The frequency of the clock pulses is deter-
mined by the access time to the buffer memory and the delay time of the operating
unit. To ensure high efficiency of equipment, it is necessary that all pipeline steps have
approximately the same time of operation implementations. Parallel-stream imple-
mentation of discrete trigonometric transforms provides high efficiency of hardware
loading and most meets the real-time operating conditions.

To implement discrete trigonometric transforms, it is proposed to use discrete cosine
Fourier transform (DCT) [1, 5, 11] and discrete sine Fourier transform (DST) [10,
16, 20] as the main components. These transforms provide redundant execution of
discrete Fourier transforms and discrete Hartley transforms [13, 21] of complex, real,
complex conjugate, even or odd sequences. The use of DCT andDST provides parallel
processing of real, complex and complex conjugate sequences.

Therefore, the urgent task is to develop fast algorithms andparallel-streamstructures
of DCT and DST, focused on VLSI implementation.

2 Related work

Among the known [3, 5, 7, 10, 16, 20, 21, 24] fast algorithms for cosine Fourier
transform and sine Fourier transform, the algorithms developed on the basis of Rader-
Brenner method (CFTRB and SFTRB) are easy to implement [37]. The peculiarity of
such algorithms is that their graphs are basicallywith the relation scheme of algorithms
with basis 2, but due to the number of multiplications they correspond to the splitting
algorithms and have a very simple basic operation "real butterfly" [35]. A comparative
analysis of the fast CFTRB and SFTRB algorithms (FCFTRB and FSFTRB) and the
well-known graph of the Cooley-Tukey complex FFT algorithm with basis 2 and fre-
quent thinning [4, 6, 37] shows the coincidence of their structures when m � log2 N ,
where N is the dimension of the transform, the main stages of transition to transfor-
mations of less dimension. A significantly simplified basic operation performed on
real data with valid phase factors is performed.

In [2, 30, 35], fast algorithms for implementing Fourier transform were developed,
which are focused on the use of mass-parallel computing tools with a large amount
of memory (graphics processing units) [30, 35]. GPUs belong to the class of SIMD
processors (Single Instruction Multiple Data), the peculiarity of which is to use a
single operation to simultaneously processmultiple independent data.Compute unified
device architecture is used to develop software for parallel image processing based on
CPU and GPU [2], which reduces program development time and improves its quality
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[18, 36]. The disadvantage of this implementation is that it cannot provide intensive
data flows processing in real time.

Analysis of publications [2, 3, 5, 7, 10, 11, 16, 20, 21, 24, 30, 35, 37] shows that
hardware implementation with extensive use of spatial and temporal parallelization of
calculating discrete trigonometric transforms is themainway to increase performance.
Fast algorithms for calculating cosine and sine Fourier transforms can be implemented
on customized VLSI [22, 31], field-programmable gate array (FPGA) [15, 26] and
digital signal processors (DSP) [14, 17, 27]. The disadvantage of implementation on
customized VLSI is that such an implementation is appropriate only for large series.
The disadvantage of implementing discrete trigonometric transforms on DSP is that
the performance of DSP is not enough to process intensive data flows in real time.
Implementation of fast algorithms for cosine and sine Fourier transforms on the basis
of FPGA is currently the most appropriate.

The conducted analysis shows that the most adapted to the processing of intensive
data flows are parallel-flow structures, which should be implemented on the basis of
FPGA. However, in these publications little attention is paid to the development of
algorithms and VLSI processors, which are programmed due to the dimension of the
transform using FPGA.

Therefore, the topical tasks of today are to improve the algorithms for calculating
DCT and DST, to develop and implement low-point parallel-flow processor on FPGA
and on its basis synthesize thematrix pipeline processor formulti-point fast algorithms
for cosine Fourier transform (FCFT) and fast algorithms for sine Fourier transform
(FSFT).

The purpose of the research is to enhance calculation efficiency of DCT and DST
on the basis of the improved calculation algorithms and development as well as imple-
mentation of N -point matrix pipeline processor FCFT and FSFT on FPGA. To attain
the goal, the following tasks must be fulfilled:

• To improve the calculation algorithms DCT and DST focusing on implementation
in the form of VLSI that will ensure parallel-flow data processing.

• To develop a structure of 2-4-8-16-point processor of fast cosine and sine Fourier
transforms that will ensure a change of the dimension and type of transform (sine
or cosine) in the program implementation.

• To implement the low-point processor FCFT and FSFT on FPGA as a basic com-
ponent for synthesis of high-performance N -point processor.

• To synthesize the N -pointmatrix pipeline processor FCFTandFSFT thatwill ensure
resynching of intensity of data coming with calculation intensity. This will make it
possible to enhance efficiency of the use of the equipment.

3 Algorithms and tools for DCT and DST implementations

3.1 Improving the Algorithms for DCT and DST implementations

For N-point valid sequence x(n), n � 0, 1, . . . , N formulas for DCT and DST calcu-
lations are as given in [3, 7, 37]:
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HC (k) � DCFTN { x(n)} �
N−1∑

n�0

x(n)Ckn
N , k � 0, 1, . . . , N − 1 (1)

HS(k) � DSFTN { x(n)} �
N−1∑

n�0

x(n)SknN , Cr
N � cos(2nr/N ), SrN � sin(2nr/N )

(2)

Assume that N is a complex number that can be represented as the product of two
other numbers L andM, that is, N � LM . The main idea of DCT and DST algorithms
is to decompose the N-point DCT and DST into smaller-sized transforms. To do this,
the input x(n) and output HC (k), HS(k) sequences are numbered as follows:

n � Ml + m, l � 0, 1, . . . , L − 1, m � 0, 1, . . . ,M − 1 (3)

k � Lr + s, s � 0, 1, . . . , L − 1, r � 0, 1, . . . ,M − 1 (4)

Substituting (3) and (4) into (5), (6), we receive:

HC (sr ) �
M−1∑

m�0

l−1∑

l�0

x(lm)C (Ml+m)(Lr+s)
N (5)

HS(sr ) �
M−1∑

m�0

l−1∑

l�0

x(lm)S(Ml+m)(Lr+s)
N (6)

Functions C (Ml+m)(Lr+s)
N i S(Ml+m)(Lr+s)

N can be written as follows:

C (Ml+m)(Lr+s)
N � CMLr

N × CMls
N × CLrm

N × Cms
N � Cls

L × Crm
M × Cms

N (7)

S(Ml+m)(Lr+s)
N � SMLr

N × SMls
N × SLrmN × Sms

N � SlsL × SrmM × Sms
N (8)

Given the appearance of formulas (7) and (8), formulas (5) and (6) can be written
in the following way:

HC (sr ) �
M−1∑

m�0

Cmr
M [Cmr

N {
l−1∑

l�0

x(lm)Csl)
L }] (9)

HS(sr ) �
M−1∑

m�0

Smr
M [Smr

N {
l−1∑

l�0

x(lm)Ssl)L }] (10)

Calculation algorithms HC (k) and HS(k) based on formulas (9) and (10) require
for the following steps:



4932 Circuits, Systems, and Signal Processing (2022) 41:4928–4951

Step1. We determine M of L-point transforms of subsequences x(l,m) in accor-
dance with the values of formulas (9) and (10) in parentheses, i.e.,

gc(s,m) �
L−1∑

l�0

x(l,m)Csl
l (11)

Step 2. We find the intermediate arrays hc(s,m) and hs(s,m), hc(s,m) (see square
brackets, respectively, (9) and (10))

hc(s,m) � q(s,m)Cms
N , hs(s,m) � q(s,m)Sms

N (12)

Step 3. We determine L of M-point transforms of arrays hc(s,m) and hs(s,m)

HC (sr ) �
M−1∑

m�0

h(sm)Cmr
M , HC (sr ) �

M−1∑

m�0

h(sm)Cmr
M (13)

To develop a small-point parallel-stream VLSI processor for FCFT and FSFT with
the ability to change the dimensions of the transforms, the FCFTRB and FSFTRB
algorithm was improved. The flow graph of the improved algorithm of 2-4-8-16-point
FCFTRB and FSFTRB [16, 28, 39] is given in Fig. 1, where q is a phase factor [32].

The peculiarity of the developed flow graph of the algorithm for 2-4-8-16-point
FCFTRB and FSFTRB is that it is focused on parallel-stream VLSI implementation.
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Fig. 1 Flow graph of the improved algorithm for 2-4-8-16-point FCFTRB and FSFTRB
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In this flow graph of the algorithm, the choice of FCFT or FSFT is made using the
appropriate special multipliers.

Special multipliers while implementing 16-point FCFT are the following ones:
R0 � R1 � R2 � R4 � R6 � 1, R3 � R5 � 0, R7 � R12 � R14 � −√

2, R8 �
R10 � −2,, R9 � −R13 � 2C2

16S
1
16, R11 � R15 � −2C2

16S
3
16 and during implemen-

tation of FCFT they are presented by: R0 � R1 � R7 � 0, R2 � R3 � R4 � R6 � 1,
R5 � R8 � R10 � √

2, R12 � R14 � −2, R9 � R13 � 2C2
16S

3
‘16, R11 � −R15 �

2C2
16S

1
16.

In addition to performing 16-point FCFT or FSFT, the above algorithm provides the
ability to implement 2-point, 4-point and 8-point transforms correspondingly. The flow
graph of the algorithm for 2-4-8-16-point FCFTRB and FSFTRB has been improved
by reducing in the ratio 2 the number of stages with the use of multiplication operation.
This ensured the use of only one multiplication device in its parallel-stream hardware
implementation.

The basic operations, which are used to implement the improved algorithm for
FCFTRB or FSFTRB, are given in Fig. 2.

The improved algorithm for 2-4-8-16-point FCFTRB or FSFTRB is implemented
on basic operations of the first and second types, which are performed on real numbers.
The basic operation of the first type is reduced to the addition and subtraction, and
the basic operation of the second type is reduced to the addition, subtraction and
multiplication operations. 16-point algorithm for FCFTRB or FSFTRB is focused on
parallel-stream hardware implementation by performing the multiplication operation
only at one stage.

For parallel-stream hardware implementation of the improved 16-point FCFTRB or
FSFTRB algorithm, it is necessary to obtain its linear projection on the axis parallel to
data transmission. The linear projection of the improved algorithm of 2-4-8-16-point
FCFTRB or FSFTRB on an axis parallel to data transmission is given in Fig. 3, where
FEOCS is operator for even and odd components selection, FSSP—switching, storage

Fig. 2 The basic operations of
the improved algorithm for
2-4-8-16-point FCFTRB or
FSFTRB: a first type; b second
type

a

b

a+b

a-b

(a)

a

b

Ri(a+b)

Ri+1(a-b)

Ri

Ri+1

(b)

FEOCS FSSP FBO FDS2 FBOFM FDS1 FBO FDS3 FBO

FS

Fc

Inx1

Inx2

OutX1

OutX1

Fig. 3 A linear projection of the improved 2-4-8-16-point algorithm for FCFTRB or FSFTRB
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and data permutation operator, FBO—functional operator for performing the basic
operation, FM—functional multiplication operator, FDS1 , FDS2 and FDS3—the first,
second and third delay and switching operators, FS—switching operator, FC—control
operator.

A peculiarity of the linear projection of the improved 16-point algorithm for
FCFTRB or FSFTRB is the ability to change the type (FCFT or FSFT) and the dimen-
sions of the transforms (2-4-8-16 point) by introducing control FC and switching FS

operators. Control operator FC provides the spacious and temporal deployment of the
FCFT or FSFT calculation process, and the switching operator FS provides a change in
the dimension of the transform. The main functional operators of the linear projection
of the improved 16-point algorithm for FCFTRB or FSFTRB are switching, storage
and data permutation FSSP operators and the functional operator for performing basic
operation FBO "real butterfly."

3.2 Developing 2-4-8-16-Point VLSI processor for FCFT and FSFT

For parallel-stream implementation of the improved 2-4-8-16-point algorithm for
FCFTRB or FSFTRB as a VLSI-processor [38], it has to operate on the pipeline prin-
ciple. Pipelining of the VLSI processor involves its division into steps by introducing
the buffer memory. In this case, each step of the pipeline consists of two components,
i.e., operating units and switching units, data storage and permutation [9, 12, 29].
To make the most of the benefits of VLSI technology, it is proposed to develop a
parallel-stream processor for FCFT or FSFT based on the following principles:

• modularity of structure;
• use of a system of elementary arithmetic operations;
• localization and simplification of relations between the steps of the pipeline;
• ensuring balance between input/output and calculations;
• use of pipelining and spatial parallelization of the calculation process;
• minimization of the external communication interface.

The parallel-streamVLSI processor for FCFT or FSFT is implemented by hardware
display of a linear projection of the graph of the improved 2-4-8-16-point algorithm
for FCFTRB or FSFTRB. The block diagram of the parallel-stream processor for 2-
4-8-16-point FCFT or FSFT is shown in Fig. 4, where CP is the input of the clock
pulses; T D—input for selecting the transform dimension; cos/sin—input to select the
type of transform; EOCSU—even and odd components selection unit, Rg—register,
Sw—switch, CU—control unit, PE—processor element [34].

The processor for 2-4-8-16-point FCFT-FSFT is implemented on the basis of
EOCSU and four series-connected PE . The processor for FCFT-FSFT is controlled
by the CU , which consists of non-volatile memory, address counter and registers.
The values of phase multipliers and control signals for EOCSU , four PE1-PE4 and
Sw are stored in non-volatile memory at certain addresses. The main components
of the structure of the parallel-stream processor (Fig. 4) are EOCSU , four PE, four
input Sw, destination registers Rg1, Rg2 and CU , which reflect in hardware a lin-
ear projection of the improved 2-4-8-16-point algorithm for FCFTRB and FSFTRB.
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Fig. 4 The block diagram of 2-4-8-16-point processor for FCFT or FSFT
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Fig. 5 Block diagram of EOCSU

The given components and relations between them fully reflect the structure of the
parallel-stream processor for 2-4-8-16-point FCFTRB and FSFTRB.

Block diagram of EOCSU is shown in Fig. 5, where C1-C6 are control signals,
I n1, I n2—the data inputs, Out1, Out2—the outputs of even and odd components.

The EOCSU includes the following main components: adder, switches Sw1-Sw4
and delay registers Rg1-Rg11. Input data are fed to the inputs of the adder and the
first inputs of the switches Sw1 and Sw2. The value a + b is obtained at the outputs
of the adder, which is shifted one digit right and fed to the second input of the switch
Sw1 and the first input of the group of logic elements EXCLUSIVE OR. The value
of the control signal C1 provides multiplication of data by coefficients s (C1 � 0
multiplication by 1, C1 � 1 multiplication by minus 1). Switches Sw1 and Sw2 are
controlled by the signal C2 (C2 � 0 data transfer from the first inputs, C2 � 1 data
transfer from the second inputs). Using the signals C3-C4 and C5-C6, the number of
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Table 1 The time diagram of the EOCSU performance with the 16-point FCFT-FSFT

Time In1…In2 C1 C2 Rg1 Rg5 Rg2 Rg6 Rg3 Rg7 Rg4 Rg8

0 x(0) x(8) 0 0

1 x(4) x(12) 1 1 a1 b1

2 x(2) x(14) 1 1 a2 b2 a1 b1

3 x(6) x(10) 1 1 a3 b3 a2 b2 a1 b1

4 x(1) x(15) 1 1 a4 b4 a3 b3 a2 b2 a1 b1

5 x(5) x(11) 1 1 a5 b5 a4 b4 a3 b3 a2 b2

6 x(3) x(13) 1 1 a6 b6 a5 b5 a4 b4 a3 b3

7 x(7) x(9) 1 1 a7 b7 a6 b6 a5 b5 a4 b4

8 x(0) x(8) 1 1 a8 b8 a7 b7 a6 b6 a5 b5

9 x(4) x(12) 0 0 a1 b1 a8 b8 a7 b7 a6 b6

10 x(2) x(14) 1 1 a2 b2 a1 b1 a8 b8 a7 b7

11 x(6) x(10) 1 1 a3 b3 a2 b2 a1 b1 a8 b8

Time Rg9 Rg10 Rg11 C3 C4 C5 C6 C7 Out1 Out2

0 11

1 11

2 11

3 11

4 11 011 a1 b1

5 b1 11 011 a2 b2

6 b2 b1 11 010 a3 b4

7 b3 b2 b1 11 100 a4 b3

8 b4 b3 b2 11 000 a5 b8

9 b5 b4 b3 11 010 a6 b7

10 b6 b5 b4 11 100 a7 b6

11 b7 b6 b5 11 101 a8 b5

data delay cycles is selected in accordance with the flow graph of the algorithm for
FCFT-FSFT (Fig. 1).

The time diagram of the EOCSU performance with the 16-point FCFT-FSFT is
given in Table 1.

The time diagram (Table 1) shows how the data move in EOCSU EOCSU from
inputs In1 and In2 to outputs Out1 and Out2 while performing from 16-point FCFT-
FSFT. In addition to that, the given diagram shows how the state of control signals
changes at inputs C1,…, C7 while performing from 16-point FCFT-FSFT.
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In Table 1 the values a1,…,a8 and b1,…,b8 are determined the following way:

a1 � x(0); b1 � x(8); a2 � 1/2[x(4) + x(12)]; b2 � −1/2[x(4) + x(12)];

a3 � 1/2[x(2) + x(14)]; b3 � −1/2[x(2) + x(14)]; a4 � 1/2[x(6) + x(10)];

b4 � −1/2[x(6) + x(10)];

a5 � 1/2[x(1) + x(15)]; b5 � −1/2[x(1) + x(15)]; a6 � 1/2[x(5) + x(11)];

b6 � −1/2[x(5) + x(11)];

a7 � 1/2[x(3) + x(13)]; b7 � −1/2[x(3) + x(13)]; a8 � 1/2[x(7) + x(9)];

b8 � −1/2[x(7) + x(9)].

The first PE1 performs calculations of the basic operation of the second type
a∗ � (a + b)Ri , b∗ � (a − b)Ri+1, and others (PE2, PE3, PE4) are responsible
for data transfer delay and the performance of the basic operation of the first type
a∗ � a + b, b∗ � a − b. The structure of PE1 is shown in Fig. 6.

To increase the performance of PE1, the pipeline registers Rg1–Rg4 are added to it,
which provide a reduction of the pipelining cycle. Multiplication in PE1 is performed
with ordinary accuracy.

The generalized structure of PE2, PE3 and PE4 is shown in Fig. 7. These processor
elements include control signalsC1-C5, adder and subtractor, groups of logic elements
AND and EXCLUSIVEOR, switches Sw1 and Sw2 and delay devices, which consist
of a set of series-connected registers (Rg1–Rg2 j−2 ).

A peculiarity of the processor elements PE2, PE3 and PE4 is a different number
of data transmission delay cycles, the value of which is determined by its sequence
number j ( j � 2, 3, 4) and is equal to Z j � 2 j−2. The control signals C1-C5 are
designed for switching and data transmission control. Signal C1 provides switching
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Ri Ri+1

a*=Ri (a+b)

b*=Ri+1 (a - b)

Fig. 6 PE1 structure
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Fig. 7 Generalized structure of PE2, PE3 and PE4
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of switches Sw1 and Sw2 (C1 � 0—data transfer from the first inputs, C1 � 1—data
transfer from the second inputs), signals C2, C3, C4 and C5 provide multiplication
of data by coefficients s, q, r (C2 � 1, C3 � 1—multiplication by 1, C2 � 0,
C3 � 0—data multiplied by 0, C4 � 0, C5 � 0—data multiplied by 1, C4 � 1,
C5 � 1—data multiplied by minus 1).

The processor provides 2-4-8- or 16-point FCFT-FSFT, while the clock frequency
of data input and data output does not depend on the dimension of the transform.Before
starting to work the size of the transform is selected by control signals, which are fed
to the input of the T D and the type of the transform (log .1—FCFT, log .0—FSFT) is
selected by the signal at the input cos/sin.

The processor is controlled by theCU , which generates control signals for switches
Sw, switching and delay circuits SDS1 and SDS2 and supplies the phase multipliers
Ri , Ri+1 to the inputs of the multiplication devices of PE1. The dimension of transfer
is chosen by the switch Sw (Fig. 4) and the switches Sw4 i Sw5 (Fig. 5). For the choice
of 2-, 4-, 8- and 16-tpoint FCFT-FSFT at the inputs C1 and C2 of the switch Sw and
at the inputs C3, C4 of the switch Sw4 the next values are given: 00, 01, 10 i 11. The
switch Sw5 is controlled by the signals C5, C6 and C7, at which for performance of 2-
and 4-point FCFT-FSFT the next values come: 000 i 001. While performing 8-point
FCFT-FSFT by the signals C5, C6 and C7, the next values are got: 010, 010, 001 and
011. The values of signals C5, C6 i C7 with 16-point FCFT-FSFT are given in Table
1.

Developed 2-4-8-16-point processor for FCFT-FSFT works on the pipeline prin-
ciple with the clock cycle Tk � tRg + tMD , where tRg and tMD are the operating
time of the register and the multiplication device, respectively. The maximal initial
delay determined by the number of embedded pipelined stages while performing from
16-point FCFT-FSFT is equal to 13 clock cycles.

The hardware costs for the implementation of such a processor are determined as
follows:

W16−Pr � WEOCSU +WPE1 +WPE2 +WPE3 +WPE4 + 2WSw4 - 1 + 2WRg +WCU

(14)

where WEOCSU is hardware costs for even and odd components selection unit, WPE1 ,
WPE2 , WPE3 , WPE4—hardware costs for the 1st, 2nd, 3rd and 4th processor elements,
respectively, WSw4−1—hardware costs for the switch 4 in 1, WRg—hardware costs
for the register, WCU—hardware costs for the control unit. To estimate the hardware
costs for the implementation of the 16-point processor for FCFT-FSFT, it is necessary
to calculate the costs for the implementation of the main components (EOCSU ,
PE1, PE2, PE3, PE4 and CU ). Hardware costs for the implementation of the main
components based on functional units are determined as follows:

WEOCSU � WAd + 2(WSw2−1 +WSw4−1 ) + 8WRg +WExcOR, (15)

WPE1 � WAd +WSb + 4WRg + 2WMD, (16)
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WPE2 � WAd +WSd + 2WSw2−1 + 2WI + 2WExcOR + 2WRg, (17)

WPE3 � WAd +WSb + 2WSw2−1 + 2WI + 2WExcOR + 4WRg, (18)

WPE4 � WAd +WSd + 2WSw2−1 + 2WI + 2WExcOR + 8WRg, (19)

WCU � 4WRg +WCl +WM , (20)

where WAd ,WSb, WRg,WSw2−1 , WSw4−1 ,WMD, WCl ,WM ,WI ,WExcOR, are the
hardware costs for the adder, subtractor, register, switch 2 in 1, switch 4 in 1, mul-
tiplication device, counter, memory, logic elements AND and EXCLUSIVE OR,
respectively. Substituting the values from formulas (15)–(20) into formula 14 we
obtain:

(21)

W16−Pr � 4WAd + 3WSd + 2WMD + 32WRg +WCl +WM

+ 8WSw2−1 + 4WSw4−1 + 6nWI + 7nWExcOR

To estimate the costs for processor implementation, a logic valve, which is an
element of the inverter, AND,OR type, is taken as ameasurement unit. The equipment
costs for implementation of functional nodes in the valves are given in Table 2 [35].

In Table 2, the analytical expressions are given for estimating the costs in valves for
implementation of functional nodes depending on their bitness n. In order to estimate
the costs in valves for processor implementation, it is necessary to determine the num-
ber and bitness of each type of functional node needed for processor implementation.
The estimate of the costs in valves for processor implementation is done by adding
the costs for implementation of logical elements of inverter type and, or the costs for
the determined number and bitness of functional nodes.

Substituting the values of the implementation costs for functional units given in
Table 1 into formula (21), we receive:

W16−Pr � 484n + 20n2 (22)

Table 2 The equipment costs for
implementation of functional
nodes

N p/p Functional nodes Equipment (valves) costs

1 EXCLUSIVE OR 3

2 Register 7n

3 n-bit adder 18n

4 n-bit subtractor 18n

5 Multiplication device 10n2

6 Counter 11n

7 m-input, n- bit switch 2 mn

8 m-input, n-bit memory 2mn
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Formula (22) allows us to estimate the equipment costs in the valves for the imple-
mentation of 16-point processor FCFT-FSFT.

3.3 Implementing 2-4-8-16-point processor components of FCFT-FSFT on FPGA

To implement 2-4-8-16-point processor for FCFT-FSFT, Altera Cyclone III FPGA
EP3C16F484N6 [8, 19, 33] with the Quartus II development environment was chosen.
The main components of the 2-4-8-16-point processor for FCFT-FSFT are proces-
sor elements PE1–PE4, which are implemented as separate modules. The input data
processed by FCFT-FSFT processor are 16-bit. Data processing is carried out in a
fixed-point format, which is fixed before the highest digit. A necessary condition for
the use of this arithmetic is input data and special factor transforms so that |x(n)| < 1
ta |Ri | < 1. The values of the special factors Ri for the 16-point transform are given
in Table 3.

Using FPGA, a circuit of the first processor element PE1 was developed, which
implements the basic operation of the second type a∗ � (a + b)Ri , b∗ � (a − b)Ri+1.
The circuit of the processor element PE1 is shown in Fig. 8, where Clk is clock
pulses, InA, InB—16-bit data inputs, R_Wj—inputs of phase multipliers, A_Out,
B_Out—outputs of the basic operation results of the second type.

The main components on the basis of which the first processor element PE1
is implemented are the following ones: Shift_R_1—one-digit right shift device,

Table 3 The values of the special factors Ri

i FCFT FSFT

Ri (DEC) Ri (HEX) Ri (DEC) Ri (HEX)

0 0.5000000 0 × 4000 0 0

1 0.5000000 0 × 4000 0 0

2 0.5000000 0 × 4000 0.5000000 0 × 4000

3 0 0 0.5000000 0 × 4000

4 0.5000000 0 × 4000 0.5000000 0 × 4000

5 0 0 0.7071068 0 × 5A82

6 0.5000000 0 × 4000 0.5000000 0 × 4000

7 − 0.7071068 0 × A57E 0 0

8 − 1.0000000 0 × 8001 0.7071068 0 × 5A82

9 0.2705981 0 × 22A2 0.6532815 0 × 539E

10 − 1.0000000 0 × 8001 0.7071068 0 × 5A82

11 − 0.6532815 0 × AC62 0.2705981 0 × 22A2

12 − 0.7071068 0 × A57E − 1.0000000 0 × 8001

13 − 0.2705981 0 × DD5E 0.6532815 0 × 539E

14 − 0.7071068 0 × A57E − 1.0000000 0 × 8001

15 − 0.6532815 0 × AC62 − 0.2705981 0 × DD5E
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Fig. 8 A circuit of the first processor element PE1



4942 Circuits, Systems, and Signal Processing (2022) 41:4928–4951

Fig. 9 Graphical representation and interface of the processor element PE1

Fig. 10 Time diagrams of the processor element PE_1 operation

ADD_16—16-bit adder, SUB_16—16-bit subtraction device, Mult_16—16-bit mul-
tiplication device, Rg1_16—16-bit register, Clk_Pe_1—synchronization unit. Data
from inputs In_A, In_B are fed to the shift device Shift_R_1, which perform right
one-digit shift, i.e., division by two. From the outputs of the shift devices Shift_R_1
data are fed to the inputs of the adder ADD_16 and the subtraction device SUB_16, at
the outputs of which we obtain the sum of a + b and the difference a− b, respectively.
The operation of the adder ADD_16 and the subtraction device SUB_16 is synchro-
nized with the clock pulses Clk. Special multipliers R j from the inputs R_Wj are
written to the registers Rg1_16 by the clock pulses Clk_1 and Clk_2. With the help of
hardware multipliers Mult_16 the multiplication of the sum a + b and the difference
a-b by the phase factors from the outputs of the registers Rg1_16 is performed. At the
outputs A_Out and B_Out we receive the products (a + b)R j and (a − b)R j+1, which
come from the outputs of themultiplication devicesMult_16. Graphical representation
and interface of the first processor element PE1 are shown in Fig. 9.

Time diagrams of the processor element PE_1 are shown in Fig. 10. The time
diagram (Fig. 10) determines the length of clock cycle time of the processor element
PE_1 and shows step-by-step data movement in the given processor element while
performing the basic operation of the second type a∗ � (a + b)Ri , b∗ � (a − b)Ri+1.

It is seen in the time diagrams that the results of the calculations (a + b)R j and
(a − b)R j+1 at the outputs A_Out and B_Out (a − b)R j+1 are obtained during two
clock pulses Clk. The time diagram shows an example of operation of the processor
element PE_1 for values InA � 5000, InB � 1000, R_Wj � 16,384, R_Wj + 1 �
16,384.

The structures of the processor elements PE_2, PE_3 and PE_4 are developed,
which implement the basic operation of the first type a∗ � a + b, b∗ � a − b. The
circuit of the processor element PE_3, which implements the basic operation of the
first type, is shown in Fig. 11.



Circuits, Systems, and Signal Processing (2022) 41:4928–4951 4943

Fig. 11 The circuit of the
processor element PE_3
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Fig. 12 Graphical representation of the processor element (PE_3)

Fig. 13 Time diagrams of the processor element PE_3 operation

A peculiarity of the processor elements PE_2, PE_3 and PE_4 is the uniformity
of the structure. These processor elements differ from each other only in a different
number of data transfer delay cycles, the value of which is determined by the sequence
number j of the processor element Z j � 2 j−2. Graphical representation and interface
of one of the processor elements (PE_3) is shown in Fig. 12.

The third processor element PE_3 performs a delay of 4 clock pulses. Data from the
inputs In_A, In_B are fed to the inputs of the first and second shift devices Shift_R_1,
which perform one-digit right shift. From the outputs of the first shift device, the
data are fed to the first input of the switch Sw2_1, and the data from the second shift
device are fed to the second input of the switch through the first register Rg4_16.
The first register Rg4_16 delays the data to 4 clock pulses Clk. The operation of the
switch Sw2_1 is synchronized by the speed Clk / 4. Speed division is performed by the
counter Count. The switch Sw2_l has two 16-bit input buses (In_A, In_B), an input
bus selection signal (Sel) and two 16-bit output buses Out_A, Out_B.

If at the input Sel the level of logic is "1," then the input signals are switched to the
output crosswise (Out_A� In_B; Out_B� In_A). Otherwise, the signals are switched
directly to the output (Out_A � In_A; Out_B � In_B). Data from the switch Sw2_1
output Out_A go to the input of the second register Rg4_16 and from the output Out_B
data are fed to the inputs of the adder ADD_16 (addend) and SUB_16 (subtrahend).
From the output of the second register, the delayed signals are fed to the other inputs
of the elements ADD_16 (first term) and SUB_16 (minuend). At the outputs of the
elements ADD_16 and SUB_16 the sum a + b and the difference a − b of the input
data are obtained.

Time diagrams of the processor element PE_3 are shown in Fig. 13. During the
first 4 clock pulses Clk data are not transmitted to the outputs A_Out and B_Out.
During the next 4 clock pulses the results of the calculation are obtained at the outputs
A_Out, B_Out. Time diagram (Fig. 13) shows an example of the processor element
PE_3 operation at the values InA � 15,000, InB � 16,600.
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Table 4 The number of
components of the processor
FCFT-FSFT and the expenses
for their implementation

The name of
components

The number of
components

The number of
gates

Adder 9 2592

Multiplication device 2 5120

Memory 16 × 45 bit 1 720

Register 42 4704

4-digit counter 1 44

2-input switch 8 512

4- input switch 3 384

8- input switch 1 256

Elements of logic 240 600

Implementation of the processor element PE_1 requires the use of 68 logic elements,
65 registers, 4 built-in hardware multipliers and 81 outputs. The hardware resources
required for the implementation of each of the processor elements PE_2, PE_3, PE_4
are consisted of 66 logic elements, 36 registers, 66 outputs.

The number of the used components for implementation of the 16-digit 2-4-8-16-
point processor FCFT-FSFT and the number of gates for their implementation are
given in Table 4.

The estimated number of the gates necessary for implementation of the 16-digit
2-4-8-16-point processor FCFT-FSFT equals about 14,932 gates.

On the basis of the developed processor elements, a model of processor of 2-4-8-
16-point FCFT or FSFT has been synthesized. The model is used for its work in all
performances.

3.4 Implementation of N-point processor for FCFT-FSFT based onVLSI processors
for FCFT-FSFT

The main requirement for the N -point processor for FCFT-FSFT is to ensure the
processing of data flows in real time with minimal hardware costs. To do this, the
following condition must be met:

Pd ≤ DN−Pr, (23)

where Pd is the intensity of the data flow, DN−Pr is the calculation intensity of the N -
point processor for FCFT-FSFT. The intensity of the data flow to the N -point processor
is determined as follows:

Pd � hnd Fd , (24)

where h is the number of data channels; nd is a bit size of data channels; Fd is a
data frequency. The calculation intensity of the N -point processor for FCFT-FSFT is
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determined as follows:

DN−Pr � 2pns/Cpc, (25)

where Cpc is the pipeline clock cycle of the N-point processor, ns is the bit set of data
processing channels in the low-point VLSI processor, p is the number of low-point
VLSI processors in the tier.

We synthesize the N-point processor for FCFT-FSFT on the basis of the developed
16-point VLSI processor for FCFT-FSFT, which has two processing paths, the ability
to adjust the size (2-4-8- or 16-point) and the type of transfer FCFT or FSFT. To
implement the N -point processor for FCFT-FSFT in real time we choose a matrix
structure that works on the pipeline principle. For the synthesis of such a processor,
the required number of the developed 16-point VLSI processors for FCFT-FSFT is
determined by the formula:

R � p × m �
⌈

Pd
DN−Pr

⌉
×

⌈
log2 N

log2 L

⌉
, (26)

where L � 16, ��—is the sign of rounding to a larger whole. Lower-point VLSI
processors form a two-dimensional array of size p × m, where m is the number of
series-connected low-point VLSI processors, i.e., tiers of the matrix processor; p is
the number of low-point VLSI processors in the tier. In each tier, the last m may be the
exception and 16-point FCFT-FSFT is performed. In the lastm tier, 2k-point transform
is performed, where k � log2 N − l(m − 1). The structure of the pipeline matrix
processor for N-point FCFT-FSFT is shown in Fig. 14, where SPM is specialized
parallel memory,CU—control unit, PS—pipeline step, MD—multiplication device,
VLSI low-point processor for FCFT-FSFT, CP—input of clock pulses, CC—input
of conversion code.

A peculiarity of the SPM structure is its adaptation to the data structure and to the
algorithms for calculating FCFT-FSFT. This memory provides simultaneous access
to a set of data, ordering, delay and switching of data flows. The main components of
the SPM include the storage, the switching network, the address generators and the
control unit. The capacity of each unit of SPM is equal to QSPM � 2Ui , where U is
the size of the transform; i is the data width.

Matrix N-point processor for FCFT-FSFT works on the pipeline principle, provid-
ing the division of the array of low-point VLSI processors into the pipeline steps by
introducing SPM. In this case, each step of the pipeline consists of p low-point VLSI
processors, 2p multiplication devices and SPM. Different arrays m are processed by
N-point matrix pipeline processor. Frequency of change of arrays is determined by
the macrocycle of the pipeline, which is equal to the intensity of the calculation of
DN−Pr.

Matrix pipeline implementation of the N -point processor for FCFT-FSFT provides
high efficiency of loading the hardware and most corresponds to working conditions
in real time. The use of SPM for the interaction between the steps of the pipeline mini-
mizes the problems associated with the synchronization of low-point VLSI processors
and the N-point matrix processor in general.
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Fig. 14 The structure of the pipeline matrix processor for N-point FCFT-FSFT

A peculiarity of the developedmatrix pipeline processor is the ability to adapt to the
intensity of data flow. The interface of the developed processor provides simultaneous
input of h data and output of g processing results in each clock cycle. Control over
the matrix pipeline processor for FCFT-FSFT is reduced to generation of clock pulses
that move data from input to output.

Hardware costs for the implementation of matrix pipeline N-point processor for
FCFT-FSFT (Fig. 14) are determined by the following formula:

WN−Pr � mpW16−Pr + (m + 1)pWSPM + 2p(m − 1)WMD +WCU , (27)

where W16−Pr,WSPM ,WMD,WCU are hardware costs for the 16-point processor for
FCFT-FSFT, specialized parallel memory, multiplication device and control unit.

To estimate the hardware costs for matrix pipeline N-point processors for FCFT-
FSFT we take p � N

L � N
16 ,m � log2 N

log2 L
� log2 N

4 and n � 16. Such N-point
processors for FCFT-FSFT provide the maximum intensity of calculation DN−Pr.
Hardware costs for the implementation of matrix pipeline N-point processors for
FCFT-FSFT with the maximum calculation intensity are shown in Fig. 15.

It is possible to reduce hardware costs for the implementation of matrix pipeline
N-point processors for FCFT-FSFT by reducing the number of VLSI processors in the
pipeline stages. This reduction in the number of VLSI processors will decrease the
computational intensity and increase the computation time of N-point FCFT-FSFT.
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Fig. 15 Hardware costs for the implementation of matrix pipeline N-point processors for FCFT-FSFT (N is
a transform dimension, W is a number of gates)

3.5 Discussion of the results of hardware implementation

The developed parallel-stream VLSI processor FCFT-FSFT is oriented toward pro-
cessing input data in real time. In such processing it is necessary to meet the condition
Fid < Fcc, where Fid is frequency of input data coming, and Fcc—clock cycle fre-
quency of performance of processor pipeline. There are two possible approaches to
meet this condition.

The first approach is an increase of Fcc by pipeline implementation ofmultiplication
device. In this implementation, the processor can work with pipeline clock cycle equal
to Tk � tr Rg + tadd + tdle Tk � tPg + tCm + 3tI , where tr Rg is the time of reading
information from register, tadd—the time of addition, tdle—the time of information
delay by logical element.

The second approach is parallel inclusion two and more VLSI processors FCFT-
FSFT. The number of simultaneously inclusioned processors is determined by
frequency of input data coming Fd.

4 Conclusions

We improved in this paper an algorithm for the FCFTRB-FSFTRB. We focused on
hardware implementation, which by preserving the relation scheme of algorithmswith
basis 2 and focusing the multiplication operation on one stage of the calculation pro-
vides a reduction in hardware costs and implementation on the same type of processor
elements.

Besides, a parallel-stream VLSI processor for FCFT-FSFT has been developed,
which, due to the possibility of changing phase factors and switching data transmission
from the outputs of processor elements to the output of the processor, allows choosing
the type of the transform and its dimension.

Even and odd components selection unit and processor elements that perform basic
operations of the first and second type have been implemented on Altera Cyclone III
FPGA EP3C16F484N6 with the Quartus II development environment.
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N -pointmatrix pipeline processor for fast cosine and sine Fourier transforms,which
is highly efficient for the equipment use, was synthesized on the basis of the developed
2-4-8-16-point parallel stream processor.

The developed 2-4-8-16-point processor of fast cosine and sine Fourier transforms,
processors of discrete Fourier and Hartley transforms of complex, real, complex-
linked, even and odd sequences ensure paralleling of the processing process and their
simple performance.
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