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Abstract
Lane detection is an essential part of safety assurance in intelligent vehicle and advanced driver assistance systems. Despite
many methods having been proposed, there still remain challenges such as complex road surface and large curvature. In this
paper, we present a robust lane detection method under structured roads to solve these issues. The method contains two parts:
straight line detection in near field and curve matching in far field. Instead of generating top-view image by inverse perspective
mapping (IPM), we propose a new form of IPM application to reduce noise that we only take advantage of sub-pixel-level
spatial relations and project line segments obtained by line segments detector to top-view image. Then, we apply density-based
spatial clustering of applications with noise to clustering segments and design a fusion method to extract the optimal lines
combination from clusters. Finally, a weighted hyperbolic model is proposed to finish curve fitting. The results of experiment
indicate that the method has robust performance in complex environment.

Keywords Lane detection · LSD · DBSCAN clustering · Curve fitting

1 Introduction

Intelligent vehicle has become a commanding height of the
current automobile development. Advanced driver assistance
systems based on visual sensors need to be able to effectively
identify and detect lanes, vehicles and other obstacles on
the structured road, and optimize vehicle conditions while
moving(Yang et al. 2018). As an indispensable part of vision-
based lane departure warning system (LDWS) and adaptive
cruise control, the main purpose of lane detection is to detect
line markings on road, so as to determine whether there is a
trend that the car is going to deviate from the current lane.
The accuracy of detection and mathematical fitting is the
basis of lane keeping, which ensures the stability and the
safety of the systems. According to Insurance Institute for
HighwaySafety (IIHS), about 50%of the car traffic accidents
are caused by cars deviation from their normal driving lane,
and lane departures are also regarded as the main cause of
the vehicle rollover accidents. Vision-based LDWSwith lane
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detection can reduce the accidentmortality by 86%(Cicchino
2017). Visual representation of lane detection is shown in
Fig. 1, in which the blue lines are our targets.

So far, many lane detection algorithms have been pro-
posed. According to Narote et al. (2018), lane detection
contains two approaches, feature-based methods (Aly 2008;
Taubel et al. 2014; Niu et al. 2016) and model-based meth-
ods (Ruyi et al. 2011; Wang et al. 2011; Shin et al. 2015).
The former approach aims to extract low-level features from
the images and the latter uses geometry to describe the shape
of lanes. Though different ideas and methods are adopted
in the two types of detection, some common strategies are
introduced in both approaches. Aly (2008), Taubel et al.
(2014), Ruyi et al. (2011) and Shin et al. (2015) apply inverse
perspective mapping (IPM) to generate top-view image and
remove perspective effect. Features such as parallel and ver-
tical can be used on top-view image after edge detection. The
effect of IPM usually depends on the mathematical modeling
of the mapping relations between the two planes and inter-
polation for generating IPM images. Besides IPM, Hough
transform (HT) is another widely used algorithm mainly for
straight line detection or linear modeling (Wang et al. 2011;
Niu et al. 2016). Because of the voting procedure in HT, the
edge of shadows and other lane marks would be strong noise.
In addition to that, linear model is hard to describe the lanes
with large curvature. So, challenges still exist as follows.
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Fig. 1 Visual representation of lane detection

1. Noise interference. Lane detection is greatly affected
by traffic conditions on urban streets. Unclear lanes,
complex road marks and shadows further increase the
difficulty of detection.Methods based on IPM are greatly
affected by these noises. Interpolation algorithms in IPM
also produce sawtooth-type noise. The farther the space
is from camera, the worse the quality of interpolation
result is.

2. Environment factors. Weather and light will also affect
lane feature extraction, and overexposure will lead to
unclear lane, resulting in missed detection.

3. Curvature. Lanes usually have a certain curvature. When
the curvature of the lane become relatively large, simple
models cannot fit the shape of the lane effectively.

To solve the influence of IPM on line detection and reduce
the noise generated by road markings and shadows, we con-
sider applying a two-stepmethod to overcome the challenges
above. In this paper, a lane detection algorithm based on line
segment detector (LSD) (Grompone von Gioi et al. 2012)
and weighted hyperbolic model is proposed. Algorithm flow
is shown in Fig. 2. Therefore, the lane detection contains two
parts: straight line detection in near field and curve fitting in
far field.

In the near field, we abandon the idea of generating IPM
image but project line segments to top-view plane with map-
ping matrix. The line segments {L} represented as endpoint
coordinates are extracted from the gray image by the LSD.

The endpoint coordinates in {L} are projected to the top-view
image with IPM matrix and get a new set {L} → {L IPM}.
Then, the segments in {L IPM} are represented by point
p(ρ, θ) ∈ {PIPM} with the idea of polar space. We cluster
{PIPM} through density-based spatial clustering of applica-
tions with noise (DBSCAN). After that, a method for fusion
is designed to fuse clusters and generate candidate lines.
Because the lanes on top-view plane are nearly parallel and
the distance is similar, a straight lines combination that meets
the characteristics is selected from candidate lines.

In far field, we reproject the line combination in near field
to the source image coordinate system and get the parameters
of these lines. After that, a 5×5 convolution kernel for edge
detection is obtained by a simplified LOG operator. With this
kernel, the edge is extracted from the gray image by convolu-
tion. Then, wematch the weighted hyperbolic model on edge
image to obtain the optimal curvature of the hyperbolic. At
last, the optimal lane is obtained.

The main contributions of this paper are as follows:

1. We propose a new form of IPM application. Instead of
generating top-view images, we consider processing the
line detection on the original image and only analyzing
the spatial relationship of line segments on the top-view
image with sub-pixel-level mapping matrices between
the two images. It can effectively correct the interpolation
error caused by IPM.

2. We use DBSCAN to cluster lane edge segments and
design a method to get the fusion result of the elements
in the cluster and extract the best combination among the
clusters under the constraints to obtain a set of candidate
lines in near field.

3. We propose a weighted hyperbolic model to fit the lane
lines in far field, which can adapt to the curvature of the
lane line and get more accurate results on the lanes with
large curvature.

The rest of this article is organized as follows. Section 2
introduces the existing relevant studies. Section 3 introduces
the methods of processing, clustering and screening straight

Fig. 2 The framework of the
proposed method

Input
Image

Line Segment 
Detector

Inverse Perspec�ve 
Mapping

DBScan Clustering

Near Field

Output
Lanes

Far Field

LOG Edge Detec�on

Curve Model 
Matching

Lines 
combina�on

123



A robust lane detection method based on hyperbolic model 9163

lines in near field part. In Sect. 4, we describe the process
of edge detection and weighted hyperbolic model matching.
In Sect. 5, the experimental results are given and analyzed.
Finally, the inference is given in Sect. 6.

2 Related work

At present, the popular traditional lane detection algorithms
are divided into two steps, first is to extract lane features
[color (Chiu and Lin 2005; Mammeri et al. 2016), edge
(Lan et al. 2009; An et al. 2013; Tu et al. 2013; Wu et al.
2014; Niu et al. 2016), etc.] directly, and then fit the lane
with default models (straight line model (Saudi et al. 2008),
parabola (McCall and Trivedi 2006; Zhao et al. 2012; Yu
et al. 2017), polynomial, spline (Wang et al. 2000, 2004;
Hsiao et al. 2009; Wang and An 2010), etc.). Since the road
environment is usually very complex, the algorithms based
on feature extraction directly are affected by noise from non-
lane road, which means the result is unstable. The difficulty
of the latter is whether the default model matches the lane
and whether the parameters of the model can be acquired
correctly.

In the preprocessing stage, it is necessary to denoise (Liu
et al. 2017) and extract lane features in frames such as color,
gradient, edge, lane width and vanishing point in a complex
road environment. Chiu and Lin (2005) propose a lane mark
detection method based on color segmentation and obtain
thresholds by using gray-level histogram. Mammeri et al.
(2016) apply the HSV space to extract the yellow and white
features of the lanes for lane detection. But the detection per-
formance is affected by night environment, different lighting
conditions or passing cars. In a complete sequence of images,
the feature information of the target or the background may
change in different situations, such as illumination variation,
occlusion and scale variation (Liu et al. 2018). Since most
color models are sensitive to light, it is usually necessary
to use edge detection to extract lane features. The common
edge detection methods include Sobel (Lan et al. 2009; Tu
et al. 2013; Ozgunalp et al. 2017; Song et al. 2017), Canny
(Wang et al. 2000; Wu et al. 2014; Andrade et al. 2017),
steerable filter (McCall and Trivedi 2006), etc. Niu et al
(2016) use Canny operator to obtain edge image and then
use DBSCAN to cluster the small line segments obtained by
modified Hough transform to get straight line equations of
the left and right lanes. This method performs well in most
cases, but the performance decreases obviously in the case
of large curvature. Andrade et al. (2017) use oriented gradi-
ent filter to remove unnecessary information and introduce
the yaw angle of the vehicle to correct the filtering direction.
Vanishing point (Ozgunalp et al. 2017; Piao and Shin 2017;
Tian et al. 2018) is used to control ROI region and multi-

lane detection parameters. Lee et al. (2018) use �-ROI to
constrain the lane line in perspective images.

The representation of the default model is achieved from
simple linear models to complex spline models. Saudi et al.
(2008) apply randomHough transform to detect straight lines
in the literature. This method has good performance on the
straight lanes, but cannot detect the lane with curve. McCall
and Trivedi (2006) propose a simple parabolic model, which
includes lane location, angle and curvature. The authors (Yu
et al. 2017) get the control points by getting the straight line
model first, and use the control points to fit the curve in the
parabola model, and then apply RANSAC method to opti-
mize the parameters. Although the parabolic model fits the
geometric features of lanes, the connection part between the
straight line and the curve is usually bad. To solve this prob-
lem, a parabolic model of second order is proposed (Zhao
et al. 2012). However, with the order of the model increas-
ing, it is more sensitive to noise. Wang et al. (2004) propose
a new spline-based lane model, which uses cubic B-splines
to fit the midline on both sides of the lane. In their method,
both sides of the driveway are assumed to be parallel. A lane
model based on CabMull-ROM spline is proposed (Wang
et al. 2000). It is also called Overhauser spline, that is, local
interpolating splines. Vanishing point is used to calculate B-
spline control points (Hsiao et al. 2009). S Jung et al. (Jung
et al. 2015) accumulate pixels along the time axis on the
scanning line in the sequence images and then use a cubic
polynomial and least-square method to fit the lane line.

3 Straight line combination extraction

The main purpose of this part is to achieve primary local-
ization of lanes by extracting the optimal line combination
that meet the feature, and provide parameters for subsequent
curve fitting. After the internal and external parameters of the
camera are calibrated, we can get the vanishing point of the
image. The ROI area of near field is selected as the bottom
3/4 part of the area below the vanishing point. The process
is mainly divided into three steps: line extraction based on
LSD in near field, inverse perspective transformation of lines,
clustering and selection of straight line segments.

As shown in Fig. 3, the algorithm in near field starts by
setting the ROI of the grayscale image. Then, we detect line
segments by LSD, and simultaneously the perspective and
inverse perspective mapping matrices are calculated. After
we project the segments to the ground plane with the matrix,
a histogram is applied to obtain the lane direction. DBSCAN
is used for clustering the segments, and we proposed a fusion
and extraction method to process the clusters and get opti-
mal lines combination of results. At last, the combination is
reprojected to the original image.
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Fig. 3 Processes of straight line extraction in the near field

3.1 Line segments detection

The first step for straight line extraction in near field is to
detect line segments in the ROI by LSD algorithm. Line seg-
ments detector is an algorithm for extracting local straight
lines, and it can get sub-pixel accuracy result in linear time
(Grompone vonGioi et al. 2012). AlthoughHough transform
is widely used in line detection, it still has some limitations,
such as the shortcoming of slow calculation rate and the
large amount of computation and storage. Another reason
we choose LSD is that we aim to use the mapping rela-
tions between perspective image and top-view image, which
means we need endpoint coordinates but not straight line
equations. However, the voting procedure in HT determines
that the output of HT must be a straight line. The advantage
is that it can extract straight line segments accurately on any
digital image, and does not need to set parameters manually.
The algorithm calculates the level-line angle of each pixel
in the image, which is perpendicular to the gradient angle
at the current pixel point. The level lines which are adjacent
and within a certain threshold form a line-support region, as
shown in Fig. 4.

Considering the characteristic that LSD is based on the
gradient direction, one edge is usually divided into two seg-

Fig. 4 Level line and gradient are perpendicular to each other. The
orange line represents level line and the red one is gradient. On the
right side, the three images represent gray image, level lines and level-
support region, respectively

ments on the image, which may affect the complexity of
computation. Therefore, we do LSD straight line detection
directly on the gray image and make preliminary screening
according to the line angle. In the world coordinate system,
the object perpendicular to the ground is at an angle of 90° on
the perspective plane (relative to theX axis of the image).And
the edge of the object parallel to the ground is parallel to theX
axis in the perspective plane. Therefore, the straight line seg-
ments approaching these two angles can be identified as noise
and filtered out. In the actual filtering process, we choose to
retain the straight line at the angle of [5◦, 85◦]∪ [95◦, 175◦].

3.2 Inverse perspective mapping (IPM)

To obtain the information of the lane marks on the road bet-
ter, it can effectively highlight the geometric features of the
lanes by converting the image to bird view, and eliminate the
interference and error of the perspective for detection and
recognition. On the perspective image, lanes which are not
obviously relevant can show geometric characteristics such
as parallel and equidistant after inverse perspective mapping.

For the following considerations, we decide to detect the
lines first and then proceed to IPM:

1. LSDalgorithm is sensitive to the sawtooth noise.Because
of the perspective transformation, the closer to the van-
ishing point (the farther away from the visual distance),
the less the image feature is. After IPM, a large number
of sawtooth noise will appear on the far ground, resulting
in excessive noise generated by line detection, whichwill
affect subsequent calculations.

2. When the vehicle ismoving, the pitch angle of the camera
changes because of the uneven road or sudden change in
speed. The pitch angle measured under static condition
is not accurate in motion, which also causes the error
of IPM image. This error may cause the edge of some
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obstacles (such as vehicles) on the source image to be
detected after the inverse perspective transformation.

3. Because we do not do the straight line detection on the
top-view image, we only need to find the coordinate
mapping matrix from the original image to the top-view
image. This process only needs to be calculated once.
The parameter equation of line segment is converted
to the ground plane coordinate directly by the mapping
matrix, instead of using inverse perspective transforma-
tion and pixel interpolation for the whole image, which
will greatly reduce the computation.

According to Zhang’s theory (2000), a 3D point M̃ �
[X ,Y , Z , 1]T to its image projection m̃ � [u, v, 1]T can be
represented by the following expression:

sm̃ � A
[
R T

]
M̃ (1)

where s is an arbitrary scale factor, A is the camera intrinsic
matrix, and

[
R T

]
is the extrinsicmatrix of the camera.R and

T are the rotation matrix and translation matrix, respectively.
We assume the world coordinate system

(
Xw Yw Zw

)
,

camera coordinates system
(
Xc Yc Zc

)
and image coordi-

nates system (Xi ,Yi ). As shown in Fig. 5, we can solve
the upper expression based on the intrinsic matrix and the
extrinsic matrix of the camera to get the mapping matrices
(Aly 2008).

The transformation from the world coordinate system to
the camera coordinate system is mainly represented by the
rotation and translation of the coordinate system. We define
that the pitch angle of the camera coordinate system relative
to the world coordinate system is alpha. During the instal-
lation of the camera, we set the yaw angle as yaw � 0,
the roll angle as roll � 0, the height of camera as h. And
we assume that the origin points of two coordinate systems
coincide. The intrinsic matrix of the camera is defined as

Fig. 5 Relations among systems

A �
⎡

⎣
fu 0 cu
0 fv cv

0 0 1

⎤

⎦, where ( fu, fv) is the focal length of the

camera, (cu, cv) is the optical axis center of the camera on the
image. We define that α is pitch angle,i P � {u, v, 1, 1} rep-
resents image plane, and g P � {

xg, yg,−h, 1
}
represents

ground plane.
Here, we can get relations as follows.

1. Projection from the source frame to the ground plane,
P � g

i T
i P:

g
i T � h

⎡

⎢
⎢
⎢⎢
⎣

− 1
fu

0 1
fu
cu 0

0 1
fv
sin α cosα − 1

fv
cv sin α − cosα 0

0 1
fv
cosα − 1

fu
cv cosα + sin α 0

0 − 1
h fv

cosα 1
h fu

cu cosα − 1
h sin α 0

⎤

⎥
⎥
⎥⎥
⎦

(2)

2. The inverse of the transform from the ground plane to the
source frame, P � i

gT
g P:

i
gT �

⎡

⎢⎢
⎣

fu cu cosα −cu sin α 0
0 cv cosα − fv sin α − fv cosα − cv sin α 0
0 cosα − sin α 0
0 cosα − sin α 0

⎤

⎥⎥
⎦

(3)

By the two transformations above, we can get the sub-
pixel points mapping matrix from the original image to the
IPM image, and their inverse mapping matrix.

According to the set of line segments we get on the source
image, we project these line endpoint coordinates to the
bird’s-eye view through the matrix and get the set of straight
lines {L IPM} � {(Pstart, Pend)} after the projection. Among
them, Pstart stands for the starting point of a line segment,
and Pend stands for the ending point.

As shown in Table 1, if we apply IPM and image inter-
polation before LSD straight line detection, we will take an
extra 7.8 ms per frame, which means another 24.84% time
cost for generating top-view image. As shown in Fig. 6, the
straight line segments obtained from the source image are
more consistent with features and spatial relations, and have
less false positive results due to sawtooth noise. In Fig. 6b,
c, the method IPM with interpolation extracts the boundary
of the tree shade wrongly.

Table 1 Average detection time of two methods

Method Total time (ms/frame)

IPM with interpolation 39.2

IPM without interpolation 31.4
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Fig. 6 a LSD on the ROI of the source image, b results of projecting the segments on ROI to IPM image, c results of applying LSD on the IPM
image. It can be seen that the segments in b are much more accurate than that in c

3.3 Line segments clustering

Though LSD algorithm performs well in the detection speed,
it also has obvious disadvantages in some cases.

1. In the case of line intersection, LSD algorithm needs to
find the unused pixels from a sorted list as seed points,
which means a point can only belong to a straight line
segment. If two straight lines intersect, there must be at
least one straight line cut to two. Because the algorithm is
based on the gradient and the gradient of the intersection
point is often small (not detected as the edge point), it
is very likely that the two intersected lines are split into
four lines segments at the intersection point.

2. The ranking algorithm in LSD is a pseudo-sorting algo-
rithm based on greedy algorithm. Sowhen a long straight
line is obscured or partially blurred, it will often be split
into several straight lines segments. These shortcomings
do not exist in Hough transformation.

Therefore, relative to Hough transform, LSD can get more
straight line segments in an image. In the procedure of
extracting lanes, one lane edge may be divided into multiple
line segments. For this reason, we consider applying cluster-
ing method to merge multiple segments into a straight line.
With the idea of Hough transformation, we transform the set
of {LIPM} from the image coordinate system to the polar
coordinate system. Each point (ρ, θ ) in a polar coordinate
system represents a specific line segment.

The parameter equation is as follows:

ρ � x · sin θP + y · cos θP , 0◦ < θ P < 180◦ (4)

To simplify the computation, we make histograms pro-
jection according to the angle between the line segment and
the X axis in Cartesian coordinate system. Here, θD meets
θD � θD + 90◦. Because lanes and road edges are parallel,
we think that the theta of the peak region in the histogram is

Fig. 7 Histogram of lines directions. The angle θ is defined as θ �
arctan(�y/�x);�x and�y are the absolute value of the two end coor-
dinates of a line segment

the lane direction in near field. Considering that the change
of pitch in vehicle driving will affect the inverse perspective
transformation, we focus on the lines of 5° near the peak
point. Figure 7 shows the angle of line segments on IPM
image, and the peak point is nearly 90°. The segments in
polar coordinate form near peak value are shown in Fig. 8.

The advantage of DBSCAN algorithm is that clustering
does not depend on the order of traversing points. It can iden-
tify various shapes of clusters fast and eliminate noise points
effectively (Hahsler and Piekenbrock 2017). More impor-
tantly, unlike K-means (Kant et al. 2018) and other clustering
methods based on distance (Liu et al. 2017), DBSCAN does
not need to set the number of clusters which satisfies our
needs (Sahu et al. 2018). In polar coordinates system, the
line segments like the same straight line are close. In this
paper, we use DBSCAN to cluster the line segments and use
the length of the line segment in the cluster as weight. The
segments in the same cluster are fused and represented by one
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Fig. 8 Distribution of line segments in polar coordinates after histogram
filter

point. By this method, we can effectively reduce the number
of straight lines to get the set S of the clusters and fuse the
straight lines sk ∈ S in each cluster.

wi � li/
n∑

j�0

l j (5)

{
ρc � ∑n

i�0 wi ∗ ρi
θc � ∑n

i�0 wi ∗ θi
, (ρi , θi ) ∈ sk (6)

We define li as the length of a line segment in cluster sk
after clustering, and wi is the weight of the line segment.
According to the weight wi, the fused straight lines of the
clusters are calculated (ρc, θc) ∈ Lc. Not all fused straight
lines in set Lc belong to lanes. It is necessary to find an opti-
mal line combination thatmeets the geometric characteristics
of lanes through some constraint conditions. The distance
between the lanes is usually fixed, so the distance of the
adjacent lines in combination should meet d1 ≤ �ρ ≤ d2,
in which [d1, d2] is the threshold interval of lane width.

Here, we design a line combination extractionmethod: the
fused lines in Lc are ordered in ascending order by |ρ|, and
then the sequence is reformed to a directed graph accord-
ing to the condition of the threshold interval. So that each
path from top to bottom of the graph is a candidate combi-
nation. Among all the candidate combinations, we consider
that the combination which has maximum sum of length is
the optimal one. After projecting the combination back to the
perspective image, we will further deal with the final straight
lines in next section.

Figure 9a is a collection of unclassified line segments on
IPM image. Figure 9b is the result of DBSCAN clustering,
in which the black circles represent the non-classified noise

Fig. 9 a Line segments projected on IPM image, b results of DBSCAN clustering, one color represents one cluster, c results of cluster fusing, and
colors of lines correspond to the colors of clusters, d optimal combination extraction from candidate lines, e lines reprojected to original image
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and different colors correspond to different clusters. The X
axis represents the direction of straight line, and the Y axis is
a scaling rho. Figure 9c shows the fused results of clusters on
IPM image, and the color of line corresponds to the color of
each cluster in Fig. 9b. Figure 9e is the best line combination
obtained after our proposed filtering method. Figure 9e maps
the line combination back to the source image by using the
previous obtained mapping matrix.

4 Lane fitting

The shape of the lane is not usually straight but has a cer-
tain curvature. The line combination obtained at the previous
stage cannot satisfy the actual road conditions in far field. To
improve the accuracy of lane detection, we need to fit the
curve of the lane. In this paper, we use a weighted hyper-
bolic model tomatch pixels on edge images to get the highest
matching rate curvature.

4.1 Edge detection

At present, thewidely used edge detection operators on space
domain such as Sobel, Canny, Prewitt operators are sensitive
to noise. Some new theory such as fractal shows potential
for edge detection (Liu et al. 2014). Laplacian operator is
also a commonly used edge detection operator based on the
two derivatives (Maini and Aggarwal 2009). To reduce the
sensitivity to noise, Marr combined Gaussian filtering with
Laplacian edge detection (Fig. 10).

First, the original image is processed byGaussian smooth-
ing; thus, the noise is restrained maximally. Then, the edge is
extracted from the smooth image, and the probability of the

Fig. 10 Edge detection result

false edge is minimized. The LOGoperator has the following
form:

G(x, y) �
(

− 1

πσ 4

)(
1 − x2 + y2

2σ 2

)
e

(
− x2+y2

2σ2

)

(7)

To simplify the operation, we designed a convolution ker-
nel of 5×5 to deal with the image. The convolution kernel
of the design is as follows:

k �

⎡

⎢⎢⎢⎢
⎣

−1 −1 −1 −1 −1
−1 2 2 2 −1
−1 2 0 2 −1
−1 2 2 2 −1
−1 −1 −1 −1 −1

⎤

⎥⎥⎥⎥
⎦

The kernel is used to convolve the gray image to get the
edge image.

4.2 Curve fitting with weighted hyperbolic model

Because curvatures of the left and right lanes are basically
the same in the perspective image, the hyperbolic model is
therefore used to fit the curves. The equation is y � A ·
tan α
x−h + k · x + b, where α is the curvature of the hyperbola
and A is a parameter for controlling changes of the curvature.
Setting a certain range of the hyperbola’s curvature, and with
the parameters obtained by former stage, we can calculate all
curvatures in the range. The step size of the curvature is 1.
After that, the optimal matching ratio can be calculated by
matching ratio formula and weighting formula. The curve
with the highest matching rate is taken as the final fitting
result, as shown in relations (8) and (9):

M �
W ,H∑

i�0, j�0

w(i, j) · p(i, j) (8)

w(i, j) �
{
(i − h)/h (i > h)
0 (i ≤ h)

(9)

where M is the matching rate, W and H are the width and
height of the edge image, (i, j) represents the coordinates of
the pixels, and w(i, j) is a weight function. It can easily be
seen that the edge pixel has a larger weight if it is closer to
the observer, while the weight of the pixel that is out of the
range is zero. p(i, j) represents the distance from the point
(i, j) of the binary edge image to the curve. The curvature
that has the largest matching rate is taken as the curvature of
the current lane (Fig. 11).
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Fig. 11 Results of curve fitting

5 Experiments

5.1 Setup

5.1.1 Environment

The algorithm we use is tested on an Intel I7 4850HQ
2.30 GHz CPU, which is equipped with 16 GB RAM for
experiment. The whole system is coded in C++ onMicrosoft
VS 2013 environment with open source OpenCV image
library.We use open source database to conduct experiments.
All frame sizes are 640×480 pixels, and the program runs
at 31 fps.

5.1.2 Dataset

Caltech dataset (Aly 2011): the dataset consists of four
sequences of frames in urban city under structured road,
totaling 1225 frames with resolution of 640×480. The scene
includes a variety of complex conditions, including shadow,
straight/curve lane, ground crack/road signs interference,
occlusion, overexposure andother challenges. The lane edges
in Clip Cordova1 are clear, but the lane curvature is large,
and there is roadmarking interference. InClip Cordova2, the
borders of lanes are not clear and some frames are exposed.
There are tree shades and passing cars in Clip Washington1.
Also, there are a lot of shadows and noise in Clip Wash-
ington2. The dataset also provides a tool to label the ground
truth of lanesmanually, as well as lane detection results using
method described in Aly (2008).

5.1.3 Baseline

The experiment was tested in two-lane mode (detecting only
the two lines of the lane on which the vehicle is driving).

We compared our results with the methods described by Aly
(2008), by Ruyi et al. (2011), by Shin et al. (2015) and by
LDTFE (Niu et al. 2016). The reasonswe choose these papers
are that we try to solve the disadvantages of IPM interpola-
tion.Aly,Ruyi andShin all applied top-view image to achieve
lane detection. Furthermore, all the fourmethods use Caltech
dataset to evaluate performance. Though Niu did not apply
IPM, he is the state of art on Caltech dataset.

5.1.4 Metric

The main performance metrics of our algorithm are: accu-
racy rate AR � Nt

Ngt
, false positive rate FP � Nf

Nall
and false

negative rate FN � Nm
Ngt

. Here, we define the number of true
detections as N t, the number of false detections as N f, the
number of missed lanes as Nm, the number of all ground
truth lanes as Ngt and the number of all detections as Nall.

5.2 Parameters

The main parameters of our algorithm are concentrated in
two parts. One is the processing of clustering data before
DBSCAN and the setting of some parameters for DBSCAN
clustering. The other part is the parameters for screening
fused results after clustering.

Because the direction of the lane in the IPM image is about
90° relative to the X axis, the value of θ represented by polar
coordinates is around 0° and 180°. If we apply DBSCAN
clustering with direct polar coordinates, it may lead to a sit-
uation that two straight line segments belonging to the same
cluster cannot be clustered together because of θ . So we con-
sider the angle of line direction insteadof thenormal direction
θ in the polar coordinates (Fig. 12).

The IPM image size is 640×480, so the range of ρ should
be (−800, 800), while the acceptable angle range of lane
direction in cluster is about 1°. Obviously, we should reduce
ρ with a right scale to ensure the success of clustering. The
width of the lane line on the IPM image is usually 3–5 pixels,
so ρ is modified by a factor of 1/6.

DBSCAN clustering has two main parameters, one is the
radius eps and the other is theminimumnumberMinPts spec-
ified in the cluster. The two parameters in this paper also
determine the effectiveness and performance of the algo-
rithm. The remaining line segments on the image are not
very dense after the lines are screened by angle on the source
image and the peak of the straight line direction is obtained by
histogram on the IPM image. For example, theremay be only
the left or the right edges in a lane line. So, if MinPts is too
large and eps is too small, many lines will not be clustered
successfully and then will be mistaken for outliers, which
results in an increase in missed detection. And if eps is too
large, too many line segments would be clustered together.
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Fig. 12 Examples of correct lane detection

Fig. 13 Impact of different eps on accuracy

We take the Clip Washington2 as the samples to test the
impact of different eps values on accuracy (AR%), in order
to produce the optimal eps value. As shown in Fig. 13, when
n � 2, the value of abscissa eps is [1.0, 2.0], the step size
is 0.1. The ordinate is the accuracy. Experiments show that
when eps � 1.2, the accuracy rate is the highest.

In the process of combination extraction, we believe that
lane width should be between [50, 80]. Then, the fused lines
are placed in a directed graph by the distance among each
other. Two lines that meet the threshold interval have a
directed path between them. By searching the path from the
top to the bottom, the best combination is obtained with the
highest confidence. If this combination does not exist, then
the two lines which are nearest to the image center andwithin
the threshold will be considered as lane lines.

5.3 Experiment results

As shown in Table 2, LSD costs the most computing time of
the whole operation. That is limited by the algorithm perfor-
mance, which we cannot change. We also find that clustering
and fusion part only costs 0.19 ms/frame, which means our
method is simple but logical. Because this step determines
whetherwe could extract the best straight line combination, it
is the key to build linear model in near field. The total com-
puting time is 31.87 ms/frame, which means the program
runs at 31 fps.

We tested the performance of our algorithm on the Caltech
dataset. As shown in Figs. 12 and 14, the scenarios include
challenges such as curvature, lane marks, shadows, overex-
pose, etc. In Fig. 14, some intermediate results are listed.
Column (a) is the original images. Column (b) is the line
segments which are extracted from ROI image and projected
to top-view plane. Column (c) is the results after DBSCAN
clustering and fusion, and Column (d) is the final combina-
tion of clustered lines. Column (e) shows that our method
has a good performance on these challenges.

In Table 3, the experimental results are displayed. We get
better performance in Clip Cordova1 and total. The average
detection accuracy is 97.5%. The reason is that we aban-
don generating top-view images, which reduces much noise
caused by interpolation and false lines that are not on the
ground. The IPM matrices can provide sub-pixel-level accu-
racy of spatial relations, as well as less computing time for
interpolation. In addition to that, the weighted hyperbolic
model performs well on curve fitting, so we get a better result
in Clip Cordova1.

BothRuyi’s and Shin’smethods are based on IPMand par-
ticle filter, so their results have something in common. They

Table 2 Computing time of each
step

Step Preprocessing LSD Clustering and
fusion

Curve fitting Total

Time
(ms/frame)

2.12 22.76 0.19 6.80 31.87
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(a) (b) (c) (d) (e)

Fig. 14 Some examples of results in various scenarios, including curvature, lane marks, shadows, overexpose, etc. The columns are a original
images, b segments projected to top-view planes, c results after DBSCAN clustering, d curve fitting, e results

both get good results in Clip Cordova1 but perform not well
in Clip Cordova2. Because there are many different pave-
ment types and the sun is facing the vehicle, the performance
of IPM and initial parameters are the keys to correct detec-
tion. Once the surface of road is painted with other marks or
the extrinsic parameters of camera are changed, the accuracy
of detection would decrease.

Compared with LDTFE, our method applies hyperbolic
model to further fit the obtained parametric equations of lines.
Because of a lot of curvatures in Clip Cordova1, our method
performs better in these curvilinear lanes. Like Aly’s (2008)
problems in Clip Cordova2, a lot of FP in the experiment is
due to the fact that there is no lane line but curb on the right
side of the vehicle in images. In the process of line detection,
road shoulder stone is mistaken for lane because its direction
and curvature are the same as lane and it has strong edge,
which leads to the false detection as the lane line. We think

this kind of false detection is acceptable. In terms of total
data, we have less FN than LDTFE.

As shown in Fig. 15, the first row is some false detection
in LDTFE. LDTFE algorithm performs not very well in lane
detection for Clip Cordova1, in which the lanes have a lot
of curvature. LDTFE method cannot generate very accurate
small segments, because it will be more difficult to process
the curvedpart as a straight line. The core ofLDTFE ismainly
based on modified Hough transform line detection, so it is
not very good at matching the lane with large curvature. In
our method, the weighted hyperbolic model is used to match
the lane lines, which is more suitable for dealing with large
curvature. Secondly, LDTFE only focuses on the clustering
of the left and the right lanes in the clustering process. When
one lane line is a dashed line and the line outside it is a solid
line, which may have more small line segments on the edge.
Its feature may be more suitable for the constraints proposed
in Niu’s paper, so the inner dashed line is filtered out.
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Fig. 15 Comparison between LDTFE and our method. The first row is
LDTFE’s false detection. The second row is our performance on these
frames

Fig. 16 Some examples of false detection of our method

5.4 Limitations

Of course, our method has some limitations. Figure 16 shows
some false detections in our method. Because the lane width
sometimes changes when vehicles enter or exit junctions, the
lane on one side forms into S-type. However, the hyperbola
cannot fit it well. This is the defect of the model. But in
most cases hyperbola can fit the lane shape well. Secondly,
since the color features are not applied, we cannot filter out
the edge of the road shoulder stone, which leads to a large
number of false positive detection. But we think that this kind
of mistake is acceptable, because the edge of the road also
reflects the shape of the lane.

6 Conclusion

We propose a robust lane detection method, which uses
straight line detection in near field and curve matching in far
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field to get the lane line. In near field, the line segments of the
region of interest on the source image are obtained by LSD
algorithm and projected to IPM image. The line segments are
clustered by DBSCAN using the idea of polar coordinates.
We design an extraction method to get the optimal fused line
combination and project it back to the source image. In far
field part, we design a weighted hyperbolic model to fit the
lane line. The experimental results achieved an average accu-
racy of 97.5% with a speed of 31 frames per second, which
means the proposed algorithm can achieve good detection
results and satisfy real-time requirement.

In future work, we consider further optimizing the perfor-
mance of line segments clustering. Some filtering methods
are also considered to apply to solve the interference of curb.
We also plan to use other curve models to better describe the
lane shape. The next challenge is to recognize the type of
lanes.
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