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Abstract An advanced adaptive sonar module is described, capable of being con-
figured to different circumstances and distances according to reflectors found in the
environment. Thanks to the sensory distribution, it is possible to identify three basic
types of reflector (planes, edges and corners). Furthermore, a heuristic map of the
environment is built. The proposed methods have been computationally optimized,
and implemented in a real-time system based on a Field-Programmable Gate Array
(FPGA) and a Digital Signal Processor (DSP). Results have been obtained in the
detection, classification and mapping of obstacles; and finally testing has been carried
out on a commercial vehicle.
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1 Introduction

Traditionally, ultrasonic transducers have been used in several robotic applications
to perform different tasks such as obstacle avoidance [1–4], mobile robot guidance
[5, 6], or building of environment maps [7, 8]. Sometimes, only distances are
measured between reflectors and transducers, so a reduced amount of information
is provided. In other cases, the ultrasonic signal is processed in a more complex
way, collecting as much information as possible from the environment. One of the
common solutions for the low-level ultrasonic signal processing is to obtain time-of-
flight (TOF) [9, 10]. TOFs determine only a distance between the reflector and the
transducer, whenever the transducer works as an emitter and receiver. Nevertheless,
more information can be obtained from these TOFs: high-level analysis is composed
by those algorithms, that carry out a more complex interpretation of the TOFs
measured by several transducers [8, 11–19].

In order to make possible the use of TOFs in high-level tasks, high precision is
required in the measurements. Different techniques provide the desired precision,
being the encoding of the ultrasonic emission one of the most usual. Regarding this
encoding, different sequences have been successfully tested: Barker code [20–22],
pseudo-random sequences [5], or Golay sequence complementary sets [23, 24].

The association of ultrasonic transducers in more complex sensory arrays usually
allows the identification of obstacles (planes, edges and corners), as well as the
determination of the lateral resolution [6, 10, 17–19, 25–28]. One of the possible
purposes of a sonar system installed on a mobile robot is to provide a map of the
environment [12, 14] with enough quality to solve navigation, localization or similar
applications. Building of maps is often based on the detection and identification
of different obstacles (reflectors). Two possible choices can be used for mapping:
SLAM algorithms [12, 14, 16, 17, 29] and statistical grids [8, 11, 13, 21, 30, 31].
On one hand, SLAM algorithms are based on a feature map built according to
the distances, dimensions and types of the detected reflectors. On the other hand,
in grid-based methods the environment is divided into a Cartesian representation,
with the number of cells depending on the measurement precision required and the
computing resources available.

Ultrasonic sensory systems provide some advantages and drawbacks, compared
to other types of sensors. Those based on laser range-finder often have high costs
and low exploration speeds; furthermore, they become unreliable under certain
light conditions or on interaction with some materials (e.g. glass) [32, 33]. On the
other hand, vision systems present high computational load, as well as difficulties in
the extraction and tracking of objects in a stable way [34]. Nevertheless, ultrasonic
systems are usually low cost, and they do not require so high computational loads;
they also provide a reliable operation, with reduced dependencies on environmen-
tal conditions, and suitable scanning speeds. The main drawback is the detection
probability of objects, decreased by specular reflections in some cases, and multiple
reflections, that can provide phantom objects in wrong positions (artifacts). These
problems though can be mitigated with a suitable configuration of transducers in
an array.

Regarding algorithm implementation, initial approaches were based on program-
mable systems [26, 35]. Nevertheless, the improvement in the features of ultrasonic
systems has led to more complex algorithms, where real-time operation has become
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more difficult to achieve. In this way, FPGA- and DSP-based systems have recently
provided suitable proposals [36–38] for the real-time implementation of ultrasonic
signal processing.

This work presents a novel and efficient implementation of an advanced sonar
processing, comprising an accurate TOF determination and a classification and/or
mapping application. Section 2 describes the use of sensory distribution, and how
TOFs are determined in an optimal way. Section 3 deals with the high-level pro-
posal. The integration of high- and low-level algorithms is explained in Section 4,
whereas the temporal distribution and performance is detailed in Section 5. Section 6
shows the obtained results, and finally some conclusions are discussed in Section 7.

2 Determination of Time-of-Flight

2.1 Structure of the Sonar Module

Figure 1 shows the configuration of the used ultrasonic sensor, formed by four
transducers gathered in two vectors, and based on the definition carried out in [21].
The two transducers located at each end constitute a vector, which allows the mea-
surement of distances and reception angles—lateral resolution. The two transducers
of a vector are close one to each other, thus minimizing the correspondence problem
between echoes, and allowing the reception of echoes coming from the same reflector
in both transducers. Figure 2 depicts the physical aspect of the mentioned sonar
module.

The external transducers, E/R1 and E/R4, are the only ones capable of emission,
whereas all of them are capable of receiving echoes from the environment. The para-
meters ri, i = 1, 2, 3, 4, represent the distances between every ultrasonic transducer
and a reflector P located in front of the system. These distances determine the value
of the detected TOFs.

The simultaneous reception allows to have four TOFs, increasing the probability
of the obstacle detection, and reducing problems associated with specular reflections.
By assigning to each emitter an unequivocal sequence (orthogonal to the others), it

Fig. 1 Geometrical
distribution of the ultrasonic
sensor used



84 J Intell Robot Syst (2009) 55:81–106

Fig. 2 Global view of the
developed module

is possible to discriminate the source of the echoes detected by any transducer. This
implies a reduction of the scanning time, by means of the simultaneous transmission
in the emitters, and it allows TOF measurements with moving vehicles or robots [23].
In this way, with sequential non-simultaneous emissions, robots often are stopped
and the environment should be static during successive emissions to keep the same
geometry for all the emitters. Furthermore, it is also useful in reflector classification,
since it is necessary to process echoes caused by the same reflector and coming
from different emitters [26]. On the other hand, this setup does not provide more
unwanted receptions in comparison with sequential proposals, since only the first
echo is considered in each transducer, so other reflections with longer paths are not
processed by the system.

2.2 Encoding of the Ultrasonic Emission

The use of Golay complementary pairs to encode the ultrasonic emission and
determine the TOFs has been verified in previous works [23, 39]. Compared to other
proposals, as those based on Barker codes [20, 21] or pseudo-random sequences
[5], complementary sets of sequences usually provide suitable auto- and cross-
correlation features, with the possibility of changing their lengths according to the
system requirements. Furthermore, Golay complementary pairs present efficient
correlation structures, where the computational load is significantly reduced. In this
way, although not only Golay pairs but also other codes as pseudo-random provide
similar features encoding, the reduction in the computational load makes Golay pairs
suitable in real-time implementations.

The Golay pair is composed of two sequences, A[n] and B[n], where the addition
of both independent auto-correlation functions provides an ideal signal according
to Eq. 1.

CAA[n] + CBB[n] =
{

2N n = 0

0 n �= 0
(1)

Where A[n] and B[n] are sequences with values in {−1, +1}; N is the number
of bits, or the length of sequences; and CAA[n] and CBB[n] are the auto-correlation
functions of both sequences, A[n] and B[n] respectively. Figure 3 shows the result of
this process for a 32-bit Golay complementary pair.

For the simultaneous emission of the pair, a digital variant of a classic QPSK
(Quadrature Phase Shift Keying) modulation has been implemented, so the com-
ponents I and Q of the modulation has been associated to each one of the sequences
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Fig. 3 Example of an auto-correlation function for a 32-bit Golay complementary pair

of the pair [23]. The modulation carrier presents a frequency of 50 kHz to center the
emission at the maximum spectral response of the transducer.

On the other hand, the correlation in the reception stage can be considered
simplified with the use of the Efficient Golay Correlator (EGC) [40, 41]. This allows
the reduction of computational load and the simplification of the detection process,
whenever Golay sequences with a length N power of 2 are used (N = 2s, where s is
the number of bits of the sequence seed W, such that W = [w0, w1, . . . ws−1]). The
block diagram in Fig. 4 shows this efficient correlator.

Where Ds means a delay module Ds = 2Ps ; Ps is any permutation of the numbers
0, 1,. . . , s-1; Cr A[n] and CrB[n] are the results of the correlation between the input
signal r[n] and the pair of Golay sequences A and B, generated by using the seed
W = [w0, w1, . . . ws−1] .

Fig. 4 Block diagram of the
Efficient Golay Correlator
(EGC)
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Fig. 5 Simplified scheme of the processing system in an emitter/receiver

Furthermore, the echo detection processing can be generalized at every receptor
for the detection of two different and orthogonal Golay complementary pairs,
which have been previously QPSK modulated (see the block diagram for an emit-
ter/receiver in Fig. 5). If the block diagram for only one receiver (not emitter) is
considered, the modules related to the emitting process are not needed (modulation
and emission modules in Fig. 5). Furthermore, a dataflow graph has been defined (see
Fig. 6) to show the execution flow of the different tasks in this low-level processing,
as well as the possible data dependencies existing among them. Note that Hi is the
modulation of the Golay pair; Ni is the emission of the modulated signal (with a
carrier frequency of 50 kHz); Qi is the acquisition of a new sample from the received
signal (assuming a sampling frequency of fS = 400 kHz, every new sample should be
processed in TS = 2.5 μs); Fi is a preamplifying operation; Di is the demodulation;
G ji is the Golay pair correlation; and Pji is the peak detection ( j = {1, 4} is the
emitter index and i = {1, 2, 3, 4} is the receiver index).

Fig. 6 Graphical representation of the low-level processing dataflow



J Intell Robot Syst (2009) 55:81–106 87

3 Building Maps of the Environment

As explained before, the results from low-level processing are the TOFs. The system,
formed by four transducers, is capable to provide eight TOFs, after s single emission
process. Starting from those TOFs, the application presented here obtains a map
of the scanned environment. The proposed algorithm has a characteristic operation
mode, which allows the adaptation of the system to the scanned environment. Based
on the distances measured by TOFs, the following different reception areas are
defined:

• Near zone. The system is in this mode whenever distances between reflectors
and transducers are lower than the distance DNM = 100 cm. The 32-bit Golay
complementary sequences are used, in order to reduce the emitted power. For
this zone, cells in the map have a resolution of 10 cm × 10 cm.

• Middle zone. The benefits of the system using 32-bit sequences remarkably
diminish when the detected reflector moves far away from the system, since
a worse signal-to-noise ratio (SNR) is obtained. The sequence used up to the
distance DMF has a length N = 64 bits, where DMF is the limit between the
middle zone and the far zone explained next (fixed at 300 cm). The cells still
keep the dimension 10 cm × 10 cm.

• Far zone. Here reflectors are further than a distance DMF = 300 cm. Due to
the increase in distance, 128-bit Golay sequences are used to work with more
reduced SNR. Also, since results become less accurate, the cell dimension is fixed
at 20 cm × 20 cm.

Note that the dimensions given to cells are not constrained by the precision of the
ultrasonic sensor, but by the computational load of the real-time implementation:
as will be explained afterwards, the resources and the device utilization limit some
features of the system. Figure 7 shows a spatial representation of these three
operation modes.

3.1 Algorithms for the Near and Middle Zone

The starting point of this processing is the four TOFs [tj1 tj2 tj3 tj4] obtained after the
emission carried out by an emitter j. Since there are two transducers with emission
capacity, E/R1 and E/R4, the procedure explained next should be executed twice.
The processing in the near and middle zone can be divided into the following steps
(note that the nomenclature assigned to each task has been enclosed in brackets):

• Correspondence analysis (tasks A jA, A jB and A jS).
The correspondence analysis tasks (A jA and A jB correspond to vectors A and
B, and A jS for the global sensor) tries to determine if, for every emission j, the
echoes received by the transducers come from the same reflector. This is the first
step before classification. For each emission j, this study is performed in both
vectors, A and B (A jA, A jB), and in the global sensor (A jS) [22]. In vectors, the
echo correspondence is confirmed by Eq. 2.

|tjm − tjn| ≤ d
c

· sin
α

2
(2)
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Fig. 7 Representation of the operation modes in the proposed algorithm

Where m and n are the two transducers of a vector, m, n = {1, 2, 3, 4}; thus tjm
and tjn are the TOFs measured by each transducer for the emission j; d is the
distance between them; c is the speed of ultrasound in air; and α is the aperture
angle of transducer [42]. Similarly, there exists echo correspondence in the global
sensor if TOFs meet Eq. 4.

tjA = min[tj1, tj2] tjB = min[tj3, tj4] (3)

|tjA − tjB| ≤ D + d
c

· sin
α

2
(4)

Where tj1, tj2, tj3 and tj4 are the TOFs determined in each transducer for the
emission j; tjA and tjB are the minimum TOFs in both vectors; and D is the
distance between vector A and B.
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Fig. 8 Detection of the
reflector P by the vector A

• Determination of distances r jA and r jB between vectors and reflectors (tasks R jA

and R jB). Using the measured TOFs, distances between the reflectors and the
vectors of the sensor are calculated, according to Eq. 5.

r jA = c · tjA
2

r jB = c · tjB
2

(5)

Where tjA and tjB are again the TOFs in vectors defined in Eq. 3; c is the speed of
ultrasound in air; and r jA and r jB are distances calculated for the vectors A and
B respectively.

• Calculation of reception angles θ jA and θ jB for every vector (tasks U jA and U jB).
Considering only vector A, if a reflector P is placed in front of it, two echoes are
obtained and the distances r j1 and r j2 are determined (see Fig. 8). Based on these
distances, the reception angle θ jA can be calculated (Eq. 7).

r2
j1 = d2 + r2

j2 − 2 · d · r j2 · cos
(π

2
− θ jA

)
(6)

θ jA = sin−1

(
d2 + r2

j2 − r2
j1

2 · d · r j2

)
(7)

• Reflector classification (task C j). A first statistical classification of reflectors
into two classical types (planes/corners and edges) has been developed, accord-
ing to [22]. In this way, two statistical functions, fs (for edges) and fm (for
planes/corners), a constant K, and two standard deviations, σs (for edges) and
σm (for planes/corners), have been defined as follows.

fm = t2
j4 + t2

j1 − t2
j3 − t2

j2 (8)

fs = t2
j4 − t2

j3 − t2
j2 + tj2 · (tj2 + tj3 − tj4) (9)

K = 2 · d · (D + d)

c2
(10)

σm = σi ·
√

8 · (
t2
jA + t2

jB

)
(11)

σs = σi ·
√

4 · (tjA − tjB)2 + t2
jB (12)

Where σi is the standard deviation for an isolated transducer (experimentally
determined in 2.5 μs); and the rest of parameters have been defined previously.
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Using these definitions, it is possible to classify the detected reflector, following
the scheme shown in Fig. 9.
Whenever a reflector is identified as a plane/corner, a second classification
process is carried out to distinguish between a plane and a corner. For that
purpose, a new classification function fe and a new constant Ke are defined
(Eq. 13).

fe = θ4B − θ1A

Ke = D + 2 · d

c · tm
2

(13)

Where θ1A and θ4B are the reception angles of the vectors A and B, for their
respective emissions; D and d are the distances determined by the geometry of
the sensory structure; c is the propagation speed of ultrasound; and tm is the
averaged TOF for both emissions (Eq. 14).

tm = t11 + t12 + t13 + t14 + t41 + t42 + t43 + t44

8
(14)

According to [22], the function fe can be used to discriminate between planes
and corners, as shown in Eq. 15.

fe = θ4B − θ1A = 0 if plane

fe = θ4B − θ1A = Ke if corner (15)

In the same way, Fig. 10 shows a scheme of the classification algorithm used to
distinguish between planes and corners.

• Map updating (tasks MjA and MjB). The MHRM method (Heuristic Mapping
with Multiple Reception), described in [21], has been used in order to obtain a
heuristic map of the environment with 10 × 10 cm cells. The MHRM method is
based on the use of templates, which depend on the type of reflector detected.
A template is a set of cells, whose certainty values have to be modified due to

Fig. 9 First step in the
reflector classification
algorithm: discrimination
between planes/corners
and edges
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Fig. 10 Reflector classification
algorithm: second step

the results from the last emission. In these templates, both areas, empty and
occupied, are considered and updated at the same time. The certainty value
depends on the measured distance, r jA or r jB, and on the reception angle, θ jA

or θ jB. The used template function f (r, θ) is shown in Eq. 16.

f (r, θ) = g(r) · h(θ) · sign(r, θ) (16)

Where, the function sign(r, θ) implies the difference between an empty and an
occupied area, taking into account that only the angular sector at the measured
distance r is considered as occupied, whereas the cone between this sector and
the sensor is considered as empty.

sign(r, θ) =
{

−1 if empty
+1 if occupied

(17)

The functions g(r) and h(θ) are defined in Eqs. 18 and 19 respectively.

g(r) = 1 − r
2 · rmax

0 ≤ r ≤ rmax (18)

h(θ) = e
[

(θ−θc)2

2·σ2

]
− α

2
≤ θ ≤ α

2
(19)

Where rmax is the maximum measured distance, fixed at 3 m for the near/middle
zone; θc is the measured reception angle; and σ is the standard deviation of the
truncated Gaussian function. The function g(r) provides high values to points
near the transducer, whereas low values are given to further distances (1 is given
for r = 0, and 1/2 for r = rmax). The function h(θ) assigns a maximum value
to the reception angle θc, whereas this value decreases whether the angle θ is
far away from the reception angle θc. The parameter σ determines the slope of
this fall.
Furthermore, the MHRM algorithm defines different templates for planes and
for edges, so the shape of the template can be adapted better to the detected
and classified reflector. Figure 11 shows a generic template defined for edge
reflectors. A similar template, but for planes, can be observed in Fig. 12. A matrix
composed by 10 × 10 cm cells represents the environment by means of certainty
values V(x, y). Whenever the template suitable for a reflector is selected, this
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Fig. 11 Generic template for
edges defined by the MHRM
algorithm

matrix has to be updated with values from that template. This updating process
is defined by Eq. 20.

V(x, y) = p · f (x, y) + (1 − p) · V(x, y) − 1 ≤ V(x, y) ≤ +1 (20)

Where f (x, y) is the certainty value given by the template; V(x, y) is the certainty
value of a cell (x, y); and p fixes a priority between the previous values and the
current one.

• Analysis and configuration of the operation mode (tasks E j and X j).
Before next emission, the measured distances r jA and r jB are analysed to change
the working zone (near, middle or far), according to the boundaries DNM and
DMF mentioned before (see Fig. 7). If necessary, the system is configured and
adapted to the new zone, changing the length of the Golay pairs emitted (32, 64
or 128 bits). The new lengths will applied in the next emission process.

Fig. 12 Generic template for
planes defined by the MHRM
algorithm
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Fig. 13 Dataflow graph for
high-level processing in the
near and middle zone

In Fig. 13 a dataflow graph is shown that depicts the different tasks for the emission
j. The representation is useful to analyze dependencies among the different tasks,
and their parallelism degree.

3.2 Algorithms for the Far Zone

The detection of further reflectors, with a greater noise influence, implies an increase
of the length of the Golay sequences used. The worsening in the probability of the
reflector detection, together with constraints on resource utilization (mainly memory
capacity to store off-line templates for long distances), imply that the algorithms
about reflector classification, or lateral resolution, are not considered. Only an
updating of the environment map is carried out. The starting point of the process
is again the four TOFs [tj1 tj2 tj3 tj4] from the emission in transducer j. In this way, the
processing in the far area can be divided into the following steps:

• Determination of distances r jA and r jB between vectors and reflectors (task R jA

for vector A and task R jB for vector B).
This process is same as the distance computing explained in the near and middle
zone section.

• Map updating according to the results from the previous step (tasks MjA and
MjB).
The distances obtained before are used to update a heuristic map of the envi-
ronment in which the detected obstacles are placed. Now, the HAM method
(Heuristic Asymmetric Mapping) [8] is used to update it. This method is also
based on templates of certainty values, which are generated based only on the
measured distance, r jA or r jB (not on the reception angle). There is only one
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Fig. 14 Generic template
defined by the HAM algorithm

type of template (similar to the MHRM edge template), with only a modification
in the function h(θ) since the reception angle θc is not available (Eq. 21). Now
this function emphasizes the axial axis of the sensor θ = 0◦.

h(θ) = e
[

θ2

2·σ2

]
− α

2
≤ θ ≤ α

2
(21)

The last change is about the map resolution, which is decreased to 20 × 20 cm
cells. Figure 14 shows a generic template for the HAM method.

• Analysis and configuration of the operation mode (E j, X j). Before next emis-
sion, the measured distances are analyzed to change the zone (near, middle or

Fig. 15 Dataflow graph for
high-level processing in the far
zone
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far) if necessary. These tasks are similar to those explained in the near and middle
zones.

Figure 15 shows the different tasks, keeping their dependencies into consideration,
and identifying their execution order.

4 High- and Low-Level Task Integration

In Fig. 16 the scheme of the complete dataflow is shown, developed for the used
sensory system. It is divided into low-level and high-level algorithms. In the low-level,

Fig. 16 Complete scheme of the dataflow of the ultrasonic signal processing for the used sensor
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the necessary tasks to determine the TOFs are repeated four times (corresponding
to the four transducers with simultaneous reception). In the high-level, there are two
similar branches that correspond to the similar processing of echoes coming from
the emission in the transducers E/R1 and E/R4. The algorithms used in the near and
middle zone are represented since they imply more complexity.

A specific hardware platform was used for the implementation of the explained
algorithms [43]. Figure 17 shows the general block diagram of the architecture used
to implement the algorithms previously described. The architecture can be divided
into three different stages:

• Module 1. This is an interface and acquisition system. Every transducer has an
interface stage (see Fig. 17) based on the standard system provided by Polaroid
for this type of transducers [42]. The signal ri(t) received by the transducer i
(i = 1, 2, 3, 4), and amplified by that first stage, is digitized by an acquisition
system capable of acquiring signals coming from four different channels (one
per transducer) at a frequency fS = 400 kHz.

• Module 2. This is the first processing stage, based on a Texas Instruments C6701
DSP with a clock frequency of 166 MHz. In this way, it can receive the samples
acquired by the four transducers to process them, either individually, or in
cooperation with the third block of the system.

• Module 3. This is based on a FPGA device from the Xilinx Virtex family, with a
main clock frequency of 50 MHz and connected to the previous DSP by means
of two communication ports.

Fig. 17 Block diagram of the used hardware architecture
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The implementation of the different tasks is distributed between the FPGA device
and the DSP module, depending on their computational requirements. Low-level
processing for TOF determination consists of demodulation and correlation. Since
the encoding uses binary sequences, these processes are reduced to only additions
and subtractions. In that way, the FPGA device is suitable for a real-time and high-
performance implementation of the low-level processing [23].

On the other hand, high-level processing requires more complex computing, often
based on multiplications and statistical and/or trigonometric functions. In this case,
the DSP is a better choice for a real-time implementation. However, the DSP also has
some performance constraints, referred to the map updating tasks. Since the real-
time computing of the different certainty values to apply to the environment map
after every emission is not feasible, the proposed solution generates the updating
templates off-line, and store them in a DRAM bank. In order to fit in the available
memory capacity, the generated templates have been discretized to defined standard
values. In the near/middle zone, templates are generated at every 10 cm and for
reception angles every 7.5◦, from −15◦ to +15◦; whereas in the far zone, they are
generated every 20 cm with null reception angles (0◦).

Regarding the power consumption, it is important to remark that the FPGA and
the DSP devices are the most significant, apart from the acquisition stage. Assuming
the worst case, the acquisition module requires 9.1 W, whereas the DSP and the
FPGA consume 6 and 4 W respectively.

5 Computing Times and Temporal Distribution

The global computing time for the different algorithms developed for the sonar
system depends on the working zone, near/middle or far. Table 1 shows the times ob-
tained for the different tasks on the different computing platform described before.
The tasks have been developed either in the FPGA or in the DSP, based on their data
and computational requirements. Low-level processing (TOF determination) can
be only implemented on FPGA-based platforms [44], whereas high-level processing
(classification reflector and mapping) is more suitable for a DSP device, due to the
mathematical computing required (trigonometry and statistics).

Considering the global task diagram (see Fig. 16) and Table 1, the global comput-
ing time can be obtained for the near and middle zone tNM

total in Eq. 22 and for the far
zone tF

total in Eq. 23. Note that times described in Table 1 refer to only one emission

Table 1 Computing times for tasks carried out in the ultrasonic signal processing

Computing times Device

TOF determination for a transducer i 323.40 μs FPGA
Correspondence analysis for an emission j 2.42 μs FPGA
Reflector classification for an emission j 238.41 μs DSP
Distance and angle calculation for a vector (near/middle–far) 33.57–17.66 μs DSP
Map updating for a vector (near/middle–far) 8.24–15.19 ms DSP
Mode evaluation 10.19 μs DSP
Mode configuration 0.74 μs DSP
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(two simultaneous emissions in E/R1 and E/R4 exist), to only one transducer (in the
case of the low level), and to a vector (every emitting process provides data in both
vectors).

tNM
total = 4 · 323.4 μs + 2 · 2.42 μs + 2 · 238.41 μs + 4 · 33.57 μs +

+ 4 · 8.24 ms + 10.19 μs + 0.74 μs = 34.87 ms (22)

tF
total = 4 · 323.4 μs + 2 · 2.42 μs + 2 · 238.41 μs + 4 · 17.66 μs

+ 4 · 15.19 ms + 10.19 μs + 0.74 μs = 62.62 ms (23)

Regarding the resource consumption of the Virtex FPGA, the number of slices
used is 3,736 (30.4% in a Xilinx Virtex XCV1000E), assuming the worst case: use of
128-bit Golay complementary pairs. The design in the FPGA is capable of operating
at a frequency of 50 MHz.

Due to the characteristics of ultrasonic transducers, successive emissions are
usually delayed by an interval, that is typically between 80 and 100 ms. These global
times allow to obtain a system with an emission frequency around 16 Hz (16 emission
processed per second), high enough for the previously mentioned intervals.

6 Results

Some results from the classification analysis carried out are shown in Tables 2
and 3 for an edge and a plane, respectively, at different positions. The accuracy of
the low-level processing has already been detailed in [23], achieving figures below
1 mm. Note that, in the cases marked with an asterisk in these Tables, the reflector is
out of the range of one vector, so it provides high percentages of unknown reflectors.

Table 2 Classification results for an edge reflector after 500 emissions

Emitter (%) Unknown (%) Edge (%) Plane (%) Corner (%)

Position (distance r, angle θ)
(r = 100 cm, θ = 0◦) E/R1 10 90 0 0
(r = 100 cm, θ = 0◦) E/R4 11 89 0 0
∗(r = 100 cm, θ = 5◦) E/R1 100 0 0 0
(r = 100 cm, θ = 5◦) E/R4 0 99 1 0
(r = 100 cm, θ = −5◦) E/R1 1 99 0 0
∗(r = 100 cm, θ = −5◦) E/R4 100 0 0 0

Global percentages at r = 100 cm Both 37 62.8 0.2 0
(r = 200 cm, θ = 0◦) E/R1 20 70 10 0
(r = 200 cm, θ = 0◦) E/R4 11 89 0 0
(r = 200 cm, θ = 5◦) E/R1 43 50 7 0
(r = 200 cm, θ = 5◦) E/R4 21 64 15 0
(r = 200 cm, θ = −5◦) E/R1 10 83 7 0
(r = 200 cm, θ = −5◦) E/R4 35 65 0 0

Global percentages at r = 200 cm Both 23.3 70.2 6.5 0
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Table 3 Classification results for a plane reflector after 500 emissions

Emitter (%) Unknown (%) Edge (%) Plane (%) Corner (%)

Position (distance r, inclination θ)
(r = 150 cm, θ = 0◦) E/R1 4 2 94 0
(r = 150 cm, θ = 0◦) E/R4 1 1 98 0
(r = 150 cm, θ = 5◦) E/R1 26 9 65 0
∗(r = 150 cm, θ = 5◦) E/R4 100 0 0 0
∗(r = 150 cm, θ = −5◦) E/R1 100 0 0 0
(r = 150 cm, θ = −5◦) E/R4 11 1 88 0

Global percentages at r = 150 cm Both 40.3 2.2 57.5 0
(r = 250 cm, θ = 0◦) E/R1 13 17 70 0
(r = 250 cm, θ = 0◦) E/R4 4 20 76 0
(r = 250 cm, θ = 5◦) E/R1 16 22 62 0
∗(r = 250 cm, θ = 5◦) E/R4 48 19 33 0
∗(r = 250 cm, θ = −5◦) E/R1 47 12 41 0
(r = 250 cm, θ = −5◦) E/R4 39 19 42 0

Global percentages at r = 250 cm Both 27.8 18.2 54 0

Fig. 18 Test no. 1: a
Geometrical distribution; b
results obtained after only one
emission
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Some practical tests have been carried out to check the feasibility in mapping
applications. For test no. 1, in the scenario shown in Fig. 18a, the environment is
divided into a Cartesian grid of 10 × 10 cm cells, in such a way that the vector A
(transducers E/R1 and R2) is located at the coordinate (19,1) and the vector B
(transducers R3 and E/R4) at the coordinate (22,1)—both on the X-axis. After only
one emission, the resulting map can be observed in Fig. 18b. In this representation,
the certainty values (CVs) have been scaled to the interval [0, 1]—see Eq. 24. In this
case, between the plane and the sensor, there are two identical poles (with a diameter
of φ = 9 cm) separated from the axial axis, one towards the vector A and the other
one towards the vector B. The three reflectors are correctly detected and represented
in the environment map. It is important to remark that this map is obtained after
only one emission process (around 62 ms, computational time for the proposed
implementation). These results provide more information from the environment in

Fig. 19 Test no. 2:
a Geometrical distribution;
b results obtained after only
one emission
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Fig. 20 Scheme of the
placement of the ultrasonic
sensor in the CyCab

only one emission, compared to simple sonar systems, where reflectors are often
given on the axial axis of an isolated transducer [8, 11, 13].

0 ≤ CV < 0.5 for empty zone (clear color)

CV = 0.5 for unknown zone (grey color)

0.5 < CV ≤ 1.0 for occupied zone (dark color) (24)

In Fig. 19 test no. 2 is shown, where a plane has been placed in the far zone. It can
be observed its correct detection, and how the dimensions of updated cells are the
corresponding 20 × 20 cm.
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Fig. 21 Positions analysed in
front of the sensory structure
for a pedestrian

6.1 Installation on a CyCab Vehicle

With the aim of checking the sensory structure on a vehicle, some experimental tests
have been carried out on a CyCab vehicle by Robosoft [45]. Figure 20 shows the
dimensions of the vehicle, and the position of the sensor in its structure. Tests have
been carried out on a sunny day, with a temperature of approximately 17◦C, windless,
and without any other remarkable meteorological interference.

Fig. 22 Experimental results for the positions considered in Fig. 21
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In the first experiment the vehicle was kept static and a pedestrian was made to
pass in front of the sensor, so four emission processes were analysed in positions P1,
P2, P3 and P4 (see Fig. 21). Figure 22 shows the results for each position, where it
can be observed how the back wall and the pedestrian were detected, as well as how
fast a map can be updated from an emission to the next one.

Figure 23a shows an example where the vehicle moves with a speed of 13 cm/s,
whereas the pedestrian walks more slowly. The pedestrian and the CyCab move
in the same direction, so he is reached and overtaken by the vehicle. The results
obtained in Fig. 23b depict the pedestrian’s position, and how this changes along
time. The step existing between the pedestrian and the vehicle can also be identified.
This step provides not only the direct reflection but also the corresponding multiple
reflections between step and vehicle.

Figure 24 shows a third situation, where the pedestrian follows an elliptical
trajectory towards the vehicle. Again, the back wall and the pedestrian are correctly
detected, so are the step and its multiple reflections. Furthermore, a wrong echo
is mapped behind the wall, caused by a multiple reflection between the wall, the
pedestrian and the vehicle.

Fig. 23 Test no. 3:
a Geometrical distribution;
b experimental results
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Fig. 24 Test no. 4:
a Geometrical distribution;
b experimental results

7 Conclusions

A real-time implementation of the processing algorithms for an advanced sonar
module has been presented. The implementation is based on a DSP–FPGA ar-
chitecture. An accurate low-level processing has been developed, consisting of
the encoding by Golay complementary sequences. This provides the possibility of
implementing ultrasonic arrays with simultaneous reception in all the transducers,
and simultaneous emission in at least two of them without crosstalk interferences.
These features allow a complex high-level processing to be developed, where a
heuristic map of the environment is built. The way this map is updated and obtained
is adaptable to different circumstances and necessities. Algorithms and methods are
modified in real-time, trying to obtain the best performances from the measurements
and to achieve an optimal use of the resources in the implementation. The system
proposed here is capable of computing all the algorithms from both processing
levels in real-time, obtaining accurate results and updating an environment map
between consecutive emissions. Finally, the sonar system has been installed on a
CyCab vehicle, where its feasibility has been verified in some tests. The proposed
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sonar module and the developed computing platform provides a suitable solution for
robotics applications, in mapping or obstacle detection.
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