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Abstract. The fact that a lot of applications require secure communication to take place only between a dynamic

subset of distributed devices sharing a common context, is, from a network point of view, very challenging and

demanding. Existing technologies such as VPN, P2P overlays or VLANs can only partially respond to these

requirements. This observation is the key factor that has driven the proposal of the virtual private ad hoc network

concept. Virtual private ad hoc networks (VPAN) are secure and self-organizing overlay networks on top of

existing IP infrastructure that use ad hoc networking techniques to enable network connectivity. The underlying IP

infrastructure can be the Internet, cellular networks, ad hoc networks, mesh networks . . . or combinations thereof.

A virtual private ad hoc overlay network creates a transparent, shielded and trusted environment for the applications

and services running on the participants’ devices. The overlay uses internal addressing and ad hoc routing, thereby

forming a virtual network on top of the physical infrastructure. In addition, the overlay must be self-organizing

and self-maintaining upon member mobility or membership changes. This paper gives an overview of the potential

applications, a high-level network architecture and the network challenges emerging from the novel concept of

virtual private ad hoc networking.
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1. Introduction

The field of wireless and mobile communications has experienced an unprecedented growth
during the last decade. Current 2G cellular systems have reached a high penetration rate,
enabling world wide mobile connectivity. An increasing number of wireless LAN hot spots
is emerging, allowing travellers with portable computers to surf the Internet from airports,
railways, hotels or other public locations. Broadband Internet access is driving wireless LAN
solutions in the home for sharing access between computers. In the meantime, 2G cellular
networks are evolving to 3G, offering higher data rates, infotainment and location based or
personalized services.

These technology trends illustrate how communication is evolving towards future large-
scale and high-speed, all IP, 4th generation communication networks, enabling interconnec-
tivity between a massive amount of devices and users anywhere, at anytime and from any
device. On the other hand, these networks will overwhelm the user with available information,
applications and services, a characteristic that is not always desired by the end user and that
can result in potential security risks. Moreover, a lot of applications require secure communi-
cation to take place only between a dynamic subset of distributed devices sharing a common
context (i.e. communication between your personal devices, communication with colleagues
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or friends . . . ), a characteristic not reflected by our current and future communication net-
works.

Therefore, it is expected that apart from the evolution to integrate all devices into one large-
scale IP network, the base network, an evolution towards network virtualization will take place,
imposing a logical structure onto this base network [1]. These virtual networks will form a
shielded and trusted environment for their participants, with its own internal routing, naming
and addressing solutions, using the underlying base network as the enabler of connectivity and
carrier of data. For the applications and services that use the virtual network, the underlying
base network will be invisible. As a result, the base network will provide the end-to-end
connectivity between all devices at anytime and at any place, but on top of it, massive amounts
of virtual networks will be deployed, thereby logically structuring the network into small
secure communities according to the needs of the end users.

In parallel, and part of the evolution towards 4th generation communication networks,
alternative ways for mobile communication such as ad hoc networks and wireless mesh net-
works, in which mobile devices form self-creating, self-organizing and self-administering
wireless networks, have received enormous interest form the research community the last
decade [2]. Although these networks pave the way for many new and exciting applications,
these types of networks have not yet witnessed mass market deployment and are not yet
commercially viable despite the many research and development efforts. These efforts have
led to many interesting protocols and network techniques, which can prove useful in other
environments than wireless ad hoc and mesh networks. However, until now it has not been
considered to deploy these ad hoc protocols or modifications thereof on top of existing network
infrastructures.

In this paper, we will combine these two trends, namely evolution towards network virtu-
alization and the migration of ad hoc networking techniques outside the realm of ad hoc or
mesh networks, into the novel concept of virtual private ad hoc networks (VPANs). Section 2
further discusses the concept of VPANs and the requirements that need to be fulfilled in order
to realize the concept and to exploit its full potential. In Section 3 we will investigate related
work and point out to what extent it meets the VPAN requirements. The next two sections will
present a high-level network and node architecture together with the potential applications of
VPANs. Section 6 will discuss the research challenges faced with in order to realize the VPAN
concept. Finally, the last section concludes the paper.

2. Concept and Requirements

In the next generation all IP communication networks it can be expected that dynamic subsets
of distributed nodes will organize themselves into logical virtual networks, providing a secure
and transparent overlay to their applications and services. This virtual network only uses the
underlying IP network as a carrier of data and provides its own internal routing and addressing
schemes. Applications and services can be given access rights to such an overlay, thereby
operating within this secure and confined environment, with all security, networking and
management details handled by the overlay.

The nodes forming the overlay, called members, can be geographically distributed, belong-
ing to networks with very different characteristics in terms of communication medium (e.g.
wired versus wireless), mobility, bandwidth. . . Also, depending on the purpose of the overlay,
its composition can change over time, with new members joining and existing members leav-
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ing. Consequently, these overlays are dynamic entities, both in composition and topology. In
addition, the formation and maintenance of the overlay must take place with minimal or no
user intervention. The above characteristics reveal many similarities with the characteristics
encountered in ad hoc networks, encouraging the application of ad hoc network paradigms to
the concept of network virtualization. Based on the above discussion, we define a VPAN as
a secure and self-organizing virtual overlay network of distributed nodes, deploying ad hoc
networking techniques to enable connectivity. In order to realize the challenging concept of
VPANs, the following main requirements and characteristics need to be taken into account,
some of which are closely related:

Membership configuration and management: A VPAN consists of a distributed sub-
set of nodes, called members, of which the composition can change over time. Therefore,
mechanisms to initialize new VPANs and to define, configure and manage its membership
information are required.

Distributed operation: The members of a VPAN can be geographically dispersed, im-
plying the need for distributed member discovery and VPAN formation and maintenance
solutions.

Security: A VPAN needs to provide a secure communication environment. The security
measures that need to be taken are located at different levels: access to the VPAN based on
membership, application and service VPAN access rights and secure data transport. As such,
security mechanisms for trust, encryption, authentication and authorization are indispensable.

Self-organization and mobility management: A VPAN should be self-organizing, mean-
ing that the VPAN members need to be able to discover each other and form a secure overlay
without user intervention. In addition, mobility management solutions are needed in order to
maintain the VPAN in case of member mobility.

Application support: Users should be able to specify which applications, services, data . . .
are reachable through or have access to a specific VPAN. As such the VPAN not only involves
secure communication between a limited subset of nodes, but communication is also limited
in terms of available applications, services and data.

Local private address space: Each VPAN will have its own local private address space,
separated from the global IP address space used in the underlying base network. This address is
VPAN based and independent of the number of interfaces or any public IP addresses assigned
to these interfaces. Applications running within a VPAN use this private address independent
of changes in the global address(es) of the node due to node mobility. As such, the VPAN
can operate transparently and support session continuity without having to worry about the
mobility management mechanisms (e.g. handover) in the underlying physical network. These
mechanisms only ensure the end-to-end connectivity in the network on top of which the
VPAN is established. In addition, as private addresses are used, the VPAN is not visible from
the Internet directly, adding an additional level of security.

Ad hoc routing and tunnel management: Apart from its own addressing scheme, each
VPAN also has its own internal routing mechanisms. As the composition and the topology of
the VPAN can be dynamic, ad hoc routing techniques will be used for efficient internal routing.
In addition, as a VPAN is an overlay network using private addresses, in many cases links
between members are logical links, spanning multiple physical hops by the means of tunnel
mechanisms. Consequently, VPAN forwarding should also encompass the notion of tunnels.

Scalability: Depending on the scenario the VPAN concept is used in, the number of
members forming the VPAN can become quite large, making scalability a potential issue that
has to be taken care of.
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3. Related Work

During the past years several networking techniques and concepts have been proposed or
deployed that capture some of the characteristics of the VPAN concept. In this section we will
first give the main characteristics of related concepts and techniques, followed by an overview
to what extent they meet the requirements imposed by the VPAN concept and where they fail
to deal with all the VPAN challenges. This overview can be found in Table 1.

3.1. VIRTUAL LANS

A virtual LAN, commonly known as a VLAN, is the logical grouping of a subset of devices
belonging to an Ethernet system, possibly located on different segments [3]. These devices
appear to be on a separate LAN, and thus broadcast domain, implemented on top of the
physical network. VLANs are configured through software rather than hardware, which make
them extremely flexible. All traffic is isolated within the VLAN and not visible for other
VLANs defined on the same physical LAN. The membership of a VLAN can be defined in
terms of switch port, MAC address or layer 3 information. Essentially, a VLAN is a logical
layer 2 overlay and does not involve any IP addressing or routing.

3.2. VIRTUAL PRIVATE NETWORKS

A VPN is a private data network that makes use of the public telecommunications infrastructure,
thereby maintaining privacy through the use of a tunnelling protocol and security procedures
[4]. VPNs are mostly established between two sites or a, potentially mobile, client and a site,
although more complex and dynamic setups involving multiple networks are possible [5].
VPNs can offer authentication of the tunnel endpoints, confidentiality and authenticity of data
transferred between these endpoints [6]. Mostly, traffic is routed over the tunnels by manually
updating the routing tables in the endpoints, although a routing daemon can be run in order to
exchange tables.

3.3. P2P APPLICATION LEVEL OVERLAYS

In P2P application level overlays, applications running on distributed systems create log-
ical links between each other using native Internet routing and standard IP addresses [7].
The result is a self-organizing semantic layer above the basic transport protocol level. P2P
overlay networks exist in all flavours, offering a variety of features such efficient search opera-
tions, routing algorithms for optimizations, selection of nearby peers, anonymity, security . . . A
detailed overview can be found in [8]. Contrary to the VPAN concept, application level overlays
are triggered by and established between applications, whereas VPANs create communities
accessible for a wide range of applications and services, offering much more flexibility in
many potential scenarios.

3.4. OTHER

In [9] and [10], the concept of VIOLINs is proposed, isolated application-level virtual networks
for virtual machine communications, that are created on top of an overlay infrastructure,
which in turn is deployed on top of the Internet infrastructure. Each virtual machine has a
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complete protocol stack, with at the bottom a virtual interface, and can run any type of network
application. In order to confine all communication within the VIOLIN, private addressing
in tandem with UDP tunnelling is used: all traffic exchanged between two remote virtual
interfaces is encapsulated in an application-level UDP tunnel. As the VIOLIN concept has
been developed for use in grid computing, mechanisms not needed for VPANs, such as on-
demand creation, deletion and migration of entities has been foreseen, together with topology
adaptation based on the application requirements, computational and network resources. The
VIOLIN is managed by its owner, having full administrator privileges.

Within the IST-MAGNET project [11], in which the authors participate, Virtual Personal
Overlay Networks are being developed. Such a network is a virtual overlay network that en-
compasses all of a person’s devices independent of their physical location [12]. Networking
solutions such as private addressing, dynamic tunnelling and agent techniques are being devel-
oped in order to realize this concept. Although the MAGNET concept shows some similarities
with the VPAN concept described in this paper, its scope is much more limited as it is com-
pletely based on personal networking. As such, the VPAN concept opens up possibilities to a
much broader range of applications and imposes additional challenges and research issues.

3.5. CONCLUSION

In Table 1, a summary is given of which techniques the discussed technologies offer for dealing
with the requirements imposed by the VPAN concept and to what extent they meet the given
VPAN requirements. This state-of-the-art overview reveals that, although existing solutions
partially can meet the requirements of VPANs, none of them is capable to grasp all challenges
imposed by this novel concept. In the following sections we will further discuss the potential
VPAN architecture and the involved challenges and research issues.

4. High-Level Network and Node Architecture

4.1. HIGH-LEVEL NETWORK ARCHITECTURE

In this section, we will further explain the concept of VPANs, by describing its high-level
network architecture. We will differentiate between three different types of VPANs as they
have different implications on the network protocols and solutions for VPAN formation and
maintenance.

4.1.1. Localized VPAN
In a localized VPAN, each member of the VPAN can reach every other member by only
using VPAN members as relays (both wireless/wired links). As a consequence, the direct
connectivity between all neighbouring members results in an overlay that encompasses all
members. Normally, especially for this VPAN type established on top of an ad hoc network,
no infrastructure is present to support VPAN formation, so distributed solutions are needed.
Figure 1 shows an example of a localized VPAN, where all members are interconnected either
wired or wireless without using any non-member nodes.

4.1.2. Distributed Infrastructured VPAN
In a distributed VPAN, connectivity between members has to use non-member nodes as relays
in order to forward their traffic. In order to secure this traffic, dynamic tunnels between member
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Table 1. Which techniques do existing technologies provide to deal with the VPAN requirements?

Virtual distributed

VLAN VPN P2P Overlay environment (VIOLIN)

Protocol stack

layer

Layer 2 Layer 3 Application layer Application layer

Membership

configuration

and

management

Membership based

on switch port,

MAC address or

layer 3

information.

Manual,

semi-automated or

fully automatic

configuration.

Statically configured

in tunnel

endpoints. Central

tunnel

management in

LeetNet.

Members are the peers,

running P2P

software.

Management is done

by the owner of the

VIOLIN, having

administrator

privileges.

Distributed

operation

Limited to one

Ethernet system.

Tunnel endpoints are

distributed.

Distributed system,

sometimes

supported by

centralized facilities

(e.g. Napster).

Distributed overlay of

virtual machines.

Security Access based on

VLAN

membership.

Traffic

containment within

VLAN. No other

security

mechanisms.

Authentication of

tunnel endpoints,

confidentiality and

authenticity of data

transferred

between these

endpoints.

In some case, features

such as

authentication, trust,

anonymity, overlay

access control. . . can

be offered.

Depends on the

network protocols

used within the

VIOLIN, as their

packets are

transferred over

UDP tunnels.

Self-

organization

and mobility

management

After VLAN

configuration, the

VLAN is

automatically

formed and

maintained.

Support of member

mobility within the

same Ethernet

system.

No mobility

management

(through dynamic

tunnelling). Some

aspects of

self-organization in

dynamic VPNs.

Self-organization

through direct or

indirect discovery of

other peers for

overlay formation.

Overlay topology

control or routing

optimizations can be

used.

On-demand creation of

virtual machines and

the interconnecting

virtual IP network.

Dynamic topology

adaptation possible.

Application

support

Provides only layer 2

connectivity within

a confined

environment.

Provides only secure

layer 3

connectivity

between 2

endpoints or sites.

Application bound

overlays (limited

flexibility). The

application enables

the peers to offer

services to and

consume services

from other peers.

Each virtual machine

can run its own

(distributed) network

applications.

Local private

address space

(session

continuity)

All members in a

VLAN share a

common – private

or public – address

space.

Addresses depend on

schemes deployed

in networks behind

the endpoints.

Public IP addresses are

used. Overlay is used

for and to optimize

application specific

actions (e.g. search

operations. . . )

Private IP addresses

are used in order to

confine all

communications

within the VIOLIN.

Continued on next page
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Table 1. Continued

Virtual distributed

VLAN VPN P2P Overlay environment (VIOLIN)

Dynamic

internal (ad

hoc) routing

and tunnel

management

Layer 2 switching, no

routing involved.

Statically configured

tunnels and routes

in endpoints or

routing daemon to

exchange tables

between endpoints

in order to specify

which traffic is sent

over the tunnel.

Public IP addresses are

used to obtain

end-to-end P2P

connectivity. No

tunnelling needed.

VIOLIN has virtual

routers for internal

routing. Topology

adaptation

(adding/removing

links and forwarding

rules).

Figure 1. Localized VPAN.

nodes need to be established. In the infrastructured VPAN, the members are interconnected
over the Internet, using nodes (mainly routers) in the infrastructure as relays. In this type of
VPANs, infrastructure support, for instance from service providers or the naming system, can
assist the VPAN membership management, member discovery, formation, routing and mobility
management. In some networking aspects, the distributed infrastructured VPAN, when applied
to personal nodes, resembles closely the approach adopted in the Personal Network concept
[13]. Figure 2 gives an example of the distributed infrastructured VPAN.

4.1.3. Distributed Ad Hoc VPAN
Again, as it is distributed, connectivity between members has to use non-member nodes as
relays in order to forward their traffic over end-to-end tunnels. However, in the ad hoc VPAN,
illustrated in Figure 3, ad hoc nodes are used as relays. As no dedicated infrastructure can be
assumed, VPAN membership management, member discovery, formation, routing and mobil-
ity management has to be done in a completely distributed manner. This will impose additional
challenges to the network solutions, challenges highly similar to the ones encountered in ad
hoc networks.
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Figure 2. Distributed infrastructured VPAN.

4.1.4. Hybrid VPANs
In many potential scenarios, a combination of the above architectures will be encountered,
resulting in hybrid VPANs and the required integration and harmonization of solutions.

4.2. HIGH-LEVEL NODE ARCHITECTURE

If we try to map the VPAN requirements onto the individual nodes, a conceptual high-level
node architecture can be derived. Figure 4 presents the proposed high-level architecture of the
protocol stack in a VPAN node. In traditional IP nodes, only one IP protocol stack responsible
for routing, fragmentation. . . is present.

However, if we want the coexistence of multiple virtual overlay networks, each with their
own private addressing scheme and routing protocol, multiple IP stacks, one for each VPAN,
are required next to each other, where a specific VPAN stack is installed dynamically only
when the specific VPAN is active.

Apart from traditional IP functionalities such as routing, decreasing time-to-live field . . .
additional functionalities for VPAN support are needed, which can be divided into a data and

Figure 3. Distributed Ad Hoc VPAN.
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Figure 4. Conceptual high-level protocol stack architecture of a VPAN node.

control plane. In the data plane, the functionalities encompass, amongst others, forwarding,
encryption, tunnelling . . . In the control plane, we find all functionalities related to the intra-
VPAN routing protocol, VPAN formation, tunnel management, private IP address configura-
tion . . . Below the multiple IP protocol stacks, a convergence layer is needed that is capable
of demultiplexing incoming packets to the corresponding VPAN and forwarding outgoing
packets to the corresponding interface. At the higher layer, a middleware system is needed.
One of the main functionalities of this component is to act as a firewall for the resources and
services at the higher layers that enforces access rights: only applications and services with
the correct privileges are given access to a specific VPAN. As such, the middleware system
in tandem with the VPAN protocol stack needs to create a confined and secure environment
for applications and services. Also firewall functionality in terms of membership could be
enforced here: packets coming from a specific VPAN are only forwarded to the higher layers
if the originating member application has the required VPAN access rights.

In addition, the middleware system could also provide more complex functionalities such
as content adaptation according to the context or capabilities and access rights of the receiver
or generic support for distributed applications and services. Next to all layered functionalities,
a management plane is needed that spans all layers. This plane needs to provide the user with
functionalities for the management of the access rights of the applications and services, for
the management of the VPAN and its members (e.g. storage of member profiles such as keys,
authentication information . . . ), for the management and exchange of context and cross-layer
information . . .
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Table 2. Potential VPAN scenarios

Application VPAN

Emergency networks Rescue people (police men, fire fighting) organized in teams

Military communications Soldiers divided in separated military units, potentially hierarchically

organized

Enterprise networking Overlay network between collaborating people, within a department,

between people at a construction site, monitoring networks, augmented

reality support, virtual service providers . . .

Personal networking Overlay network of all your personal devices, distributed virtual desktop

Education Virtual classrooms, project collaborations

Entertainment Multi-user games, closed P2P communities, augmented reality

Commercial and civilian

environments

Cab network, touristic information, surveillance systems, building

automation, e-health networks . . .

The above description is far from a complete solution, but only intends to present the
generic high-level building blocks of a conceptual node architecture that are needed to fulfil
the requirements imposed by VPAN.

5. Applications

As already stated, in many scenarios communication will take place between users or devices
that share a common context and should not be visible or accessible for outsiders. In addition,
accessibility will often be restricted to a limited number of applications, service and resources.
These common characteristics are all captured by the proposed generic VPAN concept, which
can act as an enabler for all these applications, without requiring individual, not reusable and
often incompatible solutions at the application layer. Table 2 gives a list of some potential
applications that can really benefit from the proposed VPAN concept. These applications can
span all kinds of networks, including wireless and wired, infrastructured and infrastructureless
communications and can all be mapped on one of the above high-level network architectures.
In all these scenarios, the applications and users will benefit from the presence of the VPAN,
as it transparently takes care of membership, connectivity, mobility, security, access rights
enforcement . . . As can be seen, the potential applications span multiple domains, ranging from
leisure to business, from limited to high security . . . Further, each user will simultaneously take
part in multiple VPANs at the same time, making the coexistence of multiple VPANs next to
each other a stringent requirement.

In the following section we will discuss the research challenges we are faced with for
providing virtual private ad hoc networks that enable the applications presented.

6. Challenges

The proposed VPAN concept involves a lot of requirements that need to be fulfilled in order to
realize its potential. Addressing these requirements introduces numerous research challenges.
The main challenges, together with some guidelines and thoughts on potential solutions are
presented in this section.
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6.1. VPAN DEFINITION AND MANAGEMENT

Before a VPAN can be formed and organize itself, the VPAN, its policies and its members, or
its membership rules, first have to be defined. The creation of a new VPAN will be triggered by
a service provider or, more commonly, by an individual person. In the former case, the service
provider can define VPANs to which individuals can subscribe or be invited. In the latter case,
when defining the VPAN, all information related to the VPAN definition and membership will
be located in this individual member. However, in most application scenarios, the VPAN can
be formed and operate in the presence of a subset of the members, in which the creator of the
VPAN mostly does not have to be included. Therefore, the VPAN definition and membership
information needs to be distributed over the other members that will be added to the VPAN or,
in the case of an infrastructured VPAN, could be outsourced to a service provider. The above
discussion makes clear that during the VPAN definition the following questions have to be
answered, and their resulting policies have to be defined:

– Who is the creator of the VPAN?
– How and where is the VPAN definition and membership information stored and/or dis-

tributed?
– When can the VPAN be formed and become operational (if the creator is online, if all

members are online, if a subset or quorum of the members is online)?
– How are new members added to the VPAN (membership policies)?
– Member authentication?

As soon as the VPAN has been defined, new members can be added to the VPAN. There are
a number of potential solutions for membership management, of which the preferred one has to
be defined in the VPAN membership policies during its creation. Nodes can be invited to join
the VPAN by (one of) its members. If the existence of the VPAN can be consulted by non-VPAN
nodes, nodes can request to join the VPAN by contacting the creator or one of the member
nodes. Another solution could be to formally define membership rules and automating the
processing of member addition by checking these rules against an (authenticated) user profile
of the potential members. In all cases, it can further be defined if the addition of a new member
needs to be confirmed by only one member, the creator of the VPAN, all existing members
or a quorum of the members. Additionally, when new members are added to the VPAN,
existing members need to be informed of, or at least able to consult, the new membership
information. The choice of the solution adopted will highly depend on the type of VPAN (see
Section 4.1) and the scenario used in. Apart from member addition, similar mechanisms need
to be developed for member removal and banishment.

In the above discussion, we have considered membership as an abstract concept. However,
in order to implement this concept, security issues such as member identification, mutual trust
and authentication, key distribution. . . need to be considered, as they are indispensable for
the secure formation and self-organization of the VPAN and inherently tied to the concept of
communities. These issues are considered in the next subsection.

6.2. SECURITY

As already stated, the membership concept inherently implies the notion of security. More
precisely, the membership concept should allow the establishment of trust between the VPAN
members in order to offer the following security services:
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– Member identification and authentication: a member needs to be able to check whether
another one belongs to the same VPAN and holds the identity it claims.

– Authentication of communication between VPAN members.
– Confidentiality of communication between VPAN members.

In the case of localized VPANs or distributed ad hoc VPANs, no infrastructure to support the
establishment of trust relationships can be assumed and distributed solutions are needed, with
minimal impact in terms of user effort. An overview of existing solutions and a novel solution,
together with implementation hints, for distributed establishment of trust relationships can be
found in [14]. In the case of a distributed infrastructured VPAN, solutions relying on a service
provider or central entity could be used in order to support the membership management and
trust establishment (e.g. using certificates).

Based on these trust relations, directly connected members can establish a secure link
between each other. If not directly connected, they can establish a secure tunnel between
them. Both these secure links and tunnels are prerequisites for the formation of the secure
overlay.

6.3. VPAN FORM ATION AND SELF-ORGANIZATION

As soon as the VPAN has been defined, its policies have been created and trust relations have
been established, VPAN formation and self-organization can take place. Again, different types
of VPANs can result in different solutions, requiring harmonization when being deployed in
hybrid VPANs.

In a localized VPAN, it is sufficient that every member node discovers it’s neighbouring,
i.e. directly connected, members in order to form the overlay. To this end, a neighbour discov-
ery mechanism with mutual member authentication, based on the predefined trust relations,
is needed. In a distributed infrastructured VPAN, mechanisms deployed in P2P overlay net-
works could be used for member discovery. Again, different options exist. First of all, a fixed
anchor point that acts as a membership registration system (e.g. a management entity in the
infrastructure, service provider support) could help the VPAN members to find out which other
members are online. Also, P2P techniques using completely distributed discovery through the
use of rendez-vous peers could be deployed as member discovery mechanism. In a distributed
ad hoc VPAN, mechanisms deployed in ad hoc networks for path discovery could be deployed
for member discovery. Based on membership knowledge, nodes can actively search for miss-
ing members. In addition, recovery mechanisms are needed in case of temporary connectivity
loss to a previously found member due to mobility and could be enhanced based on prior
knowledge of the location of that member.

These member discovery mechanisms form the basis of the formation of the VPAN over-
lay, as it is needed for secure link and tunnel establishment between member nodes. In the
distributed VPAN types, the formation of the VPAN can be subject to different policies. First
of all, the VPAN formation strategy can be classified as either always-on or on-demand, de-
pending on the fact if connectivity between all members is maintained continuously or only
when requested by the applications and services running on top of it. Further, different strate-
gies regarding topology control could be deployed, ranging from minimal connectivity, for
connecting all members or only the active applications and services, to a full mesh between
all members.
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6.4. ADDRESSING AND ROUTING

Using the mechanisms described in the previous section, members are able to discover each
other and to form an overlay that consists of either secure links or tunnels. Within the overlay,
the members will use private IP addresses and will run an ad hoc routing protocol. As such, the
overlay is used to transparently exchange VPAN data and control messages, using the public
IP infrastructure as carrier.

As already stated, each VPAN will have its own local address space, from which each
member is assigned one address, independent of its number of interfaces. All applications and
services that communicate within the VPAN will use this address. This address space is con-
fined within the VPAN and invisible to the outside world by tunnelling or link encryption. For
automating the address assignment procedure, two options exist: stateful auto-configuration
and stateless auto-configuration. For the former, mechanisms similar to the one deployed
for the membership management could be used. The latter option requires the avoidance of
duplicate addresses. Here, solutions using ad hoc duplicate address detection techniques or
IPv6 stateless address auto-configuration could be deployed. Further, when running multiple
VPANs within the same device, their address spaces need to be distinguishable, which could
be achieved by assigning each VPAN a different address prefix.

Concerning the overlay ad hoc routing, different ad hoc routing techniques (reactive, proac-
tive, hybrid, adaptive. . . ) are possible and the choice of the most appropriate one will depend
on multiple factors: application requirements and traffic, on-demand or always-on VPAN
formation, context. . .

6.5. MEMBER MOBILITY MANAGEMENT (VPAN MAINTENANCE)

The members of a VPAN can be mobile, requiring adaptations to the VPAN overlay. For the
localized VPAN efficient member (i.e. neighbour) discovery and (layer 2) link break detection
mechanisms can improve VPAN maintenance. For the other VPAN types, member mobility
resulting in a change of public IP address can cause the breakdown of tunnels established
between members of the VPAN overlay, requiring dynamic tunnel reestablishment mechanisms
and interaction with the membership management or member discovery framework. As private
IP addresses are used within a VPAN, session continuity can be assured, provided the overlay
and tunnel management mechanisms are efficient enough.

6.6. APPLICATION MIDDLEWARE

As previously mentioned, the main functionality of this component is to act as a firewall for
the resources and services at the higher layers: only applications and services with the correct
privileges are given access to a specific VPAN. VPAN members should be able to specify to
what extent their applications and services have access to the VPAN and to what extent other
VPAN members have rights to access these applications and services. Further, applications
and services need to be able to specify the VPAN they want to use. Therefore, a powerful
interface between the VPAN protocol stack and the service and application layer is needed, in
the form of a platform independent generic middleware system.
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6.7. OTHERS

The previous subsections presented the main challenges of the VPAN concept and some ideas
to tackle them. Of course, this description is far from complete as many other challenges
exist or will emerge: naming, QoS, context information to improve networking and manage-
ment solutions, intrusion detection, dealing with multiple or even hierarchical VPANs, traffic
optimization. . .

7. Conclusion

In the next-generation all-IP communication network, consisting of heterogeneous wired and
wireless technologies, a lot of potential applications will require, or benefit from, the ability to
securely communicate only between a dynamic subset of distributed devices. This character-
istic of communication is often overlooked when considering next generation communication
networks and existing technologies can only partially respond to the challenges involved. In
this paper, we have presented Virtual Private Ad Hoc Networks, a concept that merges network
virtualization and ad hoc networking techniques in order to create a transparent, trusted and
self-organizing environment for applications and services. A VPAN can be defined as a secure
and self-organizing virtual overlay network for applications and services on distributed nodes,
deploying ad hoc networking techniques to enable connectivity. In this paper we have exten-
sively discussed the main requirements, characteristics, high-level architecture and research
challenges of this challenging concept. However, this paper leaves open as many questions as
it addresses and hence should be seen as a proposal or guideline towards future research, but
not as a definitive answer.
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