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Abstract
A current challenge in the environmental sciences field is to assess air quality at larger urban areas with high level of spatial 
resolution and, at the same time, with feasible computational resources time demand. This study provides a sensitivity analy-
sis, focused on the implications of different grid resolutions on air quality results, followed by a performance assessment 
of the URBan AIR (URBAIR) model, a second-generation Gaussian model, as a tool for air quality management in urban 
areas. Estarreja area, a city located near an industrial complex, was used as case study, and the most critical air pollutants 
were investigated: particulate matter (PM10) and nitrogen dioxide (NO2). Three different grid resolutions were tested: 
0.1 km, 0.2 km and 0.3 km resolutions. Comparative results revealed that all grids provide similar results regarding the 
spatial distribution of PM10 and NO2 concentrations, with evident differences in the magnitude of those concentrations and 
in the required computational time. The source apportionment analysis revealed the great contribution of industrial sources 
and road transport to NO2 and PM10 concentrations, respectively. The URBAIR model is a useful tool to support decision-
makers since it considers the specific characteristics of each city, which make it particularly helpful to assess different origins 
of air pollution, and so, to select the most effective sectorial measures that should be applied to improve local air quality.
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Introduction

The dispersion of air pollution in urban areas has been of 
great concern in the scientific community in last decades. 
Despite some improvements, thanks to the implementation 
of European legislation on atmospheric emissions and air 
quality, key air quality standards for the protection of human 
health are, currently, not being achieved in a set of air qual-
ity monitoring stations across Europe (EEA 2019). This is 
particularly true for urban areas, where more than 70% of 
the European population lives (Rafael et al. 2018). Air pol-
lution is still one of the greatest challenges of our time and 
its effects undermine the ability of cities to achieve sustain-
able development. The 2030 Agenda for Sustainable Devel-
opment comprises 17 goals (United Nations 2015), where 
the commitment to make cities resilient and sustainable is 
included. It is a target of this goal, by 2030, to reduce the 

adverse per capita environmental impact of cities, by paying 
special attention to air quality.

Since 2008 with the publication of the European Air 
Quality Directive (AQD) (2008/50/EC), the use of models 
in combination with monitoring data has been encouraged 
for a set of applications. The air quality models to be applied 
depends on the temporal and spatial scale (from global to 
local scales), characteristics of the domain (size and resolu-
tion), the structure of the emission field (spatial and tempo-
ral distribution by emission sector), the air pollutants that 
will be simulated and on the application where the model-
ling results are to be used (Pianosi et al. 2016). Gaussian 
models have been widely used in atmospheric dispersion 
modelling, usually for regulatory purposes due to their easy 
implementation and their near real-time response.

A set of Gaussian models are currently available (e.g. 
CALINE4 (Benson 1989), CALPUFF (Scire et al. 1990a, 
1990b), AERMOD (Cimorelli et  al.  2005), UK-ADMS 
(Carruthers et al. 1994)) with a large set of applications. The 
studies that use Gaussian models on atmospheric modelling 
can be categorized in three main approaches:
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	 i.	 studies that aim to provide a scientific review of the 
most common models and their applications; this 
type of studies discusses the specific requirements 
and limitations of a given model (related to the spa-
tial and temporal resolution, the type of environment, 
the structure of the emission field and the pollutant 
compounds to be analysed) that can include model 
intercomparison (related to model’s intrinsic simpli-
fications and parametrizations and their performance) 
(e.g.Gulia et al. 2015; Oleniacz and Rzeszutek 2018);

	 ii.	 studies that aim to characterize the air quality status; 
this type of studies includes assessments for regula-
tory and industry purposes (e.g. impact and health risk 
investigations) and air quality assessment in urban 
areas using specific case studies to investigate different 
air quality problems (e.g.Borrego et al. 2016; Truong 
et al. 2016; Wu et al. 2018); the majority of these stud-
ies also assess the model capability and accuracy by 
comparison of modelled results with measured data;

	 iii.	 studies that aim to support decision-making in the 
design and implementation of urban policies; this 
type of studies includes the investigation of effective-
ness of emission abatement strategies to improve air 
quality (e.g. Mocerino et al. 2020) or the evaluation 
of different types of urban structures as a response to 
environmental sustainability issues promoted by cli-
mate change and growing cities (e.g. Ma et al. 2013).

Despite the complexity behind the development of the 
air quality models, their results have a definite uncertainty, 
which is usually associated with input data (meteorological 
conditions and emissions rates) used in those models 
(Taghavi et al. 2005). Beyond that, some studies have been 
showing that model results are considerably sensitive to 
grid resolution (Pianosi et al. 2016). The studies conducted 
agree in their main conclusions: a coarse grid resolution 
may produce large discrepancies in the results compared to 
a fine grid resolution since it cannot capture inhomogeneity 
in emission rates, meteorology and land use; a fine grid 
may cause the simulation to be inefficient since it can be 
considerably limited by calculation time (Garcia-Menendez 
and Odman 2011; Fountoukis et al. 2013). Therefore, air 
quality studies should be performed using the appropriate 
grid resolution to obtain reliable and acceptable results in 
terms of both accuracy and computational time, selected 
according to the study scope.

Given this background, there is a question that has not 
been explored yet: how a regional approach can be applied 
and optimized in Gaussian models to achieve an air quality 
assessment with high level of spatial and temporal resolu-
tion? To answer this question, this work presents a case 
study application of URBAIR model over the Estarreja 

area, in Aveiro region (Portugal), based on the use of 
detailed atmospheric emission inventory (in gridded for-
mat). The applied approach allows to achieve two main 
goals: (i) to assess the influence of different spatial resolu-
tions on model predictions; and (ii) to evaluate the contri-
bution of different emission sources to local air pollution. 
The atmospheric dispersion of nitrogen dioxide (NO2) and 
particulate matter (PM10), both pollutants posing serious 
health concerns in urban areas, is analysed.

The paper is structured as follows: section ‘Modelling 
approach’ describes the methodology, including a brief 
description of the modelling architecture and the approach 
applied to model evaluation. The modelling application and 
the main results are presented in section ‘Case study—air 
quality assessment’, including the model sensitivity analysis 
and source apportionment results. Conclusions follow in sec-
tion ‘Conclusions’.

Modelling approach

This section provides an overview of the modelling approach 
used to characterize the air quality at the urban scale, which 
includes a detailed description of the air quality modelling 
system URBan AIR (URBAIR) (section ‘Modelling setup’) 
and a description of the methodology applied to evaluate the 
model sensitivity and model performance to a set of param-
eters (section ‘Model evaluation’).

Modelling setup

The URBAIR model is an improved version of the second-
generation Gaussian model POLARIS Gaussian plume dis-
persion model (Borrego et al. 1997). This modelling system 
is designed to be modular and includes the pre-processing 
of land use and urban elements geometry, meteorological 
conditions and air pollutant emissions, coupled with a dis-
persion module. The URBAIR provides air quality patterns 
for a given spatial domain (with up to about 50 km from the 
domain centre) and time period (e.g. hourly, daily, 1 year or 
multiple years) for different air pollutants, namely PM10, 
NO2, SO2 and CO. The system framework is designed in 
a way that the inputs/outputs of the different modules are 
shared and linked along the modelling process. URBAIR’s 
structure is organized as schematically shown in Fig. 1. The 
four main modules composing the URBAIR system are here-
after described.

The model was developed in the scope of the BRIDGE 
project (Chrysoulakis et al. 2013) where it was applied to 
assess the impact of different urban planning alternatives on 
air quality. Since then, the URBAIR has been implemented 
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for a set of urban applications (Borrego et al. 2016; Dias 
et al. 2018) and tested against measured data.

Meteorological module

The main outcome of this module is to characterize the 
dynamics of the atmospheric boundary layer (ABL) dur-
ing the period of simulation and pre-process relevant mete-
orological parameters for the dispersion module, following 
the Monin–Obukhov similarity theory approach (Tavares 
et al. 2011). This module uses surface and upper air (sound-
ings) meteorological databases provided by regional scale 
meteorological models, or alternatively, by measurements. 
The main outputs consist of ABL turbulence scaling param-
eters (such as Monin–Obukhov length scale, surface friction 
velocity or convective velocity scale) and the mixing height 
of the ABL. The Weather Research and Forecasting (WRF) 
mesoscale model has been used to initialize the URBAIR 
model rather than measured data, since there are relatively 
few meteorological stations in Portugal with vertical profile 
information. The WRF model, from the National Center for 
Atmospheric Research (NCAR) (Skamarock et al. 2008), 
version 3.7., is a mesoscale numerical weather prediction 
system designed to serve both operational forecasting and 
atmospheric research needs. The WRF model is widely 
applied, has been extensively tested and shown to produce 
robust and realistic results (Rafael et al. 2020, 2019, 2018; 
Lopes et al. 2019).

Emissions module

The URBAIR has the capability of consider different types 
of emission sources, namely, area, volume, point (such 
as industrial) and line sources (road traffic emissions). 
The model also offers the possibility of prescribing the 

emission rate considering the temporal and spatial pat-
terns of the emission sources. Recent developments in this 
module have been performed to allow the use of emissions 
in a grid format, able to use data from emission inven-
tories, obtained either by using bottom-up or top-down 
approaches, which are usually used in chemical transport 
models for regional studies. This development allows the 
application of URBAIR model to urban domains with a 
finest resolution (tens of meters) that is not achieved in 
regional air quality models. As a result, a sensitivity analy-
sis to the use of different grid resolution and its influence 
on air pollutant concentrations, the focus of this study, is 
required.

Geo‑information module

The URBAIR model requires the characterization of the ter-
rain surface elevation, land use, buildings 3D coordinates 
and emission sources location and dimension, to realistically 
represent the topography and build-up structures. This mod-
ule relies on a Cartesian coordinate system, in which regular 
and discrete gridded data can be used to input and spatially 
distribute terrain and obstructions, receptors and sources 
within the simulation domain. Topography is specified in 
the form of terrain heights at receptor locations. The influ-
ence of buildings on air pollutant dispersion depends on the 
orientation of the obstacles relative to the source, the wind 
direction and the shape of the building. Direction-specific 
downwash parameters, in the form of projected building 
height and width dimensions, are estimated using the EPA’s 
Building Profile Input Program PRIME (BPIP-PRIME) 
modelling approach (Schulman et al. 2000). This module’s 
input information can be provided by GIS-based maps in a 
compatible-format to be readily processed.

Fig. 1   URBAIR modelling 
system architecture
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Dispersion module

The dispersion module has implemented an improved ver-
sion of the second-generation Gaussian model POLARIS 
to estimate the air pollutant concentration. The module uses 
a steady-state multi-source plume air Gaussian dispersion 
modelling approach, where the effects of meteorological 
conditions, topography and the presence of buildings are 
considered for the transport and dispersion simulation of 
air pollutants within urban areas. Under stable ABL condi-
tions, it assumes the concentration spatial distribution to be 
Gaussian in both vertical and horizontal lengths; whereas 
in convective conditions, the horizontal distribution is 
also assumed to be Gaussian, but the vertical distribution 
is described with a bi-Gaussian probability density func-
tion (e.g. Weil et al. 1997). The meteorological conditions 
are assumed to be steady during the modelling period steps 
(typically hourly) and horizontally homogeneous. Vertical 
variations can be also considered, if concentration fields are 
estimated at various levels. The influence of complex terrain 
is provided through the concept of a dividing streamline by 
combining a horizontal plume state and a terrain following 
state (Cimorelli et al. 2005). An additional feature is the 
capacity to account for the dispersive nature of the ‘con-
vective like’ boundary layer that forms during night-time 
conditions over urban areas, by enhancing the turbulence 
resulting from urban heat flux, similarly to AERMOD model 
(Cimorelli et al. 2005). As outputs, the URBAIR provides 
the air pollutant concentration spatially distributed over a 
regular grid, and, if the user required it, the air pollutant 
levels for specified receptor points.

Model evaluation

Two different approaches were applied to evaluate the 
URBAIR model: (i) sensitivity analysis, to investigate how 
the variation in the numerical model outputs can be attrib-
uted to different computational grid resolutions; and (ii) 
assessment of model performance, by comparing modelled 
results against measurements (statistical metrics); this evalu-
ation was only made for the most appropriate grid resolution, 
chosen accordingly to the sensitivity analysis results.

The sensitivity analysis was performed to assess the 
model response, in terms of computational time consumed 
and air quality levels (magnitude and trends), to three 
horizontal grid resolution: coarse (0.3 × 0.3 km2), medium 
(0.2 × 0.2 km2) and fine (0.1 × 0.1 km2) mesh. These grids 
were set based on two criteria: (i) high-resolution, to guar-
antee the representative of urban phenomena on air quality 
assessment; (ii) compromise between the domain area, the 
time period and the spatial and temporal resolution. The 
model performance was evaluated applying the BOOT Sta-
tistical Model Evaluation Software Package (Chang and 

Hanna 2004). The model acceptance criteria proposed by 
Chang and Hanna (2004) for air quality models’ assessment, 
establish performance measures for six statistical parame-
ters: (i) the normalized mean square error (NMSE < 1.5) is a 
measure of scattering and reflects the systematic errors; (ii) 
the fraction of predictions within a factor of two of obser-
vations (FAC2 > 0.5) is the most robust statistic measure 
since it is not overly influenced by high and low outliers; 
(iii) the correlation coefficient (r = 1) reflects the linear rela-
tionship between two variables; (iv) the root mean square 
error (RMSE = 0) gives important information about the 
skill in predicting the magnitude of a variable; (v) the index 
of agreement (d = 1) provides a standardized measure of the 
degree of model prediction (Willmott 1981); and (vi) the 
mean bias error (MBE = 0) can indicate whether the model 
overestimates or underestimates the concentration values 
measured. All these statistical parameters were considered 
in the analysis. Time-series were generated to complement 
the statistical analysis. The statistical parameters were also 
used to quantitatively assess the differences between the grid 
resolutions.

Case study—air quality assessment

This section provides a description of the modelling setup 
applied to Estarreja area located on the northern of Aveiro 
region, Portugal (section ‘Model application’), a sensitivity 
analysis of the modelled results to mesh resolution (sec-
tion ‘Sensitivity analysis’) and an assessment of model 
performance (section ‘Model performance’). An air qual-
ity assessment, aiming to characterize the air quality status 
of the study area (section ‘Air quality assessment’), is also 
provided in this section.

The case study comprises an area of 13.4 × 16.8 km2 
with four industrial areas (Avanca, Estarreja, Cacia and 
Albergaria-a-Velha) with moderate Heavy-Duty Vehicles 
(HDV) traffic (Fernandes et al. 2019); hence, the air qual-
ity can represent an important issue, namely for PM10 and 
NO2 concentrations. The Estarreja area is a very interesting 
case study in terms of air quality since it is influenced by a 
set of emissions sources (industrial, traffic and residential 
sources), which implies a challenge in terms of air quality 
management for the most critical pollutants at urban areas 
NO2 and PM10.

Model application

The modelling system, composed by WRF/URBAIR, was 
applied to 1-year simulation (2017). The WRF model was 
applied to four online-nested domains with increasing 
resolution at a downscaling ratio of three. Figure 2a shows 
the model domain setup used, which is composed of a 
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coarser domain of 27-km horizontal resolution covering 
part of Europe and part of the North of Africa (D1), and the 
innermost domain of 1-km horizontal resolution focusing 
on a confined area (D4), which comprises the Aveiro region. 
ERA-Interim analysis data (URL2), from the European 

Centre for Medium-Range Weather Forecasts (ECMWF), 
was used as initial and boundary conditions for WRF 
simulations at 6 h and 0.75° temporal and spatial resolution, 
respectively. The following set of parameterizations 
were used in the analysis: WRF Single-moment 5-class 

Fig. 2   a Configuration of the WRF model domains. Horizontal reso-
lution of the coarse domain is 27 km, with 173 × 142 horizontal grid 
cells (D1). The inner WRF model domain has a horizontal resolu-
tion of 1 km with 94 × 163 horizontal grid cells (D4). The URBAIR 
model domain (D5) is also displayed. b Study domain showing the 

URBAIR computational domain with a spatial resolution of 0.2 km 
with 67 × 84 horizontal grid cells (grey lines), the parishes’ limits that 
are within the study area (black lines), main roadways (orange lines) 
and location of the air quality monitoring station (star).
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Microphysical Scheme (Hong et  al.  2004); Dudhia 
Shortwave radiation scheme (Dudhia 1989); RRTM (Rapid 
Radiative Transfer Model) longwave radiation model 
(Mlawer et al. 1997); MM5 similarity surface layer scheme 
(Zhang and Anthes 1982); Unified Noah Land Surface 
Model (Tewari et al. 2004); Yonsei University Planetary 
Boundary Layer scheme (Hong et al. 2006) and Grell 3D 
Ensemble Scheme for cumulus parametrization (Grell and 
Dévényi 2002). The selected parameterizations were based 
on recommendations included in Wang et al. (2014), as well 
as on validation and sensitivity studies previously performed 
over Portugal (Rafael et al. 2016, 2017, 2018) and over the 
Iberian Peninsula (Fernández et al. 2007).

The numerical simulation was based on the meteoro-
logical dataset for the year 2017. The URBAIR model was 
applied to a modelling domain that covers an area of about 
13.4 × 16.8 km2 under the industrial built-up area (D5), 
within the D4 domain. The domain comprises one air qual-
ity monitoring station based on the Portuguese air quality 
monitoring network stations; the locations of which are indi-
cated in Fig. 2b. The application of URBAIR was applied for 
the entire 2017 year, being the analysis made in an annual 
and seasonal basis.

The URBAIR initial meteorological conditions were pro-
vided by WRF model, in particular, the surface and vertical 
temperature and wind velocity profiles. In order to enable 
the direct extraction of WRF output data, a post-processor 
was developed and implemented to prepare these data in a 
URBAIR-compatible format.

The characterization of the wind fields provided by the 
WRF model for Estarreja area, was performed through the 
representation of wind roses for all the year of 2017 (Fig. 3) 
and for each season (Fig. 4): spring (March–May), summer 
(June–August), autumn (September–November) and winter 
(December–February). Wind roses represent the wind inten-
sity and wind direction, with the percentage of times, during 
the selected period, that the wind blows from the indicated 
direction. Thus, a typical North wind is represented in the 
wind roses in the upper quadrants.

The analysis of Fig. 3 shows that, for 2017, the most rep-
resentative values of wind speed are between 0 and 6 m s−1, 
representing 87% of the data. Relatively to the wind direc-
tion, the prevailing winds are from Northwest (NW). In more 
detail, about 45% of the wind records are from NW quad-
rant, 22% comes from Southeast (SE) quadrant, 21% from 
Northeast (NE) quadrant and, finally, 12% from Southwest 
(SW).

Figure 4 illustrates the seasonal variability of wind speed 
and direction for Estarreja area.

In spring, about 38% of the wind are from NW, with the 
most representative values of wind speed between 3 and 
6 m s−1, which are wind conditions very typical of West 
Portuguese coast. This phenomenon is even more evident 

in the summer months, with about 76% of winds coming 
from NW, with wind speeds up to 9 m s−1. During these 
months, the wind that comes from South quadrants is 
typically weaker, with wind speed values below 3 m s−1. The 
wind patterns obtained for autumn are quite similar to those 
obtained from spring, showing higher frequency of wind 
records from the NW quadrant. For the autumn months, 
43% of the winds are from NW. However, in the winter 
months, the wind pattern is different from those obtained 
for the remaining seasons, with higher wind speed values, 
reaching 18 m s−1. During winter, 31% of the wind comes 
from the SE quadrant, 30% from NE quadrant, 24% from 
NW quadrant and only 15% from SW quadrant.

The atmospheric emissions were obtained from the 
European Monitoring and Evaluation Programme (EMEP) 
(EMEP 2017). Since this inventory provides values with 
a coarse spatial (10 × 10 km2) and temporal resolution 
(annual) different proxies were used to refine the following 
SNAPs (Selected Nomenclature for Air Pollution): SNAP 
(1) Power stations; SNAP (2) commercial and residential 
combustion; SNAP (3) industrial combustion, SNAP (4) 
production processes; SNAP (5) extraction and distribution 
of fossil fuels and geothermal energy; SNAP (6) solvent and 
other product use; SNAP (7) road transport; SNAP (8) other 
mobile sources and machinery; SNAP (9) waste treatment 
and disposal; and SNAP (10) agriculture.

Regarding the spatial distribution, land use data, popula-
tion information, buildings shapes and atmospheric emis-
sions, a bottom-up approach was used to provide values over 

Annual

Fig. 3   Wind rose for all the year of 2017, for Estarreja area
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the study domain with high spatial resolution (hundreds 
of meters—100 m, 200 m and 300 m). For the industrial 
(SNAPs 3 and 4), off-road (SNAP 8), maritime transport 
(SNAP 8), waste treatment/disposal (SNAP 9) and agricul-
ture (SNAP 10) sectors, the Portuguese land use data (DGT 
2018) was considered. The study developed by Silveira 
et al. (2017) about how to build a high spatially resolved 
inventory for the residential combustion sector and popula-
tion information from the Portuguese census dataset (INE 
2011) was used to improve the emissions from commercial 
and residential combustion (SNAP 2). The OpenStreetMap 
(OpenStreetMap contributors 2017) data with the buildings 
shapes coordinates and the Transport Emission Model for 
Line Sources (TREM) (Li et al. 2019; Tchepel et al. 2012; 
Vicente et al. 2018) were considered, respectively, for the 
solvent and road transport activities.

The EMEP inventory was also adapted to generate hourly 
emissions to the study domain using the data from Gon et al. 
(2011) who provided typical European monthly, weekly and 
hourly profiles patterns for the main anthropogenic emission 
activities.

In order to analyse the atmospheric emissions over the 
study area, Fig. 5 shows the monthly contribution to the 
total emissions (in %) and the total emissions (in ton) of 
PM10 and NOx for each anthropogenic source. In addition, 
for the same air pollutants, the spatial distribution of annual 
emissions for the total and by main activities (residential 
combustion—SNAP 2; industries—SNAP 3 and SNAP 4; 
road transport—SNAP 7; other sectors—SNAP 6, SNAP8, 
SNAP 9, SNAP 10) is presented in Fig. 6.

The results show that the main anthropogenic emission 
sectors for both pollutants analysed are the industries (SNAP 
3/4) and road transport (SNAP 7). The contribution of each 
activity to the total emissions recorded a slight variation 
between seasons.

For the PM10, the industries (SNAP 3/4; 89–97%), com-
mercial and residential combustion (SNAP 2; 1–10%) are the 
main emission sources while the remaining activities (SNAP 
6, SNAP 7, SNAP 8, SNAP 9 and SNAP 10) record a contri-
bution of less than 1%. The highest SNAP 3/4 contribution 
is registered in summer while in the SNAP 2 is obtained in 
winter. The total emissions are higher in winter (391–418 

Fig. 4   Wind rose for each sea-
son of 2017, for Estarreja area

Spring Summer

Autumn Winter
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ton) followed by the autumn (374–399 ton), spring (370–402 
ton) and summer (342–355 ton).

The industries (SNAP 3/4; 68.5–72.9%) and road trans-
port (SNAP 7; 19.4–24.3%) are the main atmospheric 
sources of NOx. The sectors SNAP 6, SNAP 8 and SNAP 
9 do not contribute for this pollutant emission while the 
remaining activities (SNAP 2, SNAP 8 and SNAP 10) have 
a contribution from 0.4 to 4.3 ton. The highest values are 
recorded in spring (159–169 ton), autumn (162–163 ton), 
winter (156–165 ton) and summer (151–156 ton).

The spatial distribution of PM10 and NOx (Fig. 6) is 
similar with higher emissions mainly over industrial areas 
of Avanca, Estarreja, Cacia and Albergaria-a-Velha, while 
for the remaining areas, the main sources are from residen-
tial (SNAP 2), road transport (SNAP 7) and other sectors 
(SNAP 6, SNAP 8, SNAP 9 and SNAP 10). In fact, only a 
small fraction of the study domain, over the Ria of Aveiro 
(Aveiro Lagoon), does not register any emission value.

For the residential combustion activity (SNAP 2), the 
highest emissions are recorded over the main urban areas 
of Albergaria-a-Velha (PM10 maximum = 1.3 ton; NOx 
maximum = 0.3 ton), Beduído (PM10 maximum = 0.9 ton; 
NOx maximum = 0.2 ton) and Cacia (PM10 maximum = 0.8 
ton; NOx maximum = 0.1 ton). For the road transport sector, 
the maximum value is obtained, for both air pollutants, 
near N109 in Cacia (PM10 maximum = 0.6 ton; NOx 
maximum = 8.3 ton) while for the other sectors (SNAP 6, 
SNAP 8, SNAP 9 and SNAP 10), the Albergaria-a-Velha 
and Cacia parishes are more affected respectively, by PM10 
(ranges from 9.0 × 10−6 to 0.1 ton) and NOx (varies between 
0 and 0.1 ton) emissions.

Sensitivity analysis

The sensitivity analysis was conducted to assess how mesh 
resolution can influence air pollutant concentrations. It was 
also an aim of this analysis to choose the computational 
grid resolution that achieves a compromise between an accu-
rate analysis and the demand of computational resources 
for a further air quality assessment. The analysis was con-
ducted for 4 typical days (on an hourly basis)—weekday 
and a weekend from the winter season, and a weekday and a 
weekend from summer—and three grids were set: (i) coarse 
grid, with a resolution of 0.3 × 0.3 km2 and a total of 2520 
cells; (ii) medium grid, with a resolution of 0.2 × 0.2 km2 
and a total of 5628 cells; and (iii) fine grid, with a resolution 
of 0.1 × 0.1 km2 and a total of 22,344 cells. The 4 typical 
days where selected using as criterion the emissions vari-
ability, aiming to guarantee that the selected days capture the 
emissions annual seasonality and the weekly variability. A 
detailed description of the method used to select the 4 typi-
cal days can be found in Kewo et al. (2020) and Rafael et al. 
(2021). All the inputs, namely the atmospheric emissions, 
were estimated taking into account the different mesh resolu-
tions. This means that the spatial disaggregation of the base 
emissions (from EMEP inventory) was performed to the 
three mesh resolutions under analysis. Regarding the mete-
orological variables, the URBAIR model was initialized, for 
the three tested resolution grids, by using an average of the 
WRF cells values that overlap the URBAIR domain, with a 
spatial resolution of 1 km. The grid results were compared 
based on three parameters: (i) air pollutant concentration 
(maximum and average values); (ii) the spatial pattern of 

Fig. 5   Monthly emission shares 
by sector and the total values(in 
ton of pollutant) of PM10 and 
NOx in the study area
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Fig. 6   Spatial distribution of 
PM10 and NOx emissions over 
the study area for the year 2017, 
considering a spatial resolution 
of 200 m. The areas bordered 
by grey lines represent the 
parishes’ limits that are within 
the study area
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air pollutant concentrations; and (iii) computational time 
required, which consisted in the quantification of the time 
spent in pre-processing, model running and post-processing.

The results showed differences between the coarse grid 
and the medium and fine grid, in all the analysed param-
eters, with these differences being similar for both PM10 
and NO2 pollutants, and for the 4 typical days analysed. As 
an example, PM10 results for 24-h average concentrations 
are presented and discussed. Figure 7a shows the spatial 
distribution of PM10 concentrations for the three grids under 
analysis, in a daily basis. Since the URBAIR model is a 
non-chemistry reactive model, the differences in the PM10 
concentrations across the mesh resolutions (magnitude and 
spatial distribution) are mostly related with the level of 
detail of input data that is needed for each grid. As a result, 
the relative differences between grids (spatially and tem-
porally), for the simulated days and pollutants considered, 
were constant.

Note that the simplified chemistry available in URBAIR 
model can be seen as a model limitation depending on the aim 
of the model application. Therefore, it is important to analyse 
the obtained results considering the reasons that underlie the 
adoption of a Gaussian model: (i) this work is focused on 
urban scale (spatial resolutions less than 1 km), which is very 
difficult to achieve with complex Chemistry Transport Models 
(e.g. CHIMERE and CAMx); (ii) mesoscale models do not 
take into account the phenomena that occur at the urban scale, 
while more detailed models such as Computational Fluid 

Dynamics models, due to their complexity, do not allow the 
simulation of large domains; and (iii) several authors point 
out Gaussian models as the tool to make the link between 
mesoscale and local scale and Gaussian models are widely 
recommended for regulatory use.

Regarding the spatial patterns of PM10 concentrations, 
all grid resolutions showed similar behaviour; however, the 
coarse grid fails to reproduce the hotspots modelled in both 
fine and medium grids, in terms of the hotspot coverage and 
its magnitude. This difference is particularly relevant since 
one of the main goals of an air quality modelling approach 
is to represent pollutant peaks and its location. The differ-
ences between the grid resolutions are highlighted through 
the analysis of the air pollutant concentrations (maximum 
and average values). Even though the average values (spa-
tial averaged) are equally reproduced by all the grids, the 
magnitude of the maximum values differ between grids: 
62 µg m−3 for the coarse grid, 78 µg m−3 for the medium 
grid and 82 µg m−3 for the fine grid. The medium and fine 
grids provide maximum values with a magnitude 5% and 
25% higher than the coarse grid, for both PM10 and NO2 
concentrations. To explore with more detail the differences 
between mesh resolutions, a concentration-frequency dis-
tribution analysis was performed (Fig. 7b). Comparing the 
medium and fine grids, small differences in the PM10 daily 
average concentrations were obtained between them, with 
the fine grid providing, on average, air pollutant levels 0.2% 
higher. It can also be concluded that for all mesh resolutions, 

Fig. 7   Daily average PM10 
concentrations for three dif-
ferent mesh resolutions: a 
Spatial distribution maps and b 
concentration-frequency distri-
bution analysis

a)
0.1 × 0.1 km2 0.2 × 0.2 km2 0.3 × 0.3 km2

b)
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more than 50% of the cells of domain shows PM10 concen-
trations varying in a range of 0 and 9 µg m−3. Beyond the 
differences in the magnitude of maximum PM10 concentra-
tions, the area affected by high concentrations shown small 
differences independent of the mesh resolution; overall, the 
medium and fine grid showed high levels of PM10 concen-
tration in an area similar to the coarse grid.

To conduct a more quantitative analysis of the grid differ-
ences, a set of statistical metrics were calculated (Table 1), 
considering the fine grid results as reference values. To 
provide a spatial comparison of the different mesh grids, 
a spatial join tool available in the geographic information 
system (GIS) software was applied. The spatial join tool 
allows joining attributes (in this case, PM10 and NO2 con-
centrations) from one feature (medium and coarse grid reso-
lution) to another (fine grid resolution) based on the spatial 
relationship, i.e. if a join feature has a spatial relationship 
with multiple target features, then it is counted as many 
times as it is matched against the target feature. A total of 
22,344 receptors points (the number of cells of the fine grid) 
were used to compare the modelled results from different 
computation grid resolutions. The results showed that the 
medium grid has slightly higher value of the correlation fac-
tor (around 0.99) with the fine grid, when compared to the 
coarse and fine grid resolutions (0.98). The negative value 
of MBE indicated that medium grid underestimates the 
fine-grid concentration results. Distinguishable behaviour 
is obtained between the medium and coarse grids in terms 
of MBE. The positive value of MBE indicated that coarse 
grid overestimates the concentration results. Both NMSE 
and RMSE showed lower values when the medium and fine 
grids were compared than the ones obtained between the 
coarse and fine grids.

In relation to the computational time required to perform 
the modelling simulations, the analysis of the computational 
time demand was done by quantifying the run time versus 
number of sources (related to the mesh resolution), which 
provides an outlook of the amount of time only related to the 
model processing (software time demand).

All the URBAIR simulations were conducted consider-
ing the following hardware characteristics: 1 core and 8 GB 
of RAM. Table 2 shows the computational time required 
to perform the URBAIR simulations, considering all steps 
(pre-processing, model running and post-processing), for the 

different mesh resolutions. To simulate 24 h with a maxi-
mum of 22,258 sources (fine resolution), a time run of about 
32 h was required (Table 2).

Analysing all the modelling steps (pre-processing—
inputs preparation, model running and post-processing—
outputs representation), the results show that increasing 
grid resolution from the coarse resolution to the finest 
resolutions implies an increase in the computational time 
requirements (see Table 2). This increase is related with the 
amount of grid cells used in each mesh resolution. Consider-
ing the coarse grid as reference, the total computational time 
increases to 1.5 and to 13 times more, for the medium and 
fine grids, respectively. Looking individually for each step 
of the modelling application, the main differences between 
the grids were obtained in the modelling run and the post-
processing analysis (this step takes 6 times more time for 
the fine grid by comparison with both coarse and medium 
grids). The time spent in the modelling run increase with the 
increment of spatial resolution, being responsible for 15.5%, 
56.8% and 92.7% of the total computational time, for the 
coarse, medium and fine grids, respectively.

Figure 8 shows the linkage between the time demand 
and the number of sources used in the simulations. It seems 
that there is a linear relation between the number of sources 
considered in the model simulation and the computational 
time required, with the run time increasing notably with 
the increase of emission sources. An R-squared (statistical 
measure of how close the data are to the fitted linear trend 
line) of 0.99 was obtained, which means that regression 
model accounts for 98% of the variance. The more variance 
that is accounted for by the regression model the closer the 
data points will fall to the fitted linear trend line.

From the sensitivity analysis, it was concluded that the 
coarse grid is unable to reproduce the hotspots modelled. As 

Table 1   Statistical comparison of the computational grid resolutions 
under analysis, considering the finest resolution results as reference

Grid resolution NMSE
( −)

r
( −)

RMSE
(µg m−3)

MBE
(µg m−3)

0.3 vs 0.1 km 0.07 0.98 1.52 0.06
0.2 vs 0.1 km 0.03 0.99 1.00 -0.02

Table 2   Comparison of computational time required in URBAIR 
simulations (considering pre-processing, model running and post-pro-
cessing) for different mesh resolutions, for a daily simulation (24 h)

Mesh resolution

Coarse 
resolu-
tion

Medium 
resolu-
tion

Fine resolution

Grid cells 2520 5628 22,344
Number of 

sources
2515 5616 22,258

Computa-
tional time 
(minutes)

Pre-process-
ing

120 120 120

Model run-
ning

23 110 1898

Post-process-
ing

5 5 30

Total 148 235 2048
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result of the small differences in the air pollutant concentra-
tions between the medium and the fine mesh, both in terms 
of the magnitude of values and spatial pattern, and the time 
gained, it was argued that the medium grid is suitable to be 
used in the current study.

These results have a valuable role for future policy appli-
cations and long-term studies. The policy applications, for 
example, to study the impact of different mitigation meas-
ures or planning alternatives, usually have three main fea-
tures: (i) a set of simulations are needed, since different sce-
narios are required to select the best solution/option to the 
problem under analysis; (ii) long-term analysis are required 
(1-year in an hourly basis) to cover a set of meteorologi-
cal conditions; and (iii) larger areas are needed to take into 
account not only the city area but also its surroundings. 
All of these factors—several scenarios, long-term analy-
sis and large areas—impact the computational power and 
time requirements. In other words, as higher the number of 
simulations, the time period and the number of cells, higher 
will be the computational power needed and the required 
computational time. To overcome these issues and give a 
timely response to decision-makers, a medium grid is rec-
ommended. Additionally, to explore, for example, the impact 
of climate change on air quality, which will imply that simu-
lation of long series of meteorological data, the medium grid 
is also recommended. The finest grid should be used for 
short-term applications, for example, to simulate weather 
events and air quality episodes, or to model an area of inter-
est (around 10 km × 10 km).

Model performance

As previously mentioned, the URBAIR model has been 
evaluated through time, showing good agreement between 

measurement and modelled data (Valente et  al.  2014; 
Borrego et al. 2015, 2016; Dias et al. 2018). Despite of that, 
additional evaluation of the URBAIR model was carried out 
in this work.

The model accuracy was assessed by comparison of the 
modelled results (for a mesh resolution of 0.2 × 0.2 km2) 
with the measurement data recorded at the automatic moni-
toring station located in the study area (see Fig. 2b), classi-
fied as background influence and as suburban environment, 
using as validation metrics the normalized parameters pro-
posed by Chang and Hanna (2004). Table 3 points out the 
calculated statistic metrics for NO2 and PM10 air pollutants, 
on an annual and seasonal basis. This evaluation was con-
ducted in a daily average basis for PM10 and in an hourly 
basis for NO2, accordingly the basis of the legislated limit 
values defined by Directive 2008/50/EC on ambient air qual-
ity and cleaner air for Europe. The air quality monitoring 
stations have a data collection efficiency of 98% and 92% 
during the simulation period, for PM10 and NO2 respec-
tively (around 2% of the daily PM10 measured data and 8% 
of the hourly NO2 measured data were missing).

The correlation factor for the annual basis varies between 
0.39 for NO2 and 0.60 for PM10, denoting a good agreement 
between the measured and the modelled data, slightly better 
in the case of PM10, which one of the reasons that explain 
such results being the averaging times (daily average) of the 
PM10 statistics. This good agreement is so clear when the 
index of agreement is analysed; 0.63 and 0.72 were obtained 
for NO2 and PM10, respectively. The index of agreement is 
sensitive to extreme values due to the squared differences, 
which can justify the good agreement. The NMSE values 
of 0.66 and 0.33 were obtained for NO2 and PM10, respec-
tively; this means that the NMSE acceptance criteria (ranges 
from 0 to 1.5) were fulfilled in the air quality station for NO2 

Fig. 8   Comparison between of 
computational time required and 
number of sources considered in 
URBAIR simulations for differ-
ent mesh resolutions, for a daily 
simulation (24 h)
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and PM10. Regarding the MBE, which shows the tendency 
of the model to overestimate or underestimate a parameter, 
the model shows a clear tendency to overestimate both NO2 
and PM10 concentrations. An MBE of 1.04 µg m−3 was 
obtained for NO2; for PM10, an MBE of 7.81 µg m−3 was 
obtained. The FAC2 results, which reflects the percentage 
of modelled results lying within a factor of two of the refer-
ence values (modelled results of the fine grid), showed that 
the acceptance criteria (0.5 <  = FAC2 <  = 2.0) suggested by 
Chang and Hanna (2004) are fulfilled for both PM10 (0.77) 
and NO2 (0.63).

When the model performance is analysed seasonally 
(see Table 3), for both pollutants, a better performance is 
obtained for autumn and winter, i.e. the colder months, with 
a correlation factor varying between 0.52 and 0.56 for NO2 
and between 0.6 and 0.75 for PM10. Despite the overall 
overestimation of PM10 and NO2 concentrations throughout 
the year, high values of MBE were obtained during spring 
and summer for both pollutants. These results highlight the 
role of meteorology and the uncertainties of emissions esti-
mation in the model performance.

During the warmer season, i.e. summer, as the weather 
heats up, ground-level ozone is formed by the photochemi-
cal reaction of sunlight and NO2. However, as URBAIR is 
a linear non-reactive model, this photochemical reaction 
is compromised, with NO2 not being consumed, which 
leads to the highest overestimation of this pollutant. The 
overestimation of PM10 and NO2 concentrations in the 
summer can also be explained by the prevailing wind 
direction and wind speed. During summer, wind roses 
show prevailing winds from NW, transporting pollutants 
directly from the main industrial areas to the location of 
the air quality monitoring station revealing an emission 
overestimation of this activity (SNAP 3/4). An under-
estimation of NO2 concentration was obtained in spring 
(− 0.99 µg m−3). This result can be explained by the under-
estimation of the industrial (represents, in this season, on 
average 69% of the total emissions) and road transport 

emissions (represents, in this season, on average 22% of 
the total emissions) caused by the application of unsuitable 
European monthly profiles in the study region. In addi-
tion, since in the colder months the wind speed is higher 
than in the warmer months, higher dispersion of PM10 and 
NO2 is promoted in winter and autumn, which can mask 
an emission overestimation. Nevertheless, the existence 
of only one air quality monitoring station can lead to a 
misinterpretation of the model’s results.

Aiming to further investigate the model performance, 
measured versus modelled daily and hourly profiles were 
calculated. Figure 9 shows the hourly and daily profiles for 
NO2 and PM10 concentrations, respectively.

The results show that the URBAIR model is able to 
reproduce the daily PM10 concentrations and the hourly 
NO2 concentrations during the entire simulation period, 
with the model being able to catch trends of the pollutants 
simulated. However, the time series highlights the ten-
dency to model overestimation, for both PM10 and NO2 air 
pollutants, as concluded with the statistical analysis. For 
PM10, this overestimation has an impact on the exceed-
ances’ assessment. According to the URBAIR results, 
the PM10 daily limit value (50 µg m−3) were exceeded in 
41 days, while the air quality station registered 22 days 
where the daily limit was exceeded. This implies a differ-
ence between modelled and measured results of approxi-
mately 50%, which can be mainly justified, as previously 
mentioned, by an emission overestimation, particularly 
in the industrial sector. For NO2, no exceedances to the 
hourly limit value (200 µg m−3) were found for both data 
sources (modelled and measured). Based on the model 
performance results, it can be concluded that, as URBAIR 
is a linear non-reactive model, it is more suitable for PM, 
while there is some uncertainty in its results for other pol-
lutants like NO2 (Thunis et al. 2019), making URBAIR 
more appropriate to support air quality planning when 
the relation between emission and concentration changes 
remains linear.

Table 3   Annual and seasonal 
statistical parameters for the 
assessment of modelling 
performance relative to the 
measurements. The evaluation 
was conducted in a daily 
average basis for PM10 and 
in an hourly basis for NO2, 
accordingly the basis of the 
legislated limit values. Note: 
The statistical parameters 
definitions can be found in 
section ‘Model evaluation’

NMSE
( −)

FAC2
( −)

d
( −)

r
( −)

RMSE
(µg m−3)

MBE
(µg m−3)

NO2 Annual 0.66 0.63 0.63 0.39 9.78  + 1.04
Spring 1.30 0.45 0.41 0.06 11.78  − 0.99
Summer 0.69 0.70 0.51 0.31 8.45  + 2.77
Autumn 0.41 0.71 0.70 0.52 9.11  + 1.11
Winter 0.45 0.66 0.74 0.56 9.31  + 1.35

PM10 Annual 0.33 0.77 0.72 0.60 15.54  + 7.81
Spring 0.36 0.73 0.54 0.43 13.34  + 8.55
Summer 0.72 0.69 0.35 0.14 18.97  + 11.3
Autumn 0.27 0.77 0.76 0.60 15.05  + 5.01
Winter 0.16 0.90 0.84 0.75 13.95  + 6.25
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Air quality assessment

The air quality characterization under the Estarreja area was 
conducted through two approaches: (i) maps with spatial 
distribution of the average concentrations for each season—
spring (March–May), summer (June–August), autumn (Sep-
tember–November) and winter (December–February)—to 
determine the regions where pollution limits are exceeded; 
and (ii) source apportionment analysis, to identify the emis-
sion sources that are mainly responsible for the air pollu-
tion using as reference the location of the air quality station. 
Figures 10 and 11 show the spatial distribution of PM10 and 
NO2 concentrations, respectively, by season. This analysis 
was made for a mesh resolution of 0.2 km (5330 receptor 
points), following the conclusions of the sensitivity analysis. 
Each analysis provides key factors for the formulation of 
regulatory actions and emissions reduction strategy.

The results show different spatial patterns according to 
the season and to the air pollutant analysed. The NO2 con-
centrations show a strong correlation with the geographi-
cal locations of the main industrial areas and roads at all 
study periods. Other studies conducted in urban areas only 
relate the traffic emissions to high NO2 concentration values 

(Vicente et al. 2018; Coelho et al. 2014). The local heating 
sources as well as the distributed industrial sources were the 
main contributors to the PM10 concentrations. Maximum 
PM10 and NO2 concentrations were obtained in the sum-
mer period, with values of 70.6 µg m−3 and 63.2 µg m−3, 
respectively; at the winter period, maximum values of 
52.3 µg m−3 [NO2] and 52.7 µg m−3 [PM10] were obtained. 
The maximum NO2 concentrations were obtained across the 
main street roads and industrial areas, following the emis-
sions spatial distribution and highlighting the contribution 
of the road traffic activity sector to the total NOx emissions 
(16.3% on average). The highest PM10 levels were obtained 
in the surroundings (in a 200-m radius) of the industrial 
sources with an annual emission less than 100 ton. Since 
the magnitude of emissions is very similar through the year, 
the differences obtained in terms of air pollutant concentra-
tions are related with the meteorological conditions (wind 
speed and wind direction). During the summer, with the 
predominant wind direction coming from NW, the disper-
sion of pollutants follows the SE direction. However, as the 
intensity of the wind is predominantly weak to moderate, 
pollutant dispersion is low and the highest concentrations 
are obtained near the emission sources. In turn, in the winter, 

Fig. 9   Concentration profiles of 
measured and modelled values 
at 2017. a PM10 daily profile 
and b NO2 hourly profile
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as the wind intensity is higher (up to 18 m s−1), there is a 
greater dispersion of pollutants, leading to lower concentra-
tion values. However, as there is no predominant wind direc-
tion, pollutants are almost equally dispersed in all direc-
tions. Values above the NO2 annual limit value (40 µg m−3) 
were obtained in 0.2% of the domain in the summer period 
(0.1% in winter); 1.2% of the domain registered values 
above the PM10 annual limit value (40 µg m−3) in summer 
(0.2% in winter). Considering model results over the whole 
study domain in 2017, the spatial average concentrations 
of NO2 ranges between 4.5 and 3.6 µg m−3, for the summer 
and winter periods (the magnitude of NO2 concentrations 

varies 0.2% between periods), respectively; the PM10 con-
centrations varies from 7.7 µg m−3 (summer) to 6.4 µg m−3 
(winter). From the same results, the PM10 daily limit value 
(50 µg m−3) was exceeded 45% of the days. In the case of 
NO2 concentrations, values above the hourly limit value 
(200 µg m−3) were not obtained.

Due to the linear approach of the URBAIR Gaussian 
model (where pollutant concentration is a summation of 
each source Gaussian contribution at a given location), 
it was possible to individually assess the contribution of 
each source to the overall concentration at any receptor 
point. This approach has been applied to assess the source 

Fig. 10   Spatial distribution of PM10 average concentrations for each season: spring (March–May), summer (June–August), autumn (September–
November) and winter (December–February)
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Fig. 11   Spatial distribution of NO2 average concentrations for each season: spring (March–May), summer (June–August), autumn (September–
November) and winter (December–February)

Fig. 12   Source apportionment 
assessment based on a season 
average concentration at air 
quality monitoring station 
location
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apportionment at the selected receptor (location of the air 
quality station (see Fig. 2)). Figure 12 shows the source 
apportionment results for PM10 and NO2 pollutants for each 
season.

To assess the importance of each sector in the source 
apportionment analysis, the average of the relative contribu-
tions of each pollutant was considered. Thus, for the average 
of the two pollutants, on an annual basis, industrial combus-
tion and processes (SNAP 3/4) present the most important 
activity, with an average contribution of 44%, followed by 
road transport (SNAP 7) with 28%, residential and commer-
cial combustion (SNAP 2) with 21%, and the Others with 
only 7%. According to Fig. 12, for both PM10 and NO2, 
SNAP 3/4 highest contributions are recorded in summer, 
with a maximum of 86% for PM10 and 37% for NO2, and the 
lowest in winter (44% for PM10 and 18% for NO2). These 
results are related to the location of the air quality monitor-
ing station, at the SE of the industrial areas of Estarreja 
and Avanca, and with prevailing winds from NW, especially 
during the summer (Figs. 3 and 4). Another activity with a 
relevant contribution is road transport (SNAP 7), being the 
activity that represents the highest contributions for NO2, 
with values varying between 49% (summer) and 58% (win-
ter). In turn, for PM10, SNAP 7 represents a contribution of 
only 2%, throughout the year. These results show the rela-
tion between road traffic and NO2 concentrations, further 
evidenced by the proximity between the air quality moni-
toring station and some of the busiest roads in the region, 
which are in accordance with the conclusions of previous 
studies (Vicente et al. 2018; Coelho et al. 2014). Residen-
tial and commercial combustion (SNAP 2) is the third most 
important activity, mainly influencing PM10 concentrations, 
especially during winter, when it reaches to values of 50%, 
suggesting a greater use of residential wood combustion dur-
ing cold months (Gama et al. 2018). For NO2, SNAP 2 only 
represents 4% in summer and 17% in winter. Finally, the 
remaining activities (Other) do not exceed 11% (5%) contri-
bution to the NO2 (PM10) seasonal average concentrations.

Although these results are an asset in identifying the main 
sources of atmospheric emissions, their use for air quality 
management purposes should be done with caution. As 
stated by Thunis et al. (2019), source apportionment analysis 
using a linear non-reactive model, as URBAIR, is appropri-
ate to estimate sectoral contributions to support air quality 
management only when emission-concentration relation 
remains linear. In case of non-linear processes, like chemi-
cal transformations and non-linear interactions between the 
sources, effective air quality management policies are not 
necessarily the ones tackling the most dominant emission 
source but those tackling the substance that is most scarce or 
binding in the pollution formation. In these cases, emission 
reduction scenarios, for the identified activity sectors, must 
also be tested. Despite of that, this kind of analysis provides 

a diagnosis of air quality issues, which provides useful infor-
mation on the contribution of sources that can be controlled 
(anthropogenic sources) versus uncontrollable sources, such 
as boundary conditions and biogenic emissions. This infor-
mation can be used as part of the decision-making process 
(along with economic, political and societal considerations) 
by policy makers in efforts to identify effective mitigation 
measures to improve air quality.

Conclusions

Gaussian approaches have been used on atmospheric disper-
sion modelling to assess the air pollution levels and provide 
technical/scientific support to the decision-makers. In this 
sense, the main goal of this work was to perform a sensitivity 
analysis of URBAIR, a second-generation Gaussian model, 
focused on impact of different spatial resolutions on output 
results and evaluate its accuracy to simulate air pollution 
patterns in urban areas. The Estarreja area, a city located 
near four industrials facilities, was used as case study.

To accomplish the proposed goal, three different grid 
resolutions were investigated: 0.1 km (fine grid), 0.2 km 
(medium grid) and 0.3 km (coarse grid). Please note that 
the type of approach, level of complexity and purposes of 
a sensitivity analysis vary significantly depending on the 
modelling domain and the specific application aims. The 
comparative analysis allowed to conclude that small differ-
ences were obtained between the three grids, regarding the 
spatial distribution of PM10 and NO2 concentrations across 
the study area, as well as in terms of the concentration mag-
nitude. These results are explained by the non-chemistry 
reactive approach of the URBAIR Gaussian approach, which 
implies that only the emissions spatial resolution contrib-
utes to the discrepancies of the model outputs. However, 
an increase of the computational time by approximately 
1.5 times for the medium grid (0.2 km) and 13 times more 
for the fine grid (0.1 km) was found when compared with 
the coarse grid (0.3 km). For a compromise between accu-
rate results and computational time demand, the URBAIR 
model was applied for the 2017 year with a mesh resolution 
of resolution 0.2 × 0.2 km2 and an hourly run time step, to 
explore the ability of URBAIR model to be a tool that sup-
ports decision-makers in urban air quality management.

First, the performance of URBAIR model was assessed. 
Overall, the URBAIR model is able to reproduce the PM10 
and NO2 concentrations, which is in accordance with previ-
ous works. However, the time series highlights the trend to 
model overestimation, for both PM10 and NO2 air pollut-
ants. Second, an air quality characterization of the study area 
was conducted. The analysis of the spatial patterns revealed 
that the maximum NO2 concentrations were obtained near 
the main roads and industrial areas, following the spatial 

1985Air Quality, Atmosphere & Health (2021) 14:1969–1988



1 3

emission distribution patterns and the contribution of the 
surrounding activities to the total emissions. Particularly, the 
highest PM10 levels were obtained in the surroundings of 
the industrial sources. This analysis was complemented with 
a source apportionment assessment at the location of the 
available air quality monitoring station. The results showed 
that the road transport sector (SNAP 7) is the activity that 
contributes the most to NO2 concentrations, with values var-
ying between 49% (summer) and 58% (winter). For PM10, 
the most important sector is the industrial combustion and 
processes (SNAP 3/4), for all seasons, with contributions 
ranging from 44% during winter to 86% in summer.

The URBAIR performance assessment shows that the air 
quality model provides reliable numerical simulations for 
particles and gaseous atmospheric pollutants at the city level 
with high spatial and temporal resolutions as well as small 
computational and time requirements. These results demon-
strate the utility of this numerical tool to help and provide 
technical/scientific support to the policy makers on identifi-
cation of the responsibility of atmospheric emission sources 
in high air pollution levels in urban areas and therefore on 
definition of efficient urban planning alternatives, through 
source apportionment, to reduce the human exposure to air 
pollution and its health effects.
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