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Abstract
Social robots are increasingly being deployed in public environments. However, few studies have suggested ways to design
robot upper body and body vertical-oscillation to enhance the robot’s emotional expressions during ‘walking’. This study
presents a novel body-avatar interface (BoAI) enabling real-time mapping of human movements onto a robot. Using this
interface, participants designed emotional upper body movements for the robot. Further, drawing inspiration from vertical
oscillations in human emotional gaits, we propose emotion-specific vertical oscillation patterns for the robot. To evaluate
the robot’s resulting emotional expression, two video-based subjective studies were conducted with 307 and 869 participants
respectively, by utilizing Mean Opinion Score (MOS) [1] and Godspeed [2] questionnaires. The results demonstrate that our
proposed emotion-specific vertical oscillations significantly enhanced the robot’s perceived emotional expressivity, anthro-
pomorphism, and animacy during walking compared to neutral motion. This paper makes key contributions in designing
emotional expressions for mobile robots. The BoAI and emotion-specific vertical oscillation patterns open new possibilities
for improving robots’ ability to express emotion during ‘walking’, offering possibilities to expand social robots across diverse
interactive scenarios.

Keywords Robot emotional expression · Vertical oscillation · Mobile robot

1 Introduction

Emotional expression has been widely recognized as having
a substantial positive impact on social interaction and inter-
personal relationships for not only humans but also social
robots[3–6]. According to studies in sociology, humans can
perform good social norms by conveying appropriate emo-
tions during interactions [5, 7–9]. In addition, robots can give
people the impression of higher animacy, empathy, and self-
disclosure [10–12] with the ability to express emotion.

With the development of robotic technology, there are
many social robots that have been used in public places with
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locomotion functions [13–17]. To conduct better human-
robot interactions (HRI), the expression of various move-
ments, including emotional gaits, has been confirmed to be
valuable for both biped robots and wheeled robots [18–22].
To enhance the affective expression of biped robots, Miura
et al. [18] proposed a model of the walking pattern by imi-
tating human motion. A similar motivation can also be seen
in Izui et al.’s work [21]. They implemented human walking
features to a humanoid robot (Nao) to investigate humans’
success rate in recognizing the corresponding emotions from
the robot’s movements. Gestephe et al. [19] produced emo-
tional gaits for the biped humanoid (Wabian-2R) to present
happiness, sadness, and neutral emotion. They conducted a
subjective experiment to evaluate humans’ perception of the
robot’s expressions. Regarding wheeled robots, which offer
better efficiency and stability in practical use, much research
has discussed gestures and reaction timings [9, 23–27]. As
for locomotion ability, Nakata et al. [28] designed a robot’s
emotional expression based on Laban movement analysis.
Moreover, multi-modal emotional expression is also taken
into account. Upper body movements and locomotion were
coupled by Yagi et al. [29] to improve the android robot’s
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ability to portray emotion. Furthermore, Tsiourti et al. [22]
discovered that a straightforward locomotion strategy can
successfully express emotion when combining modalities.

However, the aforementioned studies lack clarity and
diversity for robot gait-based emotional expressions. Most
of them consider changes in footsteps but ignore the overall
state changes (e.g. gait-induced up-down movements on the
upper body), which can convey different feelings of emotion.
Human body postures can indicate intentions and emotions
while walking [30]. Walking patterns depend on the emo-
tions that the person is experiencing [31–35]. For instance,
a happy expression usually accompanies a sense of bounc-
ing; an angry expression usually accompanies the feeling of
stomping feet, etc [33].

As for the wheeled mobile robots that we used in this
paper, it is impossible to use footsteps to generate the
up-down movements due to not having feet. Therefore,
inspired by [29, 36], a cylinder module is adopted to provide
gait-induced vertical oscillations, simulating overall body
movement. However, previousworks have only implemented
sinusoidal motions on the cylinder with different frequencies
for different emotions. This method is limited in its ability to
produce diverse overall bodymovement states (e.g. bouncing
vs stomping) for enhanced emotional expression (Problem
1). On the other hand, upper body movements are essential
for expressing emotion and offer a benchmark for emotional
expression with VOs. However, directly adopting human
upper body motions may be inappropriate given limitations
in robot degrees of freedom and appearance. Thus, stud-
ies [29, 36] designed hand-crafted upper body movements
based on robots’ characteristics by developers. However,
basing motions solely on developers’ subjective perceptions
introduces individual bias. This results in movements that
lack reliability and consistency as benchmarks across stud-
ies (Problem 2).

To cover the mentioned limitations, the contributions of
this research are:

• Different patterns of cylinder-based VO were designed to
enhance the emotional expression of happiness, sadness,
anger, and neutral emotion (address problem 1).

• ABoAI system thatmaps humanmovements to themobile
CommU in real-time was developed; participants were
invited to design the mobile CommU’s emotional upper
body movements by using BoAI (address problem 2).

• The mobile CommU’s emotional expression, anthropo-
morphism, and animacy were evaluated with published
measurements (i.e. Mean Opinion Score (MOS) [1] and
Godspeed [2]) video-based subjective evaluation experi-
ments.

2 RelatedWorks

2.1 EmotionalWalking for Humans

Humans’ gait patterns associated with different emotions
have been widely investigated. Their findings on emo-
tional walking patterns are concluded in Table 1. To iden-
tify emotion-specific features, Roether et al. [31] recorded
the emotional gaits of different individuals, and extracted
informative features from the joint-angle trajectories. The
extracted features were statistically analyzed and repro-
duced on computer-generated characters for a subjective
experiment, by which the relationship between captured
features and emotions can be clarified. Lemke et al. [37]
examined spatiotemporal gait parameters in patients with
depression compared to healthy controls. The authors found
that depressed patients walked with reduced velocity, short-
ened stride length, increased double limb support time, and
prolonged cycle duration compared to controls. Michalak
et al. [38] investigated the emotional gait patterns, including
vertical movements. In their work, a musical mood induction
was employed to induce sad and positive moods so that the
gait patterns can be collected. The reduced walking speed,
arm swing, vertical movement, and slumped posture charac-
terize sad gait patterns, compared to happiness. Karg et al.
[35] inter-individually analyzed the temporal trajectory of
joints during walking with unsupervised techniques prin-
cipal component analysis (PCA). From their visualization
results can be inferred that happiness and anger have a larger
velocity and vertical movement, while neutral and sad have
a relatively small value. Kang et al. [39] collected gait data
using an eight-camera optoelectronic motion capture sys-
tem. They found that gait speed and smoothness increased
with angry and joyful gaits compared to sadness. Specifi-
cally, vertical and anterior-posterior smoothness increased
in the whole body and joints during angry and joyful walk-
ing, suggesting emotions influence movement control during
gait. Halovic et al. [33] looked into more details of emotional
gait patterns. They invited subjects to identify emotions by
watching emotional gait videos with point-like walkers, and
reported what strategies they used to conduct the judgments.
They found that happiness and anger have a faster walking
pacewhile sadness has a slowerwalking pace as other studies
claimed. They also found that happiness is usually accompa-
nied by a bouncy behavior and anger is always accompanied
by a stomping behavior. Furthermore, for sadness, the stride
length is significantly shorter than for happiness and anger,
implying that the vertical movements will also be reduced.
The above studies are consistent in their conclusions and can
give useful insights. However, to design the upper body emo-
tional actions of the robot based on these conclusions, some
specific parameter settings are lacking (e.g. distance between
arms, body/shoulder rotation, etc.). To address this problem,
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we developed the BoAI system and invited subjects to design
the robot’s emotional upper body movements.

2.2 EmotionalWalking for Robots

To enhance the affective expression of robots, the emotional
gait design has been considered.Destephe et al. [19] designed
different set of parameters to enabled the robot to produce
emotional gaits (i.e. normal, happiness, sadness). The neck
pitch and waist pitch they suggested for the robot indicated
that the robot faces forward for happiness while facing down
for sadness. The step height and pitch range of the robot
body suggested vertical movements, which are larger for
happiness than sadness. Izui et al. [21] investigated emo-
tions conveyed through gait patterns in a humanoid robot.
The authors designed five emotional gaits for the Nao robot
by manipulating head angle, body orientation, and walking
speed. The emotional gaits were then evaluated by subjects
from different cultural backgrounds. The results indicated
that the emotions expressed through the robot’s gaits could
be recognized across cultures. Mahzoon et al. [36] exam-
ined the effects of a wheeled robot’s vertical oscillation with
sinusoidal function on the quality of its emotional expres-
sion. The results of the experiment indicated fast oscillations
improved emotion expression with higher arousal, such as
joy and anger, while slow or no oscillations were more suited
to emotions with lower arousal, such as sadness. Yagi et al.
[29] reproduced emotional human-like gait-induced upper
body motion in a wheeled mobile android ibuki with a ver-
tical oscillation mechanism (VOM). First, the experimenters
performed and recorded the emotional gait pattern and repro-
duced it on the android robot. Second, they added VOMwith
the sinusoidal function to the robot and tested whether it
could enhance the robot’s emotional expression. However,
both these previous studies for wheeled robots changed the
amplitude and frequency of the sinusoidal function to express
the corresponding emotion, without capturing the overall
state (e.g. bouncing, stomping) of the body movement. In
this paper, different patterns of affective cylinder-based VO
are designed to enhance the corresponding emotions.

3 Methodology

3.1 Structure of theMobile CommU

Figure 1 presents the structure of the used mobile CommU.
The mobile CommU is divided into two robots: the upper
robot and the bottom robot. The upper robot is a humanoid
robot named CommU. This robot has 13 degrees of free-
dom (as shown in Fig. 1), base pitch and yaw (2 degrees of
freedom), arms pitch and roll each (4 degrees of freedom)
and neck pitch, roll and yaw (3 degrees of freedom), eye

pitch for both eyes (1 degree of freedom), eye yaw each (2
degrees of freedom and eyelash pitch for both eyes (1 degree
of freedom). The robot was designed with big eyes to show
more emotional states. To receive commands for controlling
CommU, an Edison board is mounted, which communicates
via UART with the motors. A Websocket server, an http
server, and an https server are constructed on Edison for
receiving the instructions in JSON format for controlling the
motor positions. The bottom robot is a mobile robot (rover)
composed of 4 wheels that allow the robot to move forward
and by its sides. Additionally, the robot has a cylinder that
moves up and down. The CommU is placed on the top of
the cylinder, allowing for vertical movements. The motors
are controlled by using an ESP32 board. The Robot Oper-
ative System (ROS) was installed Nvidia Jetson Tx2 board
for sending and receiving the instructions. All DoFs of the
rover are controlled based on velocity control.

3.2 System for the Upper BodyMovements Design

As mentioned in the previous section, the conclusions of
previous works could not determine some of the parame-
ters necessary for upper body emotional movements, such as
θHS , θR , θHR , DH presented in Table 2 and Fig. 2b. Instead
of having developers/researchers prepare these parameters,
we developed BoAI and invited subjects to participate in the
design in order to prevent individual and cultural biases.

Figure 2a demonstrates the architecture of BoAI. In this
system, the subject’s movements will be captured frame by
frame and sent into two branches for processing, one for
head pose analysis and the other for body pose analysis. The
analysis is realized with MediaPipe. Subsequently, we use
the captured head position and the coordinate information of
human joints from each frame to calculate the angle infor-
mation of CommU’s joints as shown in Fig. 2b. After that,
the calculated angles are sent to CommU for performing the
movements.

The following contents explain how we estimated and
mapped head and body poses to CommU:

First, we extract the 468 landmarks from a facewithMedi-
aPipe, which returns each landmark with 3D coordinates.
Then we selected 6 keypoints to estimate the head pose,
which are located on the edge of the eyes (left and right can-
thus), tip of the nose, left and right corners of the mouth, and
the jaw. Using these selected keypoints, we constructed the
2D and 3D head pose arrays to calculate the camera matrix
K based on Euler’s rotation theorem. We simulated the focal
length of the camera matrix by simply taking the width of the
image, and set the center of the image as the center of the coor-
dinate system. As is common practice, the skew parameter of
the cameramatrix is set to 0.Given the 3Dand2Dcoordinates
and the camera matrix, we can apply the Perspective-n-Point
(PnP) problem to obtain the rotation matrix R as Equation 1
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Table 1 The knowledge of emotionalwalking fromprevious research. The abbreviationsN,H,A, S stand forNeutral,Happy, Angry, Sad, respectively

Speed Arm swing Body/head
orientation

Vertical movement

Reference Object N H A S N H A S N H A S N H A S

Roether
et al.
[31]

Human – Fast Fast Slow – Mid Big Small – Up Up Down – – – –

Michalak
et al.
[38]

Human – Fast – Slow – Big – Small – Mid – Down – Big – Small

Karg
et al.
[35]

Human Mid Fast Fast Slow – – – – Up Up Down Down Mid Big Big Small

Halovic
et al.
[33]

Human – Fast Fast Slow – Big Big Small – – – – – Bouncy Stomp Flat

Kang
et al.
[39]

Human Mid Fast Fast Slow – – – – – – – – Small Mid Big Small

Lemke
et al.
[37]

Human – – – Slow – – – Small – – – – – – – Small

Destephe
et al.
[19]

Robot Mid Fast – Slow – – – – Mid Mid – Down Mid Large – Small

Mahzoon
et al.
[36]

Robot – Fast Fast Slow – – – – – Mid Side Down – – – –

Yagi
et al.
[29]

Robot – Mid Fast Slow – – – – – Up Lean Down – Large Mid Small

Izui
et al.
[21]

Robot Mid Fast Fast Slow – – – – Front Up Lean Lean – – – –

defines, where Pc is the 2D homogeneous image point, Pw

is the 3D homogeneous world point, and T is the translation
matrix:

Pc �K {R | T }Pw �
⎡
⎢⎣
Xc

Yc
1

⎤
⎥⎦

�
⎡
⎢⎣

fx 0 cx
0 fy cy
0 0 1

⎤
⎥⎦

⎡
⎢⎣
r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz

⎤
⎥⎦

⎡
⎢⎢⎢⎣

Xw

Yw

Zw

1

⎤
⎥⎥⎥⎦ (1)

Given the rotation matrix R, we conducted the RQ decom-
position to obtain the head pose with orientation angles. The
orientation angles are directly used to control the robot’s head
angle to imitate humans’ head movements. θHR is included
in the orientation angles.

Body pose estimation: First we extracted the positions of
body joints with the help of MediaPipe, the position infor-
mation is in 3D coordinates, which were used to calculate
the angle parameters of CommU’s joints. For θAR , we calcu-
lated the angle between the vector formed by the hand and
the shoulder and the vertical direction. For θAS , we calcu-
lated the relative distance between the hand and the shoulder
and used the distance from the neck to the waist as a ref-
erence to the angle parameter using the arccosine function.
For θHN , we used the position of the X-axis and Z-axis of
the 3D coordinates to calculate the head and neck vectors
and obtained the head tilt angle. For θR , the position of the
X-axis and Z-axis of the 3D coordinates is also used to cal-
culate the vectors of head and shoulder to obtain the angle
of body rotation. The processing speed of the BoAI system
is 20 frames per second. Moreover, there are two ways of
reproducing subjects’ movements on CommU. One option
is to let CommU imitate in real-time, so that the subject can
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Fig. 1 Hardware structure of the
mobile CommU. The mobile
CommU consists of an upper
humanoid robot (CommU) with
13 degrees of freedom in the
arms, neck, eyes, and eyelashes,
which sits atop a holonomic
rover allowing omnidirectional
movement

Fig. 2 a System architecture of the body-avatar interface (BoAI) for the upper body movement design. b Key parameter of upper body movements.
c Scene of a subject deigning emotional upper body movements with BoAI
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verify if CommU is behaving as expected; another option is
the post-event replay function, which allows the subject to
thoroughly confirm the designed emotional movements by
reproducing the movement on CommU. The recorded data
will be used to investigate what values of the parameters in
Table 2 can be set to allow CommU to express specific emo-
tions. The verification of the designed emotional upper body
movements will be further discussed later in the paper.

3.3 Algorithm for the Affective Vertical-Oscillations

Algorithm 1 Algorithm for generating emotional vertical oscillations

The previous works use a sinusoidal function to gener-
ate VO [29, 36], which cannot produce the overall state of
bouncy and stomping movements. Therefore, as shown in
Algorithm 1, we designed different VO generation meth-
ods for different emotions. Specifically, to enable the mobile
CommU to exhibit a bouncy feeling, the parabolic function is
considered to generate VO. Moreover, skipping behavior is
a popular behavior in Japanese culture to express happiness,
which consists of two parts (a big skip followed by a small
skip). To implement this movement, we used two parabolic
functions, one big and one small, to generate happy VO.

For the angry movement, the mobile CommU is supposed to
present the feeling of stomping. This means that the cylin-
der needs to immediately change its speed direction when
it is at a peak or bottom position. Therefore, we designed
the movement of the cylinder on the temporal dimension as
a triangular wave. For sadness, we adopted the sinusoidal
function to generate VO, but reduced the amplitude and fre-
quency to present the overall state of flatness.

For the position adjustment of the cylinder, it can be con-
trolled with velocity by ROS. Therefore, the derivatives of
the designed VO were calculated to obtain the velocity func-
tion. In general, when employing the proposed algorithm,

it only needs to typically define the values of stride length
Dsl , walking velocity Vw, the maximum height of cylinder
H, and the adjustment weight alpha. Our human generates
a vertical movement at each step while walking, so Dsl is
defined to model the step length of the wheeled mobile
CommU, the time duration required to generate a VO can
be obtained by Dsl/Vw, which is used as the period T in the
algorithm. Regarding the design of alpha, as discussed in
[40], the frequency of the vertical movement becomes larger
when humans walk faster. Therefore, to present the different
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Table 2 The key parameters of designingmobile CommU’s upper body
movements

Name Unit Definition

θHS Degree The angle between head and shoulder

θHN Degree The angle between head and neck

θR Degree The angle of body rotation based on yaw

θHR Degree The angle of head rotation based on yaw

θAS Degree The angle of arm swing

DH Degree The distance between hands (the larger angle
of the arm roll θAR , the larger distance)

velocities of emotional movements, we change the frequency
to make the mobile CommU look fast or slow while keep-
ing the horizontal movement velocity of the mobile CommU
constant. This is the motivation for setting the parameter α

in Algorithm 1, which is used to adjust the frequency of dif-
ferent emotions. The concrete parameter setting is explained
in Sect. 4.

4 Experiments and Results

4.1 Experiment 1: Emotional Upper Body
Movements Design

In this experiment, subjects were asked to create upper body
emotional movements for CommU in accordance with its
degrees of freedom. TheBoAI system provides a highly open
execution environment in which participants can control
CommU’s movements through their own bodies, allowing
for a rich action space for CommU’s emotional movements.
Figure 2c presents a scene from this experiment. In total, 12
subjects (M � 7, F � 5, age � 26.92) were invited to partici-
pate in this experiment. The subjects came from four different
countries and all had backgrounds in higher education and
some basic knowledge of robotics. In the experiment, we
asked subjects to design their desired emotional upper body
movements for CommU. Throughout the process, they were
unaware of each other’s designed results, and no discussion
was allowed among the subjects. The procedure and results
of the experiment are described in the following section.

4.1.1 Procedure

Before starting the experiment, the experimenter explained
the purpose and the procedure of the experiment to the sub-
ject, demonstrating this experiment was approved by the
ethics committee in our university for research involving
human subjects. The subjects’ agreements to participate in
the experiment were obtained. The experiment has 4 steps:

1. Firstly, subjects learnhow touseBoAI to controlCommU
and practice it thoroughly;

2. Subsequently, subjects design upper bodymovements for
CommU to express emotions (happy, angry, sad) with
BoAI. The designed movements will be recorded for
post-event replay;

3. The experimenter replays the designed movements on
the mobile CommU with locomotion, and lets subjects
checkwhether the emotion is expressed as they expected.
If not, repeat step 2; if yes, save the data.

4. Finally, the experimenter conducts an interviewwith sub-
jects for asking what strategy the subject used to design
the mobile CommU’s emotional expression movements,
which is inspired by [33].

4.1.2 Results

We processed the data collected in Experiment 1. Specifi-
cally, we analyzed the means μ and standard deviation σ

of each parameter presented in Table 2. Because the change
of the vertical direction of the head is tiny [40], we choose
only the mean value to fix θHN . For the other five parame-
ters, we determine the valid interval by μ± σ . The analyzed
results are shown in Table 3. For the usage of the deter-
mined interval, we let the corresponding parameters conduct
a transformation between themaximumandminimumvalues
in each period. Thus, the mobile CommU’s walking pos-
ture can be implemented (see Fig. 3). Table 4 presents the
subjective suggestions for emotional upper body movements
collected in the interview. The number in parentheses repre-
sents the (number of samples / total number of samples for
each item). These descriptions give us some insight into the
movement velocity setting. For example, subjects all agreed
that fast movement is needed when expressing anger, and
high energy, as well as restlessness, should be presented. It
suggests that a large αa is needed to obtain a short period. For
the sad emotion, subjects agreed to give a slow movement
and present a low energy state, which implies the αs should
be somewhat small. Regarding happiness, there is some dis-
agreement. Some subjects thought a fast speed was needed,
while others believed a normal speedwas essential to express
relaxation. Based on these subjective opinions, we setαh , αa ,
αs equal to 1.5, 2, 0.5 respectively. In order to have the same
differentiation of emotional upper body movements and syn-
chronizewithVO, the same ratioswere adopted. Specifically,
defining a base velocity (Vb) as a reference, then the veloci-
ties of happiness (Vb), anger (Va), sadness (Vs) are 1.5×Vb,
2 × Vb, 0.5 × Vb respectively.
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Table 3 The statistic results of
subjects designed emotional
upper body movements

Emotion θHS θHN θR θHR θAS DH /2 (θAR)

Happy [−11,10] 14 [−13,13] [−6,5] [−52,45] [−4, 44]

Angry [−3,2] 12 [−9,13] [−11,5] [−62, 25] [−4, 46]

Sad [−5,13] −10 [−12,9] [−1,3] [−73, −16] [−14, 15]

Fig. 3 The designed emotional
upper body movements based on
statistic results

Fig. 4 Cylinder-based VO
generated by the proposed
algorithm. The upper row of each
graph is the visualization for
cylinder position, and the lower
row is the one for input speeds;
for the graph of positions, the
dashed line indicates the
expected/referred position, and
the solid line indicates the
real/measured position. The
images on the right side are the
mobile CommU equipped with
the corresponding emotional
movement
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Table 4 Subjective strategies for emotional upper bodymovements col-
lected in the interview

Emotion Speed Overall state

Happy Fast(2/12); Normal(6/12);
Slightly fast(4/12)

Relax(8/12); High
energy(3/12);
Imagine the
future(1/12)

Angry Fast(12/12) Tense(5/21); High
energy(7/21);
Restless(7/21);
Reluctant(2/21)

Sad Slow(12/12) Relax(8/12); Low
energy(9/12);
Calm(1/12); No
interest(2/12)

4.2 Experiment 2: Verification of Designed
Emotional Movements

In this experiment, wemainlywant to verify the effect ofVOs
on the mobile robot’s emotional expressions. 307 Japanese
subjects in total were invited by a crowdsourcing company to
evaluate the emotional expressions of the mobile CommU.
Their ages ranged from 18 to 50 years old. Specifically, 104
(M� 51, F� 53, age� 28.91) participated in the evaluation
of happy set, 96 (M � 47, F � 49, age � 29.88) participated
in the evaluation of angry set, 107 (M � 52, F � 55, age �
29.05) participated in the evaluation of sad set. That is, for
emotion sets, we used a between-subject design, and for the
identical emotion expression with different VO patterns, we
used a within-subject design.

4.2.1 Setup and Conditions

Given the defined values of α for each emotion in Experi-
ment 1, the VO then can be generated. In the implementation,
we set Dsl � 0.55 m, Vw � 0.2 m/s, H � 0.3 m, and
Vb � 30 deg/s. Figure 4 shows the realized affective VO tra-
jectories on the temporal dimension. The bottom row in each
diagram represents the velocity that we input to the cylinder
at each time-step. The dashed line in the top row represents
the expected position of the cylinder at each moment, while
the solid line represents the real position. We can see that
there is a certain lag in the cylinder. But the general trajec-
tory is in line with our expectations.

To evaluate the performance of mobile CommU’s emo-
tional expressions, we recorded the video of each condition
and conducted an online experiment. The conditions set in
the experiment are:

• UBM: This condition only uses emotional upper body
movements, the VO and locomotion (forward movement)
is excluded;

• UBM+ProVO: Based on the designed upper body move-
ment and VO, we combined them to implement the
emotional gait for the mobile CommU in the following
way: (1) {UBM:happy, ProVO:happy}; (2) {UBM:angry,
ProVO:angry}; (3) {UBM:sad, ProVO:sad}. The locomo-
tion (forward movement) is implemented.

• UBM+FlaVO: This condition uses emotional upper body
movements and flat VO, which means the forward move-
ment is included but the vertical movement is excluded.
The combinations are (1) {UBM:happy, FlaVO}; (2)
{UBM:angry, FlaVO}; (3) {UBM:sad, FlaVO}.

• UBM+SinVO: This condition uses emotional upper body
movements and locomotion (forwardmovement), but only
implements sinusoidal VO for all upper body movements.
The combinations are (1) {UBM:happy, SinVO}; (2)
{UBM:angry, SinVO}; (3) {UBM:sad, SinVO}.

• ProVO: To investigate the impact and contribution of
vertical oscillation versus upper body movement on emo-
tional expression, we designed the ProVO condition that
exclusively utilizes the proposed VO for each emotion:
(1) ProVO:happy; (2) ProVO:angry; (3) ProVO:sad. Addi-
tionally, forward movement is implemented.

For each condition, we conducted a within-subject exper-
iment, while a between-subject experiment was conducted
across the emotion sets.

4.2.2 Procedure and Measurement

The experimenter first made an online questionnaire with
the recorded video and prepared measurements. On the first
page of the questionnaire, we gave an introduction to the
experiment and informed content to ensure that each par-
ticipant understood the procedures and agreed to participate.
This experiment was approved by the ethics committee in our
university for research involving human subjects. During the
experiment, the subject should complete the following steps:

1. Firstly, subjects watch a video in its entirety (a video per
condition, 5 videos per emotion set);

2. Subsequently, there are two questions for concentration
check (i.e. “describe the trajectory of mobile CommU’s
upper body movements"; “describe the trajectory of the
cylinder’s movements");

3. After that, subjects answer the prepared questions. For
emotion perception evaluation, we adopted the Mean
Opinion Score (MOS). For evaluating anthropomor-
phism and animacy, we directly adopted the original
questions from GodSpeed. The questions are shown in
the following textbox.
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4. Repeat steps 1 to 3 for every condition.

Regarding the measurement, it is known that MOS is a
measure used in the domain of quality of experience and
telecommunications engineering, representing the overall
quality of a stimulus or system. It is a commonly used mea-
sure for video, audio, and audiovisual quality and emotion
evaluation [11, 41–43]. Thus, we adopted the MOS with 5-
level Likert scale to evaluate themobile CommU’s emotional
expression quality.With the Likert scale, the higher the score,
the better the quality of emotion conveyed and the more eas-
ily perceived by the subject. Moreover, to evaluate the factor
of animacy, and anthropomorphism, following the previous
works [12, 44], we employed the Godspeed [2]) also with
5-level Likert scale.

4.2.3 Predictions

In this experiment, we regarded the condition UBM, which
only uses upper body movement, as a benchmark, and dis-
cuss the effect of VO on the mobile CommU’s emotional
expression. the predictions are as follows:

• Prediction 1: Compared to UBM, equipping the mobile
CommU with the locomotion function and vertical
oscillation can better enhance emotional expressions.
Namely, [UBM+SinVO] and [UBM+ProVO] � [UBM];
[UBM+SinVO] and [UBM+ProVO] � [UBM+FlatVO].

• Prediction 2: Compared to UBM, equipping the mobile
CommU with the proposed vertical oscillation with loco-
motion can better enhance emotional expressions.Namely,
[ProVO] � [UBM].
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Fig. 5 Results of experiment 2. The p values are annotated in the upper
right of the chart. Statistics with significant differences are marked in
red, and those without significant differences are marked in black. ANT

and ANI are the shorts for anthropomorphism and animacy. The poly-
line between the boxplots indicates the changing trend of the mean
values among different configuration conditions

4.2.4 Results

The one-way ANOVA followed by Tukey’s HSD test for
multiple comparisons is adopted for the data analysis. The
statistical results are shown in Fig. 5, Tables 5 and 6.
Figure 5 presents boxplots illustrating the distributions of
evaluation scores across conditions in Experiment 2. The
p values from statistical significance testing are annotated
in the upper right corner of each plot. Statistically signifi-
cant differences between conditions are denoted in red text,
while non-significant differences are in black. To further
visualize the trends in the data, polylines have been over-
laid connecting the mean values of each condition. In the
Table 5 and Table 6, the bolded p value indicates p <.017;
The bolded Cohen’s d value indicates, Cohen’s d>0.8, and
italic Cohen’s d value indicates 0.3<Cohen’s d<0.8. For
MOS-based emotion evaluation, because each comparison

contains MOS-Happy, MOS-Angry, and MOS-Sad aspects,
we penalized the p value with 3. The penalized p value with
heteroscedasticity is 0.017, and we regarded a p value that
is smaller than 0.1 but not smaller than 0.017 as showing
the tendency of significant difference. For the evaluation of
Anthropomorphism and Animacy, the p value is penalized
by 2. The penalized p value with heteroscedasticity is 0.025,
and we regarded a p value that is smaller than 0.1 but not
smaller than 0.025 as showing the tendency of significant
difference. It should be noted that sometimes the p value
will be very small due to differences in variance between the
groups but the differences in the actual means were minimal,
which causes the negligible Cohen’s d values. Therefore, we
have not regarded this case as statistically significant.

Regarding the statistical results of the happy set, sig-
nificant differences were found in happy expression (F(4,
520) � 13.51, p � .00001), anthropomorphism (F(4,
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Table 5 Results of MOS (emotion perception evaluation) with one-way ANOVA followed with a post-hoc Tukey’s HSD test. The Cohen’s d results
are also presented

MOS-happy MOS-angry MOS-sad

Conditions p d p d p d

Happy set

UBM versus UBM+FlaVO .233 .289 .995 .057 .908 .126

UBM versus UBM+SinVO .453 .227 .916 .122 .786 .174

UBM versus UBM+ProVO .010 .482 .361 .265 .409 .253

UBM versus ProVO .010 .453 .966 .089 .995 .055

UBM+FlaVO versus UBM+SinVO .002 .521 .991 .064 .999 .038

UBM+FlaVO versus UBM+ProVO .0001 .816 .606 .201 .906 .117

UBM+FlaVO versus ProVO .761 .169 .999 .034 .990 .060

UBM+SinVO versus UBM+ProVO .527 .232 .865 .135 .975 .085

UBM+SinVO versus ProVO .0001 .683 .999 .025 .948 .098

UBM+ProVO versus ProVO .0001 .993 .767 .153 .666 .172

Angry set

UBM versus UBM+FlaVO .999 .037 .995 .051 .999 .018

UBM versus UBM+SinVO .995 .055 .744 .183 .999 .028

UBM versus UBM+ProVO .872 .131 .016 .470 .987 .074

UBM versus ProVO .998 .046 .979 .075 .000 .000

UBM+FlaVO versus UBM+SinVO .968 .096 .501 .239 .000 .009

UBM+FlaVO versus UBM+ProVO .741 .172 .004 .524 .996 .053

UBM+FlaVO versus ProVO .000 .009 .873 .124 .999 .017

UBM+SinVO versus UBM+ProVO .978 .081 .331 .327 .625 .046

UBM+SinVO versus ProVO .955 .104 .969 0.23 .091 .027

UBM+ProVO versus ProVO .703 .180 .081 .362 .874 .007

Sad set

UBM versus UBM+FlaVO .386 .244 .999 .036 .999 .008

UBM versus UBM+SinVO .998 .042 .999 .018 .384 .267

UBM versus UBM+ProVO .996 .050 .998 .037 .001 .522

UBM versus ProVO .962 .090 .997 .045 .731 .165

UBM+FlaVO versus UBM+SinVO .580 .205 .995 .053 .426 .232

UBM+FlaVO versus UBM+ProVO .620 .194 .000 .000 .002 .485

UBM+FlaVO versus ProVO .804 .152 .977 .078 .771 .147

UBM+SinVO versus UBM+ProVO .000 .008 .995 .054 .241 .316

UBM+SinVO versus ProVO .996 .050 .92 .026 .982 .082

UBM+ProVO versus ProVO .998 .041 .977 .079 .071 .367

The bolded p value indicates the significant difference (p <.017, with penalty) with at least a small effect size; The bolded Cohen’s d value indicates,
Cohen’s d>0.8, and italic Cohen’s d value indicates 0.3<Cohen’s d<0.8

520) � 4.88, p � .0007), and animacy (F(4, 520) � 5.63,
p � .0002) aspects. No significant differences were found
in angry expression (F(4, 520) � 0.93, p � .445) and sad
expression (F(4, 520) � 0.90, p � .464). For the multiple
comparisons of happy expression in Table 5, a significant dif-
ference can be found betweenUBMandUBM+ProVO (M �
3.25, SD � 0.98). It can be observed that UBM+SinVO
(M � 2.99, SD � 1.22) and UBM+ProVO are significantly
better than UBM+FlaVO (M � 2.37, SD � 1.15) as well as
ProVO (M � 2.18, SD � 1.16) in happy expression. More-
over, a significant difference can be found betweenUBMand

ProVO. For the multiple comparisons of anthropomorphism
in Table 6, it can be seen that UBM+SinVO (M � 2.48,
SD � 0.85) and UBM+ProVO (M � 2.56, SD � 0.97)
can improve the anthropomorphism of the robot by compar-
ing them to UBM (M � 2.13, SD � 0.83) with a tendency
of significant difference or significant difference. Further-
more, UBM+ProVO is better than UBM+FlaVO (M � 2.20,
SD � 0.89) and ProVO (M � 2.19, SD � 0.98) at present-
ing anthropomorphism with marginal significant difference.
For the multiple comparisons of animacy in Table 6, it can
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Table 6 Results of GodSpeed (anthropomorphism and animacy) with one-way ANOVA followed with a post-hoc Tukey’s HSD test

extbfAnthropomorphism Animacy

Conditions p d p d

Happy set

UBM versus UBM+FlaVO .978 .084 .000 .000

UBM versus UBM+SinVO .036 .425 .088 .359

UBM versus UBM+ProVO .005 .478 .056 .379

UBM versus ProVO .998 .067 .828 .141

UBM+FlaVO versus UBM+SinVO .153 .327 .087 .366

UBM+FlaVO versus UBM+ProVO .034 .386 .055 .386

UBM+FlaVO versus ProVO .999 .012 .832 .141

UBM+SinVO versus UBM+ProVO .976 .081 .999 .024

UBM+SinVO versus ProVO .125 .323 .003 .464

UBM+ProVO versus ProVO .026 .381 .002 .482

Angry set

UBM versus UBM+FlaVO .996 .055 .000 .018

UBM versus UBM+SinVO .892 .128 .740 .028

UBM versus UBM+ProVO .671 .191 .499 .074

UBM versus ProVO .999 .032 .998 .000

UBM+FlaVO versus UBM+SinVO .983 .077 .740 .009

UBM+FlaVO versus UBM+ProVO .875 .141 .499 .053

UBM+FlaVO versus ProVO .974 .089 .998 .017

UBM+SinVO versus UBM+ProVO .993 .059 .995 .046

UBM+SinVO versus ProVO .783 .162 .545 .027

UBM+ProVO versus ProVO .522 .226 .315 .071

Sad set

UBM versus UBM+FlaVO .867 .134 .000 .000

UBM versus UBM+SinVO .823 .141 .931 .110

UBM versus UBM+ProVO .974 .079 .965 .088

UBM versus ProVO .996 .049 .942 .105

UBM+FlaVO versus UBM+SinVO .257 .283 .931 .110

UBM+FlaVO versus UBM+ProVO .510 .214 .965 .088

UBM+FlaVO versus ProVO .974 .086 .942 .105

UBM+SinVO versus UBM+ProVO .992 .058 .999 .018

UBM+SinVO versus ProVO .619 .196 .526 .213

The Cohen’s d results are also presented. The bolded p value indicates the significant difference (p <.025, with penalty) with at least a small effect
size; The bolded Cohen’s d value indicates, Cohen’s d>0.8, and italic Cohen’s d value indicates 0.3<Cohen’s d<0.8

be observed that there is a tendency to have a significant dif-
ference between UBM+SinVO (M � 2.71, SD � 0.87) and
UBM (M � 2.41, SD � 0.82), as well as UBM+SinVO
and UBM+FlaVO (M � 2.41, SD � 0.79). UMB+ProVO
(M � 2.73, SD � 0.89) has a tendency to be signifi-
cantly better than UBM+FlaVO. Moreover, UBM+SinVO
and UBM+ProVO are significantly better than ProVO (M �
2.28, SD � 0.98) in terms of presenting animacy.

Regarding the statistical results of the angry set, a sig-
nificant difference was found in the angry expression (F(4,
480) � 3.81, p � .005). No significant differences were
found in happy (F(4, 480) � 0.56, p � .692), sad expres-
sions (F(4, 480) � 0.09, p � .987), anthropomorphism

(F(4, 480) � 0.83, p � .506), and animacy (F(4, 480) �
1.43, p � .220). For the multiple comparisons of angry
expression in Table 5, it can be seen that UBM+ProVO
(M � 2.93, SD � 0.95) is significantly better than UBM
(M � 2.42, SD � 1.19) and UBM+FlaVO (M � 2.36,
SD � 1.20). And a tendency of significant difference can
be found between UBM+ProVO and ProVO (M � 2.51,
SD � 1.30).

Regarding the statistical results of the sad set, a significant
difference was found in sad expression (F(4, 535) � 4.93,
p � .0006). No significant differences were found in happy
(F(4, 535) � 0.95, p � .436), angry expressions (F(4,
535) � 0.13, p � .971), anthropomorphism (F(4, 535) �
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1.26, p � .283), and animacy (F(4, 535) � 0.77, p � .542).
For the multiple comparisons of sad expression in Table 5,
it can be seen that UBM+ProVO (M � 2.79, SD � 0.94) is
significantly better than UBM (M � 2.27, SD � 1.05) and
UBM+FlaVO (M � 2.28, SD � 1.15). And a tendency of
significant difference can be found between UBM+ProVO
and ProVO (M � 2.44, SD � 0.98).

4.3 Focused Experiment

The results of Experiment 2 imply the importance of VOs
for the mobile robot. We would like to further explore
the effect of different modes of vertical oscillations on
emotion expression and verify whether different emotions
require a specific vertical oscillation. Moreover, results in
Experiment 2 indicate that although there is no significant
difference betweenUBM+SinVOandUBM+ProVO in terms
of emotional expression, their Cohen’s d value remained at
a medium size. Therefore, we believe that the comparison
of these two conditions merits further validation through
a focused experiment. Specifically, we used a larger sam-
ple size and redid the emotion evaluation with the MOS
measurement to further investigate the effects on emotional
expression between UBM+SinVO and UBM+ProVO.

In this experiment, we asked a crowdsourcing company to
invite 869 Japanese individuals between the ages of 18 and 50
to assess the emotional expressions of the mobile CommU in
two conditions: UBM+SinVO and UBM+ProVO. The eval-
uation was divided into three sets: happy, angry, and sad.
Specifically, 281 subjects (M � 136, F � 145, age � 34.20)
evaluated the happy set, 283 subjects (M � 133, F �1 50,
age � 36.50) evaluated the angry set, and 305 subjects (M �
153, F � 152, age � 34.56) evaluated the sad set.

4.3.1 Procedures

The focused experimenter made an online questionnaire with
the recorded video. On the first page of the questionnaire, we
gave an introduction to the experiment and informed content
to ensure that each participant understood the procedures
and agreed to participate. This experiment was approved by
the ethics committee in our university for research involving
human subjects. During the experiment, the subject should
complete three steps:

1. Firstly, subjects watch a video in its entirety (a video per
condition, 5 videos per emotion set);

2. Subsequently, there are two questions for the concentra-
tion check which is identical to experiment 2;

3. After that, subjects answer the prepared questions to
evaluate the robot’s emotional expression. Note that
anthropomorphism and animacy are not evaluated in this
experiment.

4.3.2 Prediction

Prediction 3: Compared to UBM+SinVO, UBM+ProVO
should obtain a higher emotional perception score for each
emotion. Namely, [UBM+ProVO] � [UBM+SinVO].

4.3.3 Results

In this experiment, a one-way ANOVA is adopted to ana-
lyze the comparisons. Because each comparison contains
MOS-Happy, MOS-Angry, and MOS-Sad evaluations, we
penalized the p value with 3. The penalized p value with het-
eroscedasticity is 0.017.We regarded a p value that is smaller
than 0.1 but not smaller than 0.017 as showing the tendency
of significant difference.

Figure 6 and Table 7 presents the results. For the
Happy set, a significant difference can be found between
UBM+SinVO (MD � 2.67, SD � 1.37) and UBM+ProVO
(MD � 3.71, SD � 1.62) in the expression of happy
(F(1, 560) � 24.40, p � .0001). For the Angry set,
comparing to UBM+SinVO (happy:MD � 2.24, SD �
1.24)(angry:MD � 2.00, SD � 0.99), UBM+ProVO
(happy:MD � 2.01,SD � 0.89)(angry:MD � 2.47, SD �
1.43) significantly decrease the expression of happy emotion
(F(1, 564) � 6.81, p � .009), while significantly enhance
the expression of angry emotion (F(1, 564) � 25.79, p �
.0001). For the Sad set, a tendency of significant differ-
ence can be found between UBM+SinVO (MD � 2.27,
SD � 1.27) and UBM+ProVO (MD � 2.46, SD � 1.26)
in the expression of sad (F(1, 610) � 4.51, p � .017).

5 Discussion

5.1 Emotional Expression Design

For the design of upper body movements, we successfully
obtained important parameters of joints for emotional expres-
sion through open experiments by using BoAI. Although
the subjects involved in the design had different cultural
backgrounds, their views on emotional expressions were
consistent. This consistency across different cultures is a
promising indication that the elicited emotional expressions
may be broadly generalizable. However, our approach still
has some limitations because the invited subjects are cur-
rently in similar life situations/environments, which perhaps
limits the diversity of designed emotional movements. In
future studies, we could try to recruit a more diverse pool of
participants with different personalities, contextual factors,
and design expertise to further expand the space of emotional
expressions.
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Fig. 6 Results of the focused experiment

Table 7 Results of MOS (emotion perception evaluation) with one-way ANOVA

Conditions extbfMOS-happy MOS-angry MOS-sad

p d F p d F p d F

Happy set UBM+SinVO versus UBM+ProVO .0001 .59 24.40 .108 .19 2.58 .236 .14 1.41

Angry set UBM+SinVO versus UBM+ProVO .009 .31 6.81 .0001 .61 25.79 .739 .03 0.11

Sad set UBM+SinVO versus UBM+ProVO .155 .16 2.024 .224 .14 1.48 .017 .24 4.51

The Cohen’s d results are also presented. The bolded p value indicates the significant difference (p <.017, with penalty); The bolded Cohen’s d
value indicates, Cohen’s d>0.8, and italic Cohen’s d value indicates 0.3<Cohen’s d<0.8

Regarding the VO design, we have successfully shaped
the different emotional expressions of the robot with differ-
ent movement curves by summarizing the existing findings
on human emotional gait. An interesting future direction
is to conduct studies to verify how well the designed VOs
are recognized and interpreted during real-time human-robot
interaction. This can provide insights on how to transform
each expression in live interactions so that the agency and
believability of the robot can be enhanced. We could evalu-
ate factors like whether the appropriate emotion is accurately
conveyed, how natural and smooth the motion appears, and
how users emotionally respond to and engage with the robot.

Another limitation of the current VO design is that
we relied primarily on modifying trajectory functions, fre-
quency, and amplitude based on summaries of human
emotional gaits. In future work, we could explore using
data-driven methods and machine learning to automatically
optimize the VO patterns based on real user feedback and
interaction data. For instance, we can start with the cur-
rent VO designs as a baseline and then use learning-based
methods to fine-tune parameters in real-time to maximize
user engagement and emotional expressiveness as evaluated
through user ratings. This may allow us to achieve more nat-
ural, subtle, and fine-tuned emotional expressions through
the VOs.

5.2 Subjective Emotional Expression Evaluation

Based on the results of our experiment, it appears that the
VOs we proposed are effective in expressing the target emo-
tion. We observed that significant differences in emotional
expression were only found in the target emotion, while no

significant differences were found in the other two emotions.
The high specificity in eliciting the intended emotion pro-
vides affirmative evidence that the proposed VOs have the
ability to accurately convey the intended affective states.

Compared to UBM, based on the experimental results we
can claim that UBM+FlaVO failed to reinforce the presen-
tation of emotion. It implies that only equipping the mobile
CommU with a locomotion function cannot improve emo-
tional expression. This highlights the importance of vertical
oscillation as a modality for conveying emotions through
gaits. Moreover, it can be seen that UBM+SinVO also failed
to reinforce the presentation of emotion but UBM+ProVO
successfully enhanced the emotional expression. This sug-
gests that using only the simplistic sinusoidal function to
generate mobile CommU’s up-and-down movements is not
sufficient to elicit stronger emotional expressions.More com-
plex trajectory patterns seem to be needed. One potential
reason that sinusoidal VO did not improve emotional expres-
sion much compared to UBM could be that the periodic
up-down motion lacked the nuances and fluidity of human
emotional gaits. The proposed VO may better capture these
subtleties by incorporating elements like acceleration, asym-
metry and irregularity seen in human gaits. These findings
support Prediction 1 and provide insights into designingmore
effective VOs.

Regarding Prediction 2, our results show that ProVOmay
obtain a higher emotional perception score than UBM for
the angry and sad sets but not for the happy set. A poten-
tial explanation is that for expressing happiness, the upper
body movements designed through BoAI contained more
salient and easily recognized emotive cues. The largemotions
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and faster speed may have overshadowed the relative contri-
bution of VO alone for conveying happiness. On the other
hand, for subtly expressing negative emotions like anger and
sadness, the more nuanced VO patterns may play a bigger
role compared to neutral upper body motions. This brings up
interesting questions on how the interplay between different
modalities affects the expression and recognition of specific
emotions.

In general, our results indicate that the combination of
expressive upper body movements and specifically designed
VOs works best for enhancing emotional expression. Nei-
ther UBM or ProVO alone can achieve the optimal effects.
This highlights the importance of coordinated multimodal
affective gait design, where different modalities likely play
complementary roles. Further studies on the relative contri-
butions and synergies between different cues for conveying
particular emotions could provide useful insights for more
impactful multimodal behavior generation.

To further analyze the differences between sinusoidal
and proposed VOs, we conducted a focused experiment and
introduced Prediction 3 that UBM+ProVO should obtain a
higher emotional perception score than UBM+SinVO for
each emotion. Our results partially confirm this prediction,
with UBM+ProVO showing significantly higher scores than
UBM+SinVO for conveying happiness and anger. These
results further imply that the proposed VO patterns are better
able to enhance emotional expressions compared to simple
sinusoidal motion by presenting more nuances and fluidity
of human emotional gaits. The higher specificity of elicited
emotions also indicates that appropriate VO patterns can
reduce erroneous perceptions. These findings highlight the
importance of designing specific VO for different affective
states.

Despite the findings that support our predictions, our pro-
posed VO still has some limitations. We failed to enhance
the robot’s anthropomorphism and animacy while express-
ing anger and sadness. It indicates that our design of VO is
not yet perfect, making the robot’s movements have a certain
sense of dissonance. This dissonance could arise from a lack
of precise timing and coordination between the upper body
motions and VO. Exploring optimal synchronization strate-
gies could help make the overall motion more natural and
harmonious. Moreover, in most of the results with signifi-
cant differences, Cohen’s value did not reach a large effect.
This implies that our method still has room for improvement
in enhancing the strength of emotional expression. More
human-like VO patterns that incorporate subtle gait charac-
teristics could potentially increase the effect size. To address
this limitation, the future research direction can incorpo-
rate more nuanced human gait features into VO designs and
integrate gaits with other modalities like gaze, gesture and
dialogue for more holistic emotional expression.

6 Conclusion

In this paper, we discussed the design of emotional gaits
with vertical oscillations (VOs) for a wheeled mobile robot,
CommU. We invited participants to design the mobile
CommU’s emotional upper body movements via devel-
oped BoAI, and designed the affective vertical oscilla-
tions by referring to humans’ emotional gaits. Video-based
online experiments were conducted to evaluate the mobile
CommU’s emotional expressions and the presentation of
anthropomorphism as well as animacy. The results suggest
that simply equipping the robot with locomotion function
or implementing sinusoidal VOs does not enhance emo-
tional expressions. Designing emotion-specific VOs have
the potential to enhance the mobile CommU’s emotional
expression. Furthermore, the robot’s anthropomorphism and
animacy were reinforced to some extent. Future works will
further optimize affective VOs to further enhance the mobile
CommU’s emotional expression, anthropomorphism, and
animacy.
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