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Abstract: License plate recognition is an active research field as demands sharply increase with the development
of Intelligent Transportation System (ITS). However, since the license plate recognition(LPR) is sensitive to the
conditions of the surrounding environment such as a complicated background in the image, viewing angle and
illumination change, it is still difficult to correctly recognize letters and digits on LPR. This study applies Deep
Convolutional Neural Network (DCNN) to the license plate recognition. The DCNN is a method of which the
performance has recently been proven to have an excellent generalization error rate in the field of image recognition.
The proposed layer structure of the DCNN used in this study consists of a combination of a layer for judging the
existence of a license plate and a layer for recognizing digits and characters. This learning method is based on Multi-
Task Learning (MTL). Through experiments using real images, this study shows that this layer structure classifies
digits and characters more accurately than the DCNN using a conventional layer does. We also use artificial images
generated directly for training model.
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1. INTRODUCTION

License plate recognition technology has been studied
actively as demands sharply increase with the develop-
ment of the ITS. In particular, it is the technology already
widely used in the application fields such as freeway toll-
gate, parking vehicle access control, and traffic data col-
lection. Since the license plate recognition is greatly af-
fected by the font, color and viewing angle of the license
plate, the number of license plates included in one image,
and illumination, it still comes under a challenging and
difficult field. Existing traditional approach for license
plate recognition is based on image processing method
and can be classified broadly into three phases such as li-
cense plate feature extraction, LP segmentation, and the
recognition of digits and characters on the plate. The ad-
vantages and disadvantages of the algorithms used in each
phase are described in detail in the review paper [1].

However, all of the algorithms and methods described
in this paper work correctly only under constrained con-
ditions. Usually, the geometric shape model and fea-
ture, according to the properties of the license plate to be
used in image processing, should be decided directly by
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men with experience in the field, and the image process-
ing procedure, too, should follow the predefined method.
Since the image processing procedure empirically decided
by men cannot express all cases appearing in the actual
scene, recognition performance deteriorates, and the fea-
ture selected and extracted by the empirical method hardly
can correspond to various environmental changes such as
complicated background or illumination change.

This study applies Deep Convolutional Neural Network
(DCNN), of which the performance has recently been
proven in image classification, speech recognition, and
object recognition to license plate recognition. The image
recognition method using DCNN does not distinguish be-
tween feature extraction, image segmentation, and recog-
nition. The DCNN directly extracts classification param-
eters optimized for the given problem by self-learning of
low- to high-level features from several cases of training
sample data with labels. Extracted feature can be directly
applied to the detection and recognition of digits and char-
acters of the license plate concerning the input image. In
Summary, DCNN can recognize license plate only with
the acquired image.

This study combines Multi-Task Learning (MTL)
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framework with existing Convolutional Neural Network
(CNN) structure and applies it to the issues of the distinc-
tion of the existence of digits and characters of the license
plate and the individual classification of digits and char-
acters. The MTL is a method of simultaneous learning
of two or more related issues by including in one net-
work structure [2]. Zhang et al. applied this method
to the issue of face detection and proved that its perfor-
mance improved from the method using a single CNN [3].
Thus, this study designs a structure for the application of
the MTL to license plate recognition and proves that this
structure is proven through experiment that it is more ef-
fective than the method using a single CNN structure. On
the other hand, in order to expect high accuracy of DCNN,
it is important to prepare enough training data having the
target value. In this paper, we show how to prepare the
license plate data directly without taking its pictures or
downloading it on the web.

This paper is organized as follows. Section 2 introduces
license plate recognition and related works of deep learn-
ing. Section 3 describes the DCNN structure used in this
study and the concrete methodology for the application of
license plate recognition. Section 4 presents experiment
environment, data preparation, and experimental results,
and lastly, Section 5 mentions the conclusions and the pos-
sibility of improvements in the future.

2. RELATED WORKS

2.1. License plate recognition
License plate recognition is a field where studies have

actively been conducted, in the method using the tradi-
tional image processing method of the past to the method
using deep learning recently. Most of the traditional meth-
ods for license plate recognition consist of three phases
such as license plate feature extraction, LP region segmen-
tation, and license plate recognition. Of these, the feature
is selected on the basis of the degree of the distinction
between the license plate and the background part, so ge-
ometric shapes, colors and textures of the license plate are
considered [1,4,5]. Accordingly, recognition performance
is greatly affected by hand-crafted image features. LP
region segmentation is the process of differentiating the
area, including the license plate from the background us-
ing the extracted image feature. In the recognition phase,
the method using template matching is an intuitive and
universal method [6, 7]. This method recognizes digits
and characters, comparing the similarity of the pixel in-
tensity between the template and the license plate. The
template matching is easy to use, but it has a weakness
that it is sensitive to the rotation or noise of the target
of detection. For license plate recognition, the machine
learning-based method is used, too [8]. This has a rel-
atively stronger performance than the template matching
described above. However, this method, too, is affected

by hand-crafted image features. As a recent approach for
classification and machine learning problems, CNN is one
of the methods suggested as another solution in order to
overcome the problem occurring in the hand-crafted im-
age features.

2.2. Deep learning
This study would solve the problem of license plate

recognition by making the system learn the DCNN struc-
ture that uses a deep neural network. Yann LeCun pro-
posed a convolutional deep learning algorithm for learning
a complicated, deep neural network [9]. Using this algo-
rithm, a good result was obtained in hand-written charac-
ter recognition. Later, deep learning has brought about the
rapid performance improvement in the research fields such
as image classification and speech recognition [10,11]. In
addition, CNN has been applied to object surface inspec-
tion to improve the inspection performance [12].

Recently, big companies such as Google, Baidu and
Facebook applied the CNN to face detection, voice recog-
nition, street view, drones and autonomous vehicle driv-
ing in various ways [13]. In addition, Google won Large
Scale Visual Recognition Challenge (LSVRC-2014) that
is a competition for the recognition of images and finding
the correct labels of objects in images using deep learning,
reaching an accuracy of 93.3% [14].

3. DEEP CONVOLUTIONAL NEURAL
NETWORKS FOR LICENSE PLATE

RECOGNITION

DCNN performs feature extraction and classification
simultaneously unlike the existing hand-crafted image
processing-based method that divides feature extraction
and classification. In other words, it can take images as
an input, not image feature and do end-to-end learning di-
rectly to obtain the target value of the user as an output.
In addition, with the progress of learning, the proposed
model directly extracts the optimal features from low-level
features like oriented edge and boundary to high-level
expression in which these features are combined. The
extracted features are robust for local position variation,
rotation, scale and brightness change. Since these fea-
tures are used in classification, it has performance much
stronger (robust or reliable) as compared to the recogni-
tion using the existing shallow learning based on hand-
crafted feature. The performance of the method using
the DCNN has already been proven in various recogni-
tion fields such as character recognition, object recogni-
tion, and pedestrian recognition [18, 19].

In this paper, we have trained DCNN using directly gen-
erated license plate images. Applying the concept from
MTL, the structure of DCNN consists of layers for judg-
ing the existence of license plates and layers for digit
and character recognition. The learned model determines
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Fig. 1. DCNN structure.

whether a license plate exists for a given input image. At
the same time, the numbers and characters of the license
plate are recognized. If it is determined that there is no
license plate in the image, all recognition processes are
rejected. On the contrary, if it is determined that a license
plate exists, the digits and character in the license plate
are recognized. In addition, the layers for judging the ex-
istence of license plates can be used to detect the position
of the license plate when a full scene image is given.

3.1. Layers
In the structure of DCNN, in general, a convolutional

layer and a pooling layer are repeatedly arranged, and a
fully connected layer is located at the most bottom of lay-
ers. Here, the convolutional layer is the key layer in CNN,
which generates a mask or kernel that extracts the features
that best differentiate the input images during the process
of learning. At this time, shared weights in the feature
map of the layer allow effective performance of learning
by reducing the number of parameters to learn. The pool-
ing layer provides translation invariance of input images.
In addition, it has an effect on the reduction of the num-
ber of parameters to learn by down-sampling the input. A
kind of the pooling layer includes max-pooling, average
pooling and LP pooling layers. This study uses the max-
pooling. The max-pooling is a method taking the largest
value in the area of the kernel with specified size.

In this paper, we placed the convolutional layer at the
bottom of the DCNN instead of the fully connected layer.
This form is called a fully convolutional layer. The layer
replaced with the convolutional layer performs the same
function as the fully-connected layer. That is, it plays a
role of classification. However, it does not depend on the
size of the input image. When a full scene image larger
than the image used for training is input, the whole area

of the image is searched in the sliding window manner
[20]. This method is more efficient than the conventional
sliding window method because it shared the calculated
results with each other in searching.

3.2. Networks structure

The DCNN structure is as shown in Fig. 1. First, a
128 × 64 gray-scale image is fed to the network. With
the input image, a 3×3 sized kernel generates 48 feature
maps in the first convolution layer. In the second convo-
lution layer, too, a 3×3 sized kernel generates 48 feature
maps, which is subsequently connected to a 2× 2 sized
max pooling layer. In the third convolution layer, a 3× 3
sized kernel generates 64 feature maps. The fourth con-
volution layer is also the same as the third convolution
layer. Then, a 2×2 max pooling layer is connected. The
fifth convolution layer has 128 3×3 sized kernels. Subse-
quently, the sixth convolution layer and the seventh convo-
lution layer have the same 128 kernels of size 3×3. Then,
a 2× 2 max pooling layer is connected. The eighth con-
volutional layer then generates 2048 feature maps through
a 16× 8 kernel. The ninth convolutional layer generates
2048 feature maps with a 1× 1 size. Then, dropout [21]
is applied. Dropout increases the generalization perfor-
mance of the classifier by cutting weight values between
layers at a proper ratio.

Thereafter, the network is split into three branches. The
first branch is to decide the existence of the license plate.
The second branch is to classify digits. The third branch
is to classify characters. In other words, the proposed net-
work structure shares the features extracted from the front
part. At the bottom of the layer, the presence or absence
of the license plate is determined and the license plate is
recognized.
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Table 1. Architecture specifics for proposed layers.

Layer 1 2 3 4 5 6 7
Stage Conv Conv Pool Cov Conv Pool Conv

# channels 48 48 48 64 64 64 128
Filter size 3×3 3×3 - 3×3 3×3 - 3×3

Conv. Stride 1×1 1×1 - 1×1 1×1 - 1×1
Pooling size - - 2×2 - - 2×2 -

Pooling stride - - 2×2 - - 2×2 -
Zero-Padding size 1×1 1×1 - 1×1 1×1 - 1×1
Spatial input size 128×64 128×64 128×64 64×32 64×32 64×32 32×16

8 9 10 11 12 Output
presence

Output
digit

Output
character

Con Conv Pool Conv Conv Conv Conv Conv
128 128 128 2048 2048 1 60 33

3×3 3×3 - 16×8 1×1 1×1 1×1 1×1
1×1 1×1 - 1×1 1×1 1×1 1×1 1×1

- - 2×2 - - - - -
- - 2×2 - - - - -

1×1 1×1 - - - - - -
32×16 32×16 32×16 16×8 1×1 1×1 1×1 1×1

3.3. Branched layer
3.3.1 Layer to judge the existence of the license plate

The first branched layer judges the existence of the li-
cense plate in the input image. At the bottom of the net-
work, a convolution layer with 1x1 sized 2048 kernels and
a layer with one node are connected. The judgment of the
existence of the license plate may be considered binary
classification. The output node uses sigmoid activation.
Therefore, for the objective function, the binary-entropy
loss is used.

L1 =−t logy, (1)

where the input data containing the license plate fully has
a label value of t = 1 and other data has a value of t = 0.
y is the output value of the sigmoid function.

3.3.2 Layer of the classification of digits
The second branched layer classifies is responsible for

digits recognition in the license plate. The license plate
consists of six digits. The digit corresponding to each
position can have 10 values from 0 to 9. Thus, the out-
put layer has a total of 60 nodes. Like the first branched
layer, a convolution layer with 1x1 sized 2048 kernels is
connected to a layer with 60 nodes. Each digit outputs
a 10-way softmax [22]. All output values are summed.
For objective function, the following cross-entropy loss is
used.

L2 =−
5

∑
j=0

9

∑
i=0

ti logyi, (2)

where ti is one-hot vector form with 10-binary values. It
has 1 in the relevant value and 0 in other values. j rep-

resents the index of each digit in the license plate. That
is, j = 0 means the first number in the license plate, and
j = 5 means the last number on the license plate.

3.3.3 Layer of the classification of characters
The third branched layer classifies 33 characters. Like

above-mentioned layer, 1×1 sized 2048 kernels are con-
nected to a layer with 33 kernels. Here, the output is pro-
vided in 33-way softmax form. For objective function, the
following cross-entropy loss is used.

L3 =−
32

∑
i=0

ti logyi, (3)

where ti is a vector form with 33-binary values. It has 1 in
the relevant value and 0 in other values.

The final objective function used in learning is as fol-
lows:

L = w1L1 +w2L2 +w3L3. (4)

w1, w2, and w3 respectively mean the weights multi-
plied in each objective function. This study conducted
experiments by setting all to 1.0. For activation function
coming after all convolution layers, ReLU [23] was ap-
plied. The proposed architecture information applied to
the experiments can be found in Table 1.

3.4. Branched layer
The following post-processing is performed on the out-

put result using the trained network model. The size of the
images used for training is 128×64, while the test images
used for license plate recognition are often larger.
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Fig. 2. Voting method for the license plate recognition.

Applying the convolution network such as the model
proposed for the full scene image yields the same results
as applying a sliding window to search the target object
[18]. At this time, the image pyramid is used to consider
various scales of the image. A set of images generated by
gradually changing the size of an image is called the image
pyramid. The learned model predicts the area where the
license plate will exist for multiple scales of the image. A
region where the probability that a license plate exists is
95% or more is outputted.

In Fig. 2, the red box is the area where the probability
of the existence of the license plate is more than 95%. The
voting concept is used for license plate recognition. In the
red box areas where the license plate is judged to exist,
only regions where all the numbers and characters have a
predicted probability value of 90% or more have voting
rights. In this way, the digits and the character with the
most votes are selected as the final value. At this time, the
threshold value 90% is an empirically determined value.
In the Fig. 2, the green box means the position of the plate
detected as outputting the intersection of the red box.

4. EXPERIMENTS

All experiments were implemented using Keras: with
Theano backend [24]. The specifications of the PC used
in the experiments are i5, Memory 16GB, GTX 980 ti,
and the experiments were implemented in CUDA Toolkit
and the cuDNN environment. Main factors set up in the
model learning are summarized in Table 2. At this time,
the learning rate is decreased to 1/10 in the 10th train-
ing epoch and decreased again to 1/10 in the 15th train-
ing epoch. This has the effect of quickly training weights
early and fine tuning them later.

4.1. Dataset
4.1.1 Data generation

Collecting large sets of data is one of the most essential
for successful deep learning. However, taking hundreds
of thousands of pictures necessary for learning requires
considerable time and labor. Even if it is collected from
the internet, labeling each image is also a difficult task.

In this paper, we created the data based on the standard
information of the license plate provided by the National

Table 2. Key learning parameter factors.

Parameter factor Value
Batch size 64

Momentum 0.90
Weight decay 0.0005
Learning rate 0.01, 0.001, 0.0001

Epoch 20

Fig. 3. Registration plate specification for non-business
use (520 mm × 110 mm).

information Center of the Republic of Korea and used it
for DCNN training. Fig. 3 is the standard information for
non-business-use registration plates.

4.1.2 Generation mechanism
First, we prepared a sample image of each number and

character. Sample images also use image files provided
by the National information Center. The prepared sample
image is created considering the position according to the
license plate specification. The image generated at this
time takes into consideration by the following conditions:

- In order to cope with various lighting changes, the
color of the white area and number area of the license plate
are randomly applied.

- In order to take into account the various angels and
scales, the homography transformation is applied to the
generated license plate image.

- Randomly selected background image and license
plate image is composited. Where the background image
is an arbitrary image downloaded from the internet.

- Finally, in order to improve generalization ability, a
noise is added to the generated image. The generalization
is the ability of the trained model to fit untrained data.

Some sample plate images generated based on this gen-
eration mechanism are shown in Fig. 4. The size of the
generated image is 128× 64 and it is a gray image. The
number of generated images is 200,000 positive images
containing license plate and 200,000 negative images.
Negative images consist of images with part of the plate
cut off and no plate. The data generation method is one of
the contributions in this paper.

4.2. Evaluation
There is no consistent way to evaluate the structure we

have proposed. Because there is also no public Korean li-
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Fig. 4. Some positive and negative samples of the training
dataset.

cense plate dataset for comparison, we carried out a qual-
itative evaluation of images collected under various con-
ditions. To verify the performance of the proposed multi-
layer model, we compare the performance of the single-
layer model learned with the same dataset. Additionally,
in order to evaluate the generalization performance of the
multi-layer model, we tested real images captured in vari-
ous angles, lighting, size and pose.

4.3. Results
We trained the single layer models with the same

dataset. But the single layer models without the presence
layer do not decrease in loss value during training. So
the performance can not be evaluated. This means that
the model wihout the presence layer can’t recognize the
license plate. When the model is verified using images
of the same size as those used in the training, the clas-
sification accuracy of the license plate is less than 10%.
On the other hand, the proposed method works well. We
can guess the reason by checking whether the loss value
decreases or not during training. The loss value with re-
garding to the presence of the license plate is decreased
before the loss value associated with digits and character
recognition decreases. But, the single layer model with-
out the presence layer does not work for decrease of the
loss value. That is, the presence layer helps the network
to recognize the license plate.

As we do not have reference data set for comparison,
there is no consistent evaluation criterion for evaluating
the generalization ability of the proposed method. There-
fore, we use many images taken in different angles in var-
ious environments for the performance evaluation. Fig. 5
shows the images used in the test. The Images were taken
at night, rainy day, sunny day, indoor and shade environ-
ments. Fig. 6 shows the license plate recognition results
and the location where the license plate was detected. Ex-
perimental results show that the proposed method accu-
rately recognizes all the images taken from the front as
well as the images taken from multiple angles. Table 3
shows the results of classification error using 302 test
images. The accuracy of the candidate region indicates
the classification performance of all the candidate regions

Table 3. Classification performance of our model.

Type License plate
(300/302)

Candidate region
(12766/13023)

Classification
Error 0.006623 0.019734

Accuracy 0.993377 0.980266

where the license plate is present. After applying the vot-
ing concept in the post-process, the accuracy rose from
98% to 99%.

5. CONCLUSION

This study applies DCNN to license plate recognition.
In particular, the proposed DCNN structure was designed
to simultaneously train the layer for determining the exis-
tence of the license plate and the layer for digit recogni-
tion in the image. It is based on MTL. In the structure of
DCNN designed in this way, the presence layer of the li-
cense plate not only improves the performance of the digit
recognition but also is used to detect the position of the li-
cense plate in the image. We directly generated the images
necessary for training the network. The generated images
were considered various conditions that can occur in the
actual environment. As a result, the experimental results
using real images showed good recognition performance.

To verify the performance of the proposed multilayer
model, we trained the single layer model using the same
data, but the results were not good. On the other hand,
there was no consistent benchmark for comparing license
plate recognition performance, we evaluated qualitatively
performance using a large amount of data acquired under
various conditions. As a result, The proposed model ac-
curately can recognize license plate taken at various con-
ditions on a rainy day, sunny day, day and night time.

In this paper, plate recognition is limited to the Euro-
pean style non-business Korean license plate. If we addi-
tionally generate plates with different shapes and colors to
learn the model, we can expect all type of plates to be rec-
ognized. Further, it is a future work to allow two or more
license plate types to be recognized at the same time.
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