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Text Detection with Deep Neural Network System Based on Overlapped
Labels and a Hierarchical Segmentation of Feature Maps
Hong-Hyun Kim, Jea-Ho Jo, Zhu Teng, and Dong-Joong Kang* ■

Abstract: This paper proposes a three-level framework to detect texts in a single image. First, a salient feature
map of text is extracted using a Fully Convolutional Network (FCN) that achieves good performance in semantic
segmentation. Label combination using both boxes of word and characters level is proposed to improve the detection
of uneven boundaries of text regions. Second, in the feature map of FCN, the text region has a higher probability
value than the background region, and the coordinates in the character area are very close to each other. We segment
the text area and the background area by using the characteristics of text feature map with Hierarchical Cluster
Analysis (HCA). Finally, we applied a Convolutional Neural Networks (CNN) to classify the candidate text area
into text and non-text. In this paper, we used CNN which can classify 4 classes in total by separating the background
area and three text classes (one character, two characters, three characters or more). The text detection framework
proposed in this paper have shown good performance with ICDAR 2015, and high performance especially in Recall
criterion, finding more texts than other algorithms.
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1. INTRODUCTION

With rapid advances in information technology, the
computer vision technologies based on machine learn-
ing have been increasingly in demand. The development
of computational hardware has made it possible to use
techniques that were previously difficult to use because
of their high computational complexity. In addition, the
large amount of data that can be collected via the internet
has provided growth for intelligent technologies with high
recognition ability. Booming advance in machine learning
for visual analysis is now able to distinguish objects with
complex and dynamic shapes, such as people, cars, and
airplanes, from images containing complex backgrounds.
Such technologies are leading the development of new in-
telligent industries based on products including unmanned
vehicles and intelligent robots. Image data contains real
world information and directly provide information for
tasks such as determining the position of an object, and
text recognition.

In this work, we address text recognition in images.
Among the various types of information included in im-
ages, the text is one of the most specific forms of informa-
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tion that can be used to express the properties of an object.
Text can provide precise local information that can be

used for various purposes, such as identifying a surround-
ing location or building, as well as distance analysis and
website searches. People easily recognize text under com-
plicated backgrounds. Even if they cannot determine what
it means, they can discriminate whether it is text or not.
On the other hand, machines do not have this innate capa-
bility. Automated text recognition presents many difficul-
ties.

The text includes a large number of fonts, sizes, colors,
and languages. It has inconsistent features. Therefore,
it is not easy for a machine to distinguish between text
and background in images. In a complex street view of a
city, for example, it is first necessary to detect the position
corresponding to the text, before recognizing the text.

A Fully Convolutional Network (FCN) is robust against
noise and exhibits good performance at pixel level classifi-
cation, such as object segmentation and edge detection [1].
FCN replaces the fully connected layer at the top of an ex-
isting Convolutional Neural Network (CNN) [2] used for
classification with a convolution layer. This makes it pos-
sible to use the position information of objects in images.
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Fig. 1. System flowchart for text detection.

In addition, the size of the input image is not limited.
In this work, we use FCN for text detection in images

with complex backgrounds. Fig. 1 shows the flowchart of
the algorithm proposed in this paper. Through FCN, the
input image provides a salient feature map, which takes
a block in the text area. Next, pixels corresponding to
the text in the feature map are clustered using Hierarchi-
cal Cluster Analysis (HCA) [3] to distinguish the text area
from the background area. The divided regions are classi-
fied into text and non-text using CNN.

Our contributions can be summarized as follows:
First, we propose a new labeling method for FCN net-

work learning. This method uses a character-box label that
represents individual characters as well as a word-box la-
bel that indicates the location of text group. In this way,
the network can consider the character spacing, color, size,
etc., which can vary between individual characters, while
representing the overall text characteristics of combina-
tions of individual characters.

Second, we apply HCA algorithm to the extracted fea-
ture map to precisely segment the text area and the back-
ground area. We show that this method performs bet-
ter than the binary classification method using a certain
threshold.

Our third contribution is to subdivide the category of
the text into more detailed classes when learning CNN for
classifying text/non-text. The proposed method achieved
high performance in text detection and false positive re-
moval.

The proposed method consists of three steps using a hi-
erarchical approach. Each step works independently and
this method has the advantage in terms of expandability.

The paper is organized as follows: Section 2 analyzes
the existing text detection method in detail. Section 3 de-
scribes the method used for text detection in this study.
Experiments and results are presented in Sections 4 and 5,
respectively.

2. RELATED WORKS

2.1. Text localization
The conventional approach for text recognition is

mainly based on a sequential procedure [4, 5]. Fig. 2
shows the process of recognizing text in an image, which
involves text detection and text recognition. The text de-
tection step includes localization to know where the text
is located and verification to discriminate whether the de-
tected area is text. Text recognition consists of segmenting
each character and identifying what the segmented charac-
ters are.

In this work, we studied text detection during text anal-
ysis. Several methods for detecting text have been used,
such as the sliding window based method [6–10] and the
connected component analysis (CCA) method [4, 11–15].
The sliding window based method searches for text while
a specified window slides within an image, recognizing
text in the window using machine learning. CCA method
extracts a candidate region of letters from an image, ana-
lyzing the rules between letters and clustering it into text.
The Maximally Stable Extremal Region (MSER) algo-
rithm is mainly used in CCA method [11, 14, 15]. MSER
is an algorithm that detects all areas where the brightness
value can be discriminated from the surrounding area. It
detects not only the text areas but also the non-text areas
that are distinct from the background areas. It is important
to minimize the number of non-text areas when detecting
text. Recently, CNN [2] based on Deep Neural Networks
(DNN) have been used to extract features for character
recognition [6, 16–18].

2.2. DNN (Deep neural network) – based detection
Recently, CNN based on DNN has been utilized in var-

ious detection problems [2, 19–22]. It is also used in
text detection [16]. CNN relies on training data to gen-
erate feature maps for classifying objects. This is useful
for detecting text with inconsistent characteristics that are
difficult to model in hand-crafted features. On the other
hand, FCN with all layers replaced with convolutional
layer achieved good performance in the text detection field
[1]. FCN is not restricted by the size of the input image.

Fig. 2. Process of text recognition.
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Fig. 3. FCN (Fully Convolutional Networks) for detecting text box.

As a result, the area including text can be detected pixel-
wise. Also, since FCN is based on CNN, it can detect
various types of texts and is robust against noise.

Usually, the CNN is not used alone for text detection
but used in combination with CCA method. CCA is a
grouping of adjacent pixels and MSER is mainly used in
CCA. After CNN extracts features that represent charac-
ters, MSER is used to distinguish between the text area
and the background area. This is useful for removing
noises from complex natural images, including windows
and leaves. In addition, the text detection method com-
bining MSER and CNN can detect text regardless of the
scale of images [16]. This makes it possible to solve the
problem of the sliding window technique by repeatedly
inspecting images at various scales. As a result, the pro-
cessing time for detection can be reduced.

In this paper, we propose a framework consisting of
three steps for text detection. In the first step, FCN ex-
tracts a feature map representing the location of the text.
In the second step, HCA is applied to the feature map ex-
tracted from the FCN to extract text candidate areas. In the
third step, another CNN is used to classify text candidate
areas in four categories.

3. METHODS

Zhang et al. [23] used FCN for text detection. For
training CNN networks, they used word boxes label in-
formation alone. The learned FCN extracted text blocks
representing the coarse locations of the text in the feature
map. The CCA algorithm is applied to the text block as a
method for detecting multi-oriented text.

In word labeling, networks extract the characteristics
of the text by comparing the text with the surrounding
background in a box containing words, as shown in Fig
4. However, word-based labeling does not take into ac-
count variations such as the height, size, and location of
the letters in the text.

Fig. 4. Text Region labeling method. (a) Original image,
(b) word-box labeling, (c) character-box labeling.

In this work, we propose two labeling methods that al-
low the network to learn a variety of text. The first method
is to include text in block form in the same way as the
existing labeling method [23]. This means a Minimum
Boundary Rectangle (MBR) box that can contain all text
areas. As shown in Fig. 4(b), the text block contains all the
characteristics of text such as character spacing, color sim-
ilarity, character height, and size similarity. The text block
is the most useful labeling method for CNN. However,
when the size or length of individual characters varies in
the text block, it does not accurately represent the unique
characteristics of the text.

The second method is a labeling method that consid-
ers only the characteristics of text. In Fig. 4(a), individ-
ual letters are not constant in size and height. However,
with some rules, it takes the form of the text. These at-
tributes of text are an important consideration when learn-
ing networks for text detection. Therefore, the characters
are individually labeled as shown in Fig. 4(c). This can
include the characteristics of each character. However, if
only character box labels are used for learning networks,
they will not know the overall shape of the text, such as the
shape, color, and spacing similarity between characters.

In this paper, we propose a method to detect the text
area by superimposing two labeling methods that take into
account the unique characteristics of text. Fig. 5 shows the
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Fig. 5. The results for feature mapping in word-box label-
ing and our method. (a) Original image, (b) word-
box labeling, (c) our method (word and character
labeling).

effect of separating text when learning FCN according to
each labeling method. Fig. 5(b) is the result of using only
word-box labeling. Fig. 5(c) is the result of using word-
box labeling and character labeling together. The red re-
gion has a probability close to 1, which means the pixel
corresponding to the text. Intuitively, when FCN learned
using our method, which extracts feature maps, it clearly
distinguished text better than a conventional method using
only word box labeling. And it is robust to noise.

3.1. Text localization using FCN

MSER analyzes similarities on the pixel level to detect
a region of interest, while FCN detects text by learning the
difference between the text and the background regions in
the entire image.

The convolutional layer of FCN at the top finds features
of the character inside the text area. The convolutional
layer of FCN at the bottom compresses the features of the
shape of the text form, and finds global features that rep-
resent the text and the background areas. It is suitable for
detecting text of various sizes and shapes.

A feature map showing the position of the learned ob-
ject can be extracted from FCN. Since there is no fully
connected layer, it is possible to label effectively on pixel-
level regardless of image size.

In this paper, as shown in Fig. 3, we used a convolution
structure of five levels excluding the fully-connected layer
in the VGG 16 network [24]. In the input image, a lower
level layer extracts more local features, and a higher level
layer extracts more global features. Through the pooling
layer and the convolution layer, text features of various
scales can be extracted. Using the convolution layer and
the pooling layer, networks can learn weights that extract
features ranging from small-sized text to large-sized text.
In networks, each convolutional step is followed by a 1×1
convolutional layer and an up-sampling to generate fea-
ture maps of the same size. The same feature maps are
concatenated with a 1×1 convolutional layer to generate
the feature maps of the two channels.

Fig. 6. The results for feature mapping binarized by the
threshold. (a) The feature map; (b) the binarized
feature map.

3.2. Region segmentation on feature maps using HCA

FCN is used as a filter for extracting the text candidate
regions. However, it can’t classify the text areas. The
feature maps obtained from FCN are given a probabil-
ity value in the range [0,1]. Using the probability val-
ues the text candidates can be extracted as regions. In the
method using conventional FCN the threshold value has
been used to divide the pixels corresponding to the back-
ground regions and the pixels corresponding to the text
regions. Pixels representing the text areas have high prob-
ability values. In the feature maps, however, some pixels
have high probability values even though they are in non-
text areas. Therefore, it is difficult to distinguish the text
using only the probability value of the pixel in the feature
map.

Fig. 6(a) shows the feature map, and Fig. 6(b) shows
the binarized feature map.

On the other hand, pixels in the text areas are very close
to each other. To use these spatial characteristics, we ap-
plied HCA [3]. HCA performs clustering using not only
the value of pixels but also a measure of distance between
pairs of data. It has been mainly used for low noise classi-
fication problems.

In this paper, HCA was applied to feature vectors,
which are composed of 3 dimensions. (x coordinate, y
coordinate, and value of the activated pixel in the feature
map resulting from FCN).

The following is an expression that describes HCA.

d(r,s) = ∥xr − xs∥2 ,

x̄r =
1
nr

nr

∑
i=1

xri, (1)

where d(r,s) is the Euclidean distance between two sepa-
rate clusters r and s. The distance of two clusters is dis-
tance of two centroids. x̄r and x̄s are centroid of the two
clusters r and s. nr is the number of data in cluster r. xri is
the ith data in cluster r.

The Euclidean distance of each data is calculated ac-
cording to (1). Then, the data adjacent to each other are
clustered. The centroid of the clustered data is considered
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Fig. 7. The results of the clustering given by the dendro-
gram.

Fig. 8. Feaure map divided into text and background areas
using HCA.

new data. The new data again cluster with the nearest data.
The process repeats until it becomes one cluster.

Fig. 7 shows the results of the clustering given by the
dendrogram. The top of the dendrogram indicates that
all the pixels have become a cluster. Fig. 8 is a feature

Fig. 10. Binarization image comparison: (a) the result im-
age of FCN, (b) binarization based on constant
threshold(the value is 0.5), (c) binary image based
on HCA.

map that divides the text areas and the background areas
using the dendrogram. Pixels corresponding to the back-
ground regions have a low probability value, so they are
clustered at the bottom. Pixels corresponding to the text
areas have a high probability value and the property of be-
ing adjacent to each other, and they are clustered at the top.
This method is more effective for text segmentation than
the binary segmentation technique using a certain thresh-
old. Fig. 10 shows the result of binary image comparison.
When HCA was applied, the text areas were clearly dis-
tinguished.

3.3. Text verification from classification using CNN

Fig. 11 shows the results of performing blob detection
on the result images of HCA. Most of the detected images
include texts, however, some images are not. The another
CNN categorizes images resulting from HCA into text and
non-text.

In order to classify an image into specific categories,
a fully-connected layer is required. However, when the
fully-connected layer is added in CNN, the size of the
input image must be fixed. But the detected blob im-
ages contain characters of various lengths and background
noises as shown in Fig. 11. There is a difference in detec-

Fig. 9. CNN architecture for text classification.
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Fig. 11. The croped images obtained as results of HCA.

tion size according to the number of characters between
text images.

Therefore, we subdivided the text class for improving
the performance of CNN for various sizes and text lengths.
Four categories for one character, two characters, three or
more characters, and non-text were assigned to the classi-
fication classes, where one character, two characters, three
or more characters are regarded as the text. The back-
ground area is classified as the non-text.

Fig. 9 shows CNN structure used in this paper. At the
end of FCN structure in Fig. 3, a fully connected layer is
added to classify the text and the non-text. The blob im-
ages resized to 224x224 are entered into CNN. And CNN
decides what the input image belongs to which category.

4. EXPERIMENTS

In this work, we used Python and the Keras library to
implement the proposed method; Keras is a high-level
neural networks API, written in Python, and runs seam-
lessly on the CPU and GPU. We ran a workstation (i7-
4770, 32GB RAM, GTX TitanX and Windows 10 64bit-
OS) for all the experiment. The GPU was run under the
CUDA Toolkit, cuDNN environment.

4.1. FCN learning
ICDAR (International Conference on Document Anal-

ysis and Recognition) is a conference on research topics
including character, symbol recognition, printing, hand-
writing recognition, document analysis, document under-
standing, camera, and video-based scene text analysis. IC-
DAR also provides a certified public text dataset for the
field of text detection. In order to learn FCN, we gener-
ated about 30,000 augmentation images using 229 images
provided by the Focused Scene Text of ICDAR 2015 using
the data augmentation method [25].

Fig. 12 presents the examples of SynthText Dataset
[26]. SynthText is a dataset created by artificially syn-
thesizing text on a complex background for learning. Ap-
proximately 850,000 images are provided for learning and
the dataset contains 8 million words.

We have trained FCN using about 900,000 images from
both ICDAR and Synthtext. The size of the images is
224×224, and the labeling value of each image is super-
imposed on word and letter labeling. The objective func-

Fig. 12. The examples of SynthText dataset.

tion is binary cross-entropy [27]. For FCN learning, batch
size 32, momentum 0.9, learning rate 0.0001, and epoch
25 were set as parameters.

4.2. Text classification from another CNN
In this paper, CNN is used for the binary classification

of text and non-text. In order to improve the classification
performance, networks were learned for all four classes
including non-text.

The network learning process is as follows. The front
part of the network to extract features used the VGG16
network [24] pre-trained on ImageNet [2]. In order to train
an upsampling layer and a fully connected layer, the data
generation process is required. Images used for data gen-
eration are provided by ICDAR.

The training data includes some background around the
text. Each training data was collected by increasing the
word width to the left and right by 30 percent and the
word height up and down by 40 percent. The image in-
put to CNN is 224×224×3 (height × width × channel).
Fig. 13 shows the text extracted from the images provided
by ICDAR. The first row is one character, the second row
is two characters, the third row is three or more characters,
and the fourth row is a non-text image, which means noisy
background images. For the CNN learning, batch size 32,
momentum 0.9, learning rate 0.0001, and epoch 25 were
used as parameters. And the objective function was the
categorical cross-entropy method.

5. RESULTS

5.1. FCN-based multiple labeling
In this section, we qualitatively compare the results ob-

tained when the network was learned by multiple labeling
methods, and the word-box labeling method, respectively.
We also analyzed how the text candidate regions were
detected according to the labeling method. In addition,
the quantitative results are compared by analyzing the
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Fig. 13. The examples of training dataset for CNN.

detected text region and the removed background region
based on pixel-wise ground truth. Two FCN networks
were used in the experiment. The only differences be-
tween the two methods were in network structure depend-
ing on the labeling method. That is, the hyper-parameters
used for learning were the same. In addition, the same
data was used for network learning.

Fig. 14 presents qualitative results showing how much
of the background noise is removed. The proposed
method removed much more background noises than the
existing labeling method. The lane located at the lower
right of the picture has characteristics that are distinct
from the background. The FCN network uses labeling
information given in pixel units by a rectangular box.
Because the word-box labeling method contains a lot of
background pixels as well as text in the boxes set to
ground truth, it may be difficult to distinguish between
background and text in a network learned with word-box
labeling. Previous methods show that the lane is repre-
sented by text.

On the other hand, our proposed multiple labeling
methods use character box labeling as well as word-box
labeling. The weights of the FCN network are learned to

Fig. 14. The results of the background noise removal ac-
cording to labeling method. (a) Original image;
(b) the proposed method(multiple labeling); (c)
the exting labeling method (word-box labeling)
[23].

distinguish between background and text, and at the same
time to distinguish fine differences in characters existing
in a word-box. As shown in the middle column of Fig. 14,
our proposed method distinguishes the background area
and the text better than the existing method.

Fig. 15 shows how precisely the text is represented in
the feature map. It can be seen that the proposed method
represents the text or the characters more precisely. The
first row in Fig. 15 shows the main problems with word-
box labeling. There is a word ‘.com’ under the word ‘jun-
gle’ in the image. Clearly, there is a problem when the
word box including ‘jungle’ and the word box including
‘com’ overlap each other. On the other hand, the proposed
multiple labeling methods include character-box labeling,
which means it can distinguish another text in the word-
box. As a result, the FCN network learned with the multi-
ple labeling method extracts feature maps that can detect
text more precisely. Also, FCN learned with word-box la-
beling does not precisely represent the height and shape of
the text. On the other hand, the proposed method clearly
represents the line and the form of the text and space be-
tween the texts.

Fig. 16 shows a case where the proposed method fails to
remove false positives. In the image, the piano keyboard
has a distinct color from the background, a similar size,
and a uniform spacing between the keys. This attribute is
very similar to the text. This made text detection difficult.

Fig. 17 shows the results of a pixel-wise quantitative
evaluation for each method on the ICDAR verification
dataset. The pixel distribution represents the text regions
and the background regions, for feature maps extracted by
each method. Here, GT means ground truth corresponding
to a positive region and a negative region in the image. If
the pixel value corresponding to each region on the feature

Fig. 15. The results of FCN feature map according to la-
beling method. (a) Original image; (b) the pro-
posed method(multiple labeling); (c) the exting
labeling method (word-box labeling) [23].
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Fig. 16. The example of failure using the proposed
method. (a) Original image; (b) the proposed
method (multiple labeling); (c) the exting label-
ing method (word-box labeling) [23].

(a)

(b)

Fig. 17. The results of pixel-wise quantitative evaluation
for each method on ICDAR 2015. (a) The pixel
distribution of text regions; (b) the pixel ditribu-
tion of background regions.

Table 1. Performance comparison of HCA and the bina-
rization method on ICDAR 2015.

Recall Precision
Binarization method 76.0 % 80.2 %

HCA 83.4 % 81.0 %

Table 2. The results of thext classfication for CNN.

Recall Precision
Two classes 94.3 % 95.3 %
Four classes 98.1 % 95.1 %

map is larger than 0, it is regarded as a response. In other
words, if the pixel value in the text area of the ground truth
is greater than 0 and the pixel value in the background area
is 0, it means that the networks were learned well.

Fig. 17(a) is a graph that evaluates pixel values on a
feature map corresponding to the text regions. While the
conventional method achieved an average of 0.55, the pro-
posed method achieved an average of 0.97 on images used
for validation. Fig. 17(b) is another graph that evaluates
pixel values on a feature map corresponding to the back-
ground regions. The proposed method achieved an aver-
age error of 0.26. On the other hand, the existing method
shows an average error of 0.5. Based on these qualitative
and quantitative evaluation results, we have confirmed that
the FCN learned with multiple labeling is superior to the
FCN learned only with word-box labeling.

5.2. Segmentation based on HCA
Feature maps extracted through FCN have values in the

range [0,1] in which the value is a probability value. The
positive region is close to 1 and the negative region is close
to 0. A positive area means a text area. Also, the pixels
in the text area are very closely clustered. Based on this
characteristic, we applied HCA to segment the text area
and the background area. For a comparative experiment,
we replaced HCA with simple binarization method in a
framework consisting of 3 steps. Table 1 shows the results
of the comparison using the verification data of ICDAR
2015. HCA showed better performance than the binariza-
tion method, which had a recall of 83.4% and precision of
81.0%.

5.3. The results of text classification
We determined the text candidate regions using FCN

and HCA. Then, blob detection was applied to the text
candidate regions. The detected regions were identified as
text and non-text using a classifier. In this paper, we seg-
mented the text categories considering the diversity of the
text. Table 2 shows the results for Precision and Recall,
comparing the existing binary classification method and
our proposed method.
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Fig. 18. Examples of text detection.

From the validation dataset of ICDAR 2015, we used
1,090 images with text and 2,240 images without text for
evaluation. Both methods showed almost the same perfor-
mance on Precision.

On the other hand, our method outperformed the binary
method on Recall. High recall value means that the back-
ground is not categorized as text. Thus, our method is
more effective in removing false positives.

5.4. Text decision
Fig. 18 shows detection examples using the proposed

method on the dataset for validation. The text was robustly
detected in a complex scene. It was well detected even
when the font size was large.

Fig. 19 shows incorrect detection/miss-detection or
false detection examples using the proposed method. In
this case, the text is not included in the ground truth, so it
is classified as a false detection. The red box shows when
text is not detected. The not detected region was classified
as text in HCA but classified as non-text by CNN. Increas-
ing the width and height of many characters seems to have
influenced CNN learning.

In Fig. 19(b), the green box is the result of detecting

text reflected in the glass that is not included in the ground
truth. It is not included in GT so it is classified as a false
detection. Examples like this indicate that the method pro-
posed in this paper can even robustly detect texts reflected
on glass windows. The green box in Fig. 19(c) is also de-
tected text not included in the ground truth. The blue box
has a shape similar to text and is a false detected area. In
Fig. 19(d) the red box had been detected as text in the early
stage of FCN learning, but it was classified as background
as learning progressed. The text is in braille. Braille text
is distinct from the background, but the number of braille
texts is much lower than texts consisting of consecutive
characters. For this reason, it seems that the braille text
cannot be distinguished in the feature map.

Table 3 shows the result when our proposed method was
applied to the ICDAR 2015 dataset for validation. The
proposed method achieved 0.8340, 0.8099, 0.8218 in Re-
call, Precision, and Hmean, respectively. The method pre-
sented in this paper ranked 10th in the published papers.
In addition, it was ranked second for Recall, by effectively
eliminating false positives or background noise.
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Fig. 19. Examples of false and non-detected images.

Table 3. Text detection performance evaluated using IC-
DAR 2015 [25].

Recall
(%)

Precision
(%)

Hmean
(%)

Time
(s)

CTPN 82.98 92.88 87.69 0.140

SCUT-HCII 84.22 95.10 87.32 -

CASIA_USTB 82.59 89.50 85.91 -

MSER_Binary_
CNN

82.17 89.12 85.61 -

StradVision 80.15 90.93 85.20 –

VGGMaxNet_
cmb

77.32 92.18 84.10 -

MCLAB_FCN 79.65 88.40 83.80 -
Text_CNN 76.29 92.69 83.69 4.600

Ours 83.40 80.99 82.18 0.362
IWRR2014 78.65 85.89 82.11 -

HUST_
MCLAB

76.05 87.96 81.58 -

BUCT_YST 73.88 84.64 78.90 -
USTB_TexStar 69.28 88.80 77.83 -

SWT 73.24 81.53 77.16 -

BayesText 67.05 84.58 74.80 -

TextSpotter 64.97 87.49 74.56 -

I2R_NUS_FAR 70.92 75.71 73.24 -

5.5. Computing time
The proposed method consists of three steps. Table 4

shows the processing time for each step. The time means

Table 4. The computing time for each step.

Step Processing
Time (s)

Step 1: Text-block FCN 0.010
Step 2: Text-segmentation HCA 0.337
Step 3: Text-classification CNN 0.015

Overall system 0.362 (2.76 fps)

Table 5. The computing time compared on different meth-
ods. Note that each method has a different dataset
and various image scale.

Approach Device FPS
Yao et al. [28] K40m 1.61
Tian et al. [29] - 7.14
Zhou et al. [30] Titan X 6.52
Zhang et al. [23] Titan X 0.476

Ours Titan X 2.74

the average value. Step 1 and Step 3 were based on con-
volutional neural network. Therefore, its processing time
depends on the performance of GPU.

On the other hand, HCA algorithm used in Step 2 is
based on CPU operation. The steps consisted of clus-
tering, linkage, and blob detection, which took a rela-
tively long time. The overall system took about 0.362 s
(2.76 fps). Most of the previous methods listed in Table 3
did not report the computing time.

Table 5 shows the computation time compared to the
state of the art methods. Note that each method was not
tested in completely the same environment and the pur-
pose of the experiment may be slightly different. Some
approaches are not restricted to the text localization task.

Our method is not as fast as the state of the art methods.
However, the method has three steps, so it has advantages
in expandability.

6. CONCLUSIONS

In this paper, we proposed a framework consisting of
three steps for text detection. The first step uses FCN to
detect text areas in images in pixel-wise. In the second
step, HCA is applied to divide and segment the text areas
and the background areas. In the third step, CNN is used
to classify the divided areas in step 2 into the text areas
and the non-text areas.

Multiple labeling method combining word-box labeling
and character-box labeling extracted more the text areas
with distinct boundaries than the conventional only word-
box labeling method. And, it was robust to noises. Using
HCA showed better performance than using the binariza-
tion method in text and background region segmentation.
Finally, classification into four categories when classify-
ing text (one letter, two letters, three letters or more) and
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non-text showed higher performance at removing false
positives than the binary classification (text/non-text).

Each step is independent of each other. It is advanta-
geous in terms of expandability and viewpoint of modu-
larity. Therefore, it is possible that performance will be
improved by using the latest algorithm for each step. An-
other advantage is that it can be used as a kind of detection
framework.

In future work, we will construct a framework of three
steps as a single network and detect text areas and study
OCR (Optical Character Recognition) by combining text
detection and recognition algorithms.
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