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Abstract
The demand for low-power devices in today’s world is increasing, and the reason behind this is scaling CMOS technology. 
Due to scaling, the size of the chip decreases and the number of transistors in System-On-Chip increases. However, transistor 
miniaturization also introduces many new challenges in circuit design for very large scale integrated circuits. Therefore in 
this work is introduced a memristor based memory design, the memristor breaks the scaling limitations of CMOS technology 
and prevails over emerging semiconductor devices. The memristor is forced to the Nano scale design of the invention, and 
successful fabrication begins to take into account the range of conventional metal oxide semiconductor field effect transis-
tors or more specifically the use of transistors as a whole. The memristor has a history mechanism that allows the memory 
operation to be combined with the inherent bipolar resistance switching characteristics. Different types of existing math-
ematical models have been derived from shapes that can be further implemented and tested in a prototype with some crucial 
parameters thus determined and how they differ from conventional transistor-based designs for a suitable circuit memristor. 
In this work, low-power complementary metal oxide semiconductor (CMOS) flip-flops have been proposed with deep search 
pattern method and some key parameters such as delay, power, gate count and other memristor calculations are carried out. 
The simulations are carried out using Verilog-analog mixed signal. The proposed system is considered as potential devices 
for building memories because they are very dense, non-volatile scalable devices with faster switching times and low power 
dissipation and are also compatible with the existing CMOS-technology.

Keywords Deep search pattern · Power · Memristor · Flip-flop · Analog mixed signal

1 Introduction

As for the fast demand, more dense storage devices continue 
to grow and memristors provide a promising alternative to 
traditional storage devices. Memristors nano devices that 
can store information for a relatively long residence time, 
activation in nanoseconds, are ultra-dense and are energy 
efficient. This allows possible memristors to replace DRAM, 
SRAM, flash and disk. The memristor has the power and 
speed of the DRAM unit and the potential life of a hard 
drive. Not only can it be considered non-volatile memory 
for general use, but it can also be implemented in logical 

operations (Chakraborty et al. 2018), programmable analog 
circuits (Lin 2014) and simulation in modelling and bearing 
and natural phenomena.

Initially by Chua, the first physical realization of mem-
ristor was introduced in 2008 (Diaz Alvarez et al. 2018; 
Rahiminejad and Saneei 2014). The schematic and model 
diagram of memristor is shown in Fig. 1. Since then, the 
memristor has been cross-referencing (Mitra and Nayak 
2017) as potential building blocks for ultra-high density 
memory systems. However, when considering such a struc-
ture, the designer is largely on track, which is an effective 
array resistor, because of the many current ways of docu-
menting alternatives to high power consumption. At the 
same time, many errors in reading occur in this structure. 
Although crossbar structures with passive reading tech-
niques have been reported to have rarely been explored, to 
a very high degree (Zoka and Gholami 2018), it involves 
very sophisticated and time-consuming methods of reading.
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The inherent selection of self gated memristors has also 
been made in the literature (Sterpone and Violante 2005), but 
this process is a complex lie for such self-absorbing mem-
ristors and can naturally respond to V-I from the memristor 
in the state of variation. One solution to this problem is to 
change the hybrid crossbar structure with gating transistor 
access. Although this density of the memristor memory sys-
tem is low, this will greatly reduce the problem of reading 
errors and reduce the power consumption as much as possible, 
in the way that flows through it. Various models have been 
proposed in an effort to prepare an effective hybrid memory 
cell transistor memristor (Biolek and Biolek 2009; Eishi and 
Taniguchi 2010). Prithivi Raj and Kavithaa (2019) propose a 

dynamic signal driving-dual edge-triggered flip-flop (DSD-
DETFF) design for low power memory applications. However, 
the design of such a hybrid cell with high switching rates and 
energy requirements is less difficult and the main motivation 
for this reading remains.

Therefore, in this proposed work use memristor and transis-
tor based on SRAM design of memory cells has been proposed 
to reduce switching time and energy requirements. In the per-
formance of this system are compared with traditional methods 
with regard to the transition of energy, speed and overall better 
performance. The simple and fast reading mechanisms of the 
array are also caused by the cells contained in the memory row. 
The remaining part of this work is organized as:

Fig. 1  Schematic and model 
diagram of memristor

Fig. 2  Memristor based SRAM Cell structure
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Section 2: review the various memory design methods.
Section 3: discuss the working procedure of proposed 
memory design system.
Section 4: discuss the simulation results and performance 
analysis of proposed memory design system.
Section 5: discuss the conclusion and future scope of the 
system.

2  Related works

In this section is discussed various memory design methods 
using FPGA to reduce the power consumption, latency and 
hardware complexity.

A low-power SRAM-construct design usage in light of 
FPGA was displayed in a past work (Talukdar et al. 2012; 
Jarollahi and Gripon 2015; Joglekar and Wolf 2009). It plays 
out a different levelled lookup of the design-arranged SRAM 
squares. It accomplishes low power utilization by ceasing 
resulting SRAM lookup activities if a match is found in the 
present SRAM square. Although it decreases the average 
power utilization of the design, its most pessimistic scenario 
power utilization stays high, which isn’t advantageous for the 
designed equipment as the equipment is designed in light 
of the most pessimistic scenario power utilization spending 
plan. Conversely, Chang (2016) proposed to accomplish a 
noteworthy decrease in the most worst-case power utilization 
of the actualized DRAM design.

The design procedures displayed in Xu and Zhang (2014), 
Sreerama Reddy and Reddy (2009), Pershin and Ventra 
(2014) utilizes different unmistakable SRAM blocks for 
actualizing memory usefulness. These stores the word’s 
presence and address data independently in distinct arrange-
ments of SRAM blocks. The Input word is connected to the 
primary method of SRAM blocks to read its reality data, 
and the location data is read from the second arrangement 

of SRAM blocks (Ho et al. 2016; Thangamani 2013; Sar-
war 2013). These design systems utilizing various par-
ticular SRAM blocks uses over the top SRAM memory. 
These works experienced higher power utilization as the 
whole used over the top SRAM memory is enacted for the 
approaching lookup table. Saminathan and Paramasivam 
(2016), Zhang et al. (2005), Khandelwal et al. (2012) dif-
ferentiation of their work stores the word’s presence and 
address data in a single RAM, along these lines acknowledg-
ing effective memory utilization. Also, this work accom-
plishes significantly decreased power utilization by enacting 
at most one column of SRAM blocks for approaching words 
(Akashe and Sharma 2013).

Fig. 3  2T–2 M architecture

Table 1  Pattern stored in 2T–2M SRAM cells

LOGIC VALUE Memristor_1 Memristor_2

1 Memristor_OFF Memristor_ON
0 Memristor_ON Memristor_OFF
X Memristor_OFF Memristor_OFF

Fig. 4  Current and voltage response of memristor

Fig. 5  Functional circuit diagram—write mode operation
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In any case, these works (Grossae et al. 2006; Pasandi 
and Fakhraie 2013; Belorkar and Ladhake 2010) energize 
all utilized SRAM memory blocks in the design for every 
approaching words. In this manner, expends higher power 
utilization. Interestingly the memory architectures are 
empowers explicitly a piece of SRAM memory blocks uti-
lized, accomplishing a significant decrease in the general 
dynamic power utilization of the design. An ongoing work 
exhibited in Eshraghian and Cho (2011), Shin et al. (2010) 
utilizations multi-pumping empowered multiport SRAM 
memory for actualizing memory-productive design on 
FPGA. It stores the sub-blocks of parcelled memory table in 
the shallow sub-blocks of SRAMs arranged as multi-ported 
recollections on FPGA. Su et al. (2019), proposes a security 
management method that can ensure the confidentiality and 
integrity of strong data, reduce overhead in area, memory 
consumption and performance cost. Zou et al. (2017), intro-
duced a memory-based simulated annealing algorithm and 
a new cost function for the fixed-outline floor planning with 
soft blocks.

It can be seen that the system requires several additional 
design parameters to improve the power reduction perfor-
mance in very large scale integrated circuits (VLSI) systems 

to all of the above discussed methods so a new system is 
the need to overcome the issues. Therefore in this work is 
introduced a memristor and transistor based SRAM design 
to overcome the issues. This work explains how to reduce 
the power consumption of integrated circuits. The simula-
tion is done using the Tanner EDA tool, using the simulation 
results in the deep search pattern logic used to evaluate the 
effectiveness of the proposed method.

3  Materials and methods

This section discusses the SRAM design using memris-
tor with deep search pattern control method. The pro-
posed SRAM design consists of cell structure, match line 
schemes and array level architecture.

Each memristor’s data flow operation is shown in 
Fig. 2, where the most unmistakable features of bistable 
resistance operations are used to execute the memristors, 
such as low resistance state (LRS) and high resistance 
state (HRS). Memristors can be additionally customized 
to intermediate states of HRS, LRS and other electrical 
signals also. The switching procedure of the memristor 

Fig. 6  Write zero SRAM

Fig. 7  Write one in SRAM
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is controlled by the strength and polarity of the electrical 
signals.

It should be noted that non-volatile exhibits are not lost 
even when the power is removed. The information stored 
by the memristor is negotiated by its memristive RM, i.e., 
RM = HRS at d = 0 and RM = LRS at d = 1. The material 
of one memory cell is referred to by various blends of 
the conditions of the two memristors. In certain cases, it 
is by talking about the away 0 than the memristor. This 
is crucial, and there is no less than one HRS available 
for any design of the information to characterize the data. 
As it appears, this course of action basically reduces the 
measurement of lateral momentum streaming directly over 
SL in write and read mode.

Each storage device stores an example of highly visited 
input operands. The proposed work utilizes two transistors 
and two memristors for each cell in the SRAM profile. The 
unstable component of the memristor is used as a capacity 
device for an application in an existing SRAM memory. The 
SRAM cell has three states, such as high, low and do not 
care states. High, low, and don’t care states are represented 
by 1, 0 and X respectively.

3.1  Read and write operation of memristor

The SRAM unit is associated with one Match Line (ML) 
and Search Line (SL) or Read Line (RL). The read line of 
the deep search method determines the inconsistent infor-
mation for each read cycle. The Two Transistor (2T)–Two 
Memristor (2M) architecture based SRAM design is shown 
in Fig. 3. The 2T–2M bit cells of the SRAM cell function 
are grounded from the ML mode based on two conceivable 
operations, each comprising a transistor and an arrangement 
of memristor. The SRAM is programmed, and each memris-
tive device is written by accessing the transistor by apply-
ing a write voltage to the ML and using the SL and SL_b 
interfaces.

Data for this proposed system is stored in MEM1 and 
MEM2 of D and D|. Memristor1 and Memristor2 are con-
nected together to their positive terminals and their negative 
port access transistors are worked by integral leads S1 and 
S2 series arrangement of M1 and M2. The voltage magni-
tude of M1 and M2 passes the cell by controlling the gate 
function of read and write operations.

Table 1 shows the logical operation table of the 2T–2M 
SRAM cell. The proposed system has three logical 

operations such as 1, 0 and X. During logic 1 operation the 
memristor 1 is there in OFF state and memristor 2 is there 
in ON state. To store logic zero pattern memristor 1 is there 
in ON state and memristor 2 is there in OFF state. While to 
store X pattern both memristor there in OFF state.

Current and Voltage response of memristor is depicted 
in Fig. 4 and the Memristor based on SRAM is depicted as 
a memory storage device. According to the figure, to write 
1 state, the memristor needs to set the voltage drop as Vset 
and the written state 0, the voltage drop on the memristor 
should be Vreset . For the proposed SRAM cell, writing logic 
1 or 0 requires two steps. For example, to write zero logic in 
proposed memristor based SRAM cell for second memristor, 
the bit selection line S2 is enabled to select memristor 2 to 
write zero. During this operation ML = 0 and W = Vset. At 
the same time to write zero in first memristor the selection 
line S1 is enabled to select memristor1 to write zero. Dur-
ing this operation ML = 0 and W = Vreset. The write logic 1 
is similar to write logic 0, but S1 is enabled first, then S2 
is enabled.

3.2  Write mode operation

The writing operation begins by releasing the ML to GND 
by a device that is protected by an external switch to main-
tain a strategic distance from the extreme current flowing 
through the ML2 and MR2. At this point M1 and M2 are set 
to be highly conductive by WL. By writing the information 
into the cell, BL1 and BL2 are controlled by desired state 
for the proper voltage drop across M1 and M2. The left ML 
and right ML are used to set the negative ports of ML1 and 
MR1. The deep search task in memristive SRAM consists 
of two phases, the write advantage and the deep search plan. 
The functional write operation of 2T–2M circuit diagram is 
shown in Fig. 5.

The proposed deep search pattern method based SRAM 
cell design structure has two memristor for read and write 
operations. While the write operation consists of two sepa-
rate parts. The write line from the schematic of the write 
operation is a high amid write task and the information 
has been passed through the bit line BL1, with the bit line 
BL2 and the input line 3 being given. Write a zero value 
proposed SRAM, one memristor is ON and the other is 
OFF. At this point, WL requires authorization (ON), while 
BL1 = 0 and IN3 = 1. Among the top priorities of the writ-
ing method, BL2 = 0 and mem2 = 0. In the final step during 

Table 2  Proposed write scheme Data C = 0 C = 1 C = X

D = 0 D = 1 D = 1 D = 0 D = 0 D = 0

Step 1 Reset Hold Set Hold Reset Hold
Step 2 Hold Set Hold Reset Hold Reset
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write operation the BL2 = 1 and MEM1 = 0. The V-I char-
acteristics of SRAM during write zero is shown in Fig. 6.

During write 1 operation in first bit the memristor one is 
there in ON state and another one memristor there is OFF 
state. While in this mode of operation WL = 1, BL1 = 1, 
BL2 = 0 and IN3 = 0. During write second bit the memris-
tor two was there in ON state and other memristor there 
in OFF state, while second bit write BL2 = 1,WL = 1 and 
BL1 = 0. The voltage and time response of SRAM during 
write one is shown in Fig. 7.

3.2.1  Pseudo code of write mode operation—deep search 
pattern

Input: Write 0, 1 and sense the Write Line sensing 

Output:  Store the write sequence 0, 1 and X

Start 
 Write the sequence of bit Bs 

 Bs =  size of write sequence 

For each cell Ci from size of write sequence 

  Keep the pattern Si.

  Si = ∫ , )

  Add to Ci setting pattern. 

  Ci =  ∑

End

/*Check the Ci pattern*/ 

If Ci = 1 

        Execute the operation of single block write command  

End

If Ci = 0 

        Execute the operation of multi block write command  

End

/*Check the received response*/

If received response = True then  

If response = True 

        Execute the decision making process 

End

If response = False 

        Restart the write operation 

End

Stop.

The truth table of proposed writing scheme is mentioned in 
Table 2, in each writing operation one memristor is there 
in working stage and another one memristor is isolated. 
In the initial step, to reset MEM1 negative voltage is used 
and MEM2 stays at zero voltage drop. In the subsequent 
advance, the memristor keeps up its state, and a positive 
voltage is associated with the MEM2 to set it to the LRS. 
Pre-written programming is just two things that substances 
little attention to the new content of the cell in a clock cycle. 
The most recently stored information is usually ambigu-
ous, and this memory reset is particularly advantageous for 
power.

A deep search write method as discussed above, it is 
designed to implement a compliance metric that specifies 
the structure formulated from the cell groups given in the 
three states. It is useful, and each memristor can be pro-
grammed separately in the SRAM cell. First, the current can 
be reliably achieved across the SLS in the state (M1 = HRS, 
M2 = HRD) regardless the flow of direct current through 
the read operation of the system. In the event that the condi-
tion among the LRS is worthy, rather than reflecting HRS 
between the current flow through SLS, HRS or LRS infor-
mation ought to be expanded by 100 times in the prevention 
factors in the SRAM array.

3.3  Read mode operation

In the read item, the read instance and its attachments are 
respectively associated with SL. The read term releases the 
stored information, if any of the NMOS transistors are sta-
tistically, has an integrated memristor device M1 turned off, 
while M2 is in the ON mode state and the other mode is 
a mismatch mode. The functional circuit diagram of read 
operation is shown in Fig. 8.

The comparative estimation of read data sequence show 
similarity to the quantity of levels in various sizes and the 
measure of degrees relies upon the estimation of the cell 
procedure of activity. For each cell in the cell alignment 
tightness metric for the use of precedent settings away from 
closeness measure. Stage can accept the use of deep search 
mode strategy to read 0 activities.

(a) The cells of the SRAM are in a zero state, all memris-
tors are in the take off stage,  VX and  VY are very low. 
For the read 0 operation, when the memristive M1 is 
in the on state and the memristor M2 is in the off state, 
the direct path exists from ML to GND and ML is dis-
charged.

(b) To read data zero (first bit), MEM1 = OFF state and 
MEM2 = ON state, so in this stage Vx = 0 and Vy = 1. In 
the province of ML2 and MR2 are then lit and a direct 
way from VDD to GND exists through ML1 and ML2.
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(c) Both memristors are there in ON stage during read 
the second bit and also Vx = 1, Vy = 1, ML2 = 0 and 
MR2 = 1. So a direct path does not retain its value as a 
result of data mismatch.

(d) All memristors are there in ON stage during read the 
second bit and furthermore Vx = 1, Vy = 1, ML2 = 0 
and MR2 = 1. So a direct way doesn’t hold the data 
because of data mismatch.

Stages can accepted for the Read 0 activities employing 
deep search pattern strategy.

(a) To read one (first bit), MEM1 = RON state and 
MEM2 = ROFF state, so in this stage Vx = 1, Vy = 0, 
ML1 = 0 and MR1 = 1. The ML voltage based on the 
unit’s stored information is a change. During this opera-
tion BL1 = 0 and BL2 = 1.

(b) Both memristors are there in OFF stage during read 
second bit and also Vx = 0, Vy = 0, ML2 = 1 and 
MR2 = 0. So a direct path should retain its value as a 
result of data mismatch.

3.3.1  Pseudo code of deep search pattern read operation

Input:  Cell Pattern Set Ps, Pattern Pi (Read line sensing)

Output: Read word or data sequence

Begin 
1. The key is read. 

2. Distribute the lead key to N alternative words. 

3. Customize algorithm 1 to completely parallel layer. 

4. Get potential matching address (PMA) and matching address (MA)

5. All PMAs are certified to be consistent sub-words 

6. For each cell L from Ps 

 For each cell l from Ps 

7. Calculate the similarity. 

  Sout =  ∫ ∫ ∑ ( ) ==
)

8.  S1out = 

9. If  S1out  = 1 

Data matched 

End If

10. If S1out  = 0 

Mismatch occurs 

          End If 

END the process

The above deep search pattern compute the search line 
arrangements or word similarity at each level and finally cal-
culates the progression similarity data. The flow chart of pro-
posed deep search pattern is shown in Fig. 9.

3.4  Performance evaluation

Power dissipation, Power, Power Delay Product and delay 
are the important parameters of the performance of proposed 
memristor based memory design.

3.4.1  Power analysis

The proposed memory architecture is seen to offer incredible 
power attributes at all VDD esteems, subsequently approv-
ing the normal outcomes. The typical power dispersal of 
the CMOS logic circuit driven by a period input voltage 
waveform with zero ascents and fall time can be registered 
from the essentialness required to energize the output node 
to VDD is given by

Surveying this fundamental outputs the eminent explana-
tion for the ordinary dynamic power usage in CMOS logic 
circuits as

where Fclk = clock frequency.
In a CMOS IC, all within nodes don’t change their states 

at every clock. In a synchronous CMOS IC, if the genuine 
information is open for the ordinary number of advances 
experienced by hubs in the midst of the execution of a spe-
cific errand, a joint improvement factor can be brought into 
the power and energy explanations.

where Pi is the dynamic switching power dissipation of the 
gate driving the ith node and αi is the probability that a state-
changing voltage. The average switching power dissipation 
can be made as

where Ci addresses the parasitic capacitance related with 
each node in the circuit, Pavg = average power, Fclk = clock 
frequency.

3.4.2  Delay analysis

In any electronic implementation of digital circuits there is 
a delay between the switching of the input and the switch-
ing of the output. The rise and fall delays, tpdr and tpdf, 

(1)

Pavg =
1

t

[

∫
t

2

0

Vo

(
−SL

DV0

DX

)
DT + ∫

t

t

2

(
Vdd − V0

)(
SL

DV0

DX

)
DT

]
.

(2)Pavg =
1

2
(SLVDD2) = SLVDD2Fclk,

(3)Pi = �SLVDD2Fclk,

(4)Pavg =

(
# of Nodes∑

i=0

∝ CiVi

)
VDDFclk,
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respectively. The average propagation delay based on tpdr 
and tpdf is expressed as

3.4.3  Power delay product (PDP)

The inspiration driving this section is to plot the general 
accommodation of the proposed memory design while con-
sidering the trade-off in the PDP remembering the ultimate 
objective to achieve needed remarkable power characteris-
tics and device count, which gives a quantitatively practical 
way to deal with taking a gander at general qualities.

PDP is a measure of energy and is depicted by the results 
of average power (Pave) and gate delay tp. From static and 
short-circuit power ignoring responsibility and tolerating the 
most off-spectrum switching frequency, the interpretation 
for the PDP is delivered as

This communicates the usual energy devoured per 
exchanging occasion energy-delay-product (EDP) is satis-
factory; however energy delay is ought to be utilized.

The proposed memristor based memory design offers 
stable PDP characteristics throughout the supply voltage 
range, offering significant improvement compared to exist-
ing designs at lower voltages. It thus maintains an adequate 
trade-off between power and delay in order to achieve ultra-
low power characteristics, offering competitive PDP charac-
teristics throughout the chosen sub threshold voltage range.

(5)Tpd =
Tpdr + tpdf

2
.

(6)PDP = CLVDD
2Fmzxtp.

(7)EDP = PDP × tp = Pavet
2
p
=

(CLVDD
2tp)

2
.

Fig. 8  Functional circuit dia-
gram of read operation

Fig. 9  Flow chart of proposed deep search pattern
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3.4.4  Leakage power consumption

It is a known fact that down scaling of devices results in 
leakier devices compared to long channel devices. In short 
channel devices, the major shareholder in total power dissi-
pation is leakage power. Therefore, the estimation and reduc-
tion in power leakage is central to planning ultra-low power 
circuits. It is known to eat power as a power leak when the 
circuit is operating in standby mode. It is given as

where IOFF is the leakage current in the circuit. The sub-
threshold current leakage in a memristor can be portrayed 
by the running with calculation.

(8)Pleakage = VddIOFF,

(9)Isubthreshold =
�Wcox

l
Vt2e

−|Vgs|− Vt

nvt (1 − e−|Vds∕Vt|).

The static power dissipation communicated as

4  Results and discussion

The proposed simulation design of the system has been 
developed using Tanner electronic design automation (EDA) 
software and various Frequency testing frameworks. Each 
frequency has been driven for low power in some cell used 
for implementation modification. The simulation result of 
the proposed system is shown in Fig. 8 and the simulation 
parameters are tabulated in Table 3.

The simulation result of the proposed system is shown in 
Fig. 10. Power usage and figure of merit VDD = 1 V. Since 
α is increased by more than 40%, power efficiency employs 
a memristor for the advantages of this system.

Figure 11 demonstrates the layout-floor plan view of pro-
posed memristor based SRAM design, which is a top level 
model. This layout-floor plan is created after the synthesis 
procedure of HDL phase.

Table 4 and Fig. 12 discuss the performance analysis of 
transistor utilization. As compared with existing dynamic 

(10)Iavg(StaticPower) =
1

11

k, �Fclk

Vdd
(Vdd − 2Vt)3

Table 3  Low power pulse triggered flip-flop simulation parameters

Parameters Value

Tool Tanner EDA
Technology 180 nm–65 nm
Frequency range 100 MHz–400 MHz
Supply voltage 3.3 V, 1.8 V

Fig. 10  Simulation result of proposed system
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signal drive dual edge triggered flip flop (DSD-DETFF), 
conditional data mapping flip-flop (CDMFF) and dual 
dynamic flip-flop (DDFF) the proposed memristor based 
deep search method uses only two transistors.

Table 5 and Fig. 13 discuss the performance analysis of 
Area overhead. The proposed deep search pattern (DSP)-
memristor has the area of 85 μm2. The proposed DSP-mem-
ristor has an area of 85 μm2. The proposed memristor based 
designs achieving a small area of 1.29–36.56% compared to 
the existing DSD-DETFF, CDMFF and DDFF registration 
elements.

Table 6 and Fig. 14 discuss the performance analysis 
of D-Q delay. The proposed DSD-DETFF has 28 ns delay 
only. This delay is much less than the existing DSD-DETFF, 
CDMFF and DDFF trigger designs.

Table 7 and Fig. 15 discuss the performance analysis of 
power consumption. Based on the total power consumption, 
the proposed system utilize total power of 4.10 μW. This 
proposed design achieves high power reduction with all 
existing DSP-DETFF, CCDMFF and DDFF designs.

Table 8 and Fig. 16 discuss the performance analysis of 
Power delay product The PDP value of the DSP-memristor 
is proposed to be 00.185 fj. The proposed system has been 
improved from 36.19 to 95.02% because the work proposed 
by the memristor stops the leakage power compared to the 
existing DSD-DETFF, CDMFF and DDFF flip-flop design 
techniques.

Fig. 11  Layout-floor plan view

Table 4  Transistor Utilization

Method CDMFF DDFF DSD-DETFF DSP-Memristor

Number of tran-
sistors

23 18 6 2

Fig. 12  Performance analysis of 
transistor utilization

0

5

10

15

20

25

Transistors

CDMFF DDFF DSD-DETFF DSP_Memristor

Transistor U�liza�on

Tr
an

sis
to

r C
ou

nt

Different Methods

RETRACTED A
RTIC

LE



4233Memristor based high speed and low power consumption memory design using deep search method  

1 3

5  Conclusion

This work presents a novel architecture for SRAM con-
struction using memristor and transistor. Power consump-
tion in memories has two components. One is static power 
and the other component dynamic power. When the SRAM 
is in idle condition leakage current is responsible for static 
power, whereas the switching of any cell from 0 to 1 or 1 to 
0 is responsible for dynamic power. When the technology 
is scaled beyond 60 nm due to small lengths and widths 
of the transistors, leakage current has main contribution 

Table 5  Area overhead

Methods CDMFF DDFF DSD-DETFF DSP-memristor

Area (μm2) 429 299 176 85

Fig. 13  Performance analysis of 
area overhead
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Table 6  D–Q delay analysis

Methods CDMFF DDFF DSD-DETFF DSP-memristor

D–Q delay (ns) 178 166 51 28

Fig. 14  Performance analysis 
D-Q delay
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in total power consumption. Proposed technique is to 
construct a modified SRAM architecture to reduce leak-
age current. The approach of reducing the number of 
clocked loads is also employed in this proposed design. 
The proposed system, reduce the total power consumption 
of proposed DSP-memristor of 4.10 µW and with a delay 
value of 28 ns. The proposed DSP-memristor optimization 
measures are improved as PDP = 0.185 fj. Further proposed 
SRAM architecture can be improved by adopting double 
gate CMOS structure.

Table 7  Power utilization comparison

Methods CDMFF DDFF DSD-DETFF DSP-memristor

Total power (µW) 10.27 9.72 7.41 4.10

Fig. 15  Performance analysis of 
power utilization
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Table 8  Power delay product analysis

Methods CDMFF DDFF DSD-DETFF DSP-memristor

Power delay prod-
uct (fj)

1.829 1.614 0.378 0.185

Fig. 16  Performance analysis 
of PDP
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