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Abstract
With rapid development of digital imaging and communication technologies, image set based face recognition (ISFR) is 
becoming increasingly important and popular. On one hand, easy capture of large number of samples for each subject in 
training and testing makes us have more information for possible utilization. On the other hand, this large size of data will 
eventually increase training and classification time and possibly reduce the recognition rate if they are not used appropriately. 
In this paper, a new face recognition approach is proposed based on the K-SVD dictionary learning to solve this large sample 
problem by using joint sparse representation. The core idea of this proposed approach is to learn variation dictionaries from 
gallery and probe face images separately, and then we propose an improved joint sparse representation, which employs the 
information learned from both gallery and probe samples effectively. Finally, the proposed method is compared with some 
related methods on several popular face databases, including YaleB, AR, CMU-PIE, Georgia and LFW databases. The 
experimental results show that the proposed method outperforms several related face recognition methods.
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1  Introduction

Face recognition (FR) is an active research topic in computer 
vision community [1–3]. Over past two decades, various of 
subspace learning approaches have been proposed, such as 
principle component analysis (PCA) [4, 5] or its variants 
[6, 7], linear discriminant analysis (LDA) [8], independent 
component analysis (ICA)[9], sparse representation clas-
sification (SRC) [10], kernel sparse representation (KSR) 
[4], linear regression (LR) [5], collaborative representation 
classification (CRC) [6], locality constrained collaborative 
representation (LCCR) [7], structured regularized robust 
coding (SRRC) [11], multi-step linear representation-based 
classification (MLRC) [12] and so on. All these methods 
are based on an important hypothesis that the face image 
of one person lies on a special subspace and the training set 

contains multi images of one object. These approaches can 
achieve satisfactory results in controlled environment when 
training samples are sufficiently large. We call this category 
as the set to image face recognition (SIFR).

Different from the SIFR, there is usually only a single 
gallery sample per person (SSPP) enrolled in many practi-
cal face recognition systems. And many existing face rec-
ognition methods may fail to work in this case. For con-
ventional SSPP face recognition [13, 14], there is only one 
image per person for training and one sample per person 
for probing. We call this category as image to image face 
recognition (IIFR). Generally, a gallery sample is an fron-
tal view photo and natural expression, and a probe sample 
is a captured photo which may be affected by many fac-
tors, including background illumination, pose, and facial 
corruption/disguise (such as makeup, beard and glasses)in 
some situations. Therefore, there is a large gap between a 
normal gallery sample and a probe sample for the same per-
son. This is a critical issue for IIFR to bridge such gap. To 
address this IIFR problem, several kinds of efficient methods 
[15–22] were presented recently. These methods are based 
on generic learning, which assumes that there is a generic 
training set, and this set and gallery set share some similar 
variation information for both inter-class and intra-class. 
Particularly, dictionary learning methods (such as extended 
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sparse representation-based classification (ESRC) [17, 18], 
sparse variation dictionary learning (SVDL) [19], sparse 
illumination learning and transfer (SILT) [20], variational 
feature representation-based classification (VFRC) [21] can 
learn a dictionary from an additional generic set in order to 
offer some extra information which was mentioned above. 
However, these IIFR methods ignore possible collection of 
multiple probe samples, which may have potentially useful 
information to improve performance of FR. In 2013, Lu et. 
al. [23] developed a new face recognition problem, named 
as image to set face recognition (ISFR). In this ISFR frame-
work, there are multiple probe samples per person in testing 
phase, and only one gallery sample per person in training 
phase. This method is more suitable for many applications, 
but for the multiple face images, it is difficult to improve the 
performance.

With rapid development of digital imaging and commu-
nication technologies, more information can be provided to 
describe the person with image sets, image set based face 
recognition is still challenging because there are usually 
large intra-class variations within a set, especially when 
they are captured in unconstrained environments. In this 
case, the set to set face recognition (SSFR) becomes a very 
important research topic with broad applications and has 
attracted much intention in research community. Recently, 
a number of approaches [8, 9, 24–29] have been proposed 
to solve SSFR problem in a video-based framework classi-
fication. Being different from conventional SIFR where the 
probe is a single image, SSFR assumes that both gallery 
set and probe set have multi samples per subject. Also, all 
images are captured from different poses, illuminations, 
expressions and resolutions, these face nuisances will 
eventually affect classification performance. In fact, some 
key issues in SSFR include how to model an image set for 
each subject and compute distance or similarity between 
probe and gallery sets effectively. In order to solve these 
problems, researchers have proposed different approaches 
for SSFR including subspace [30–32], manifold [8, 24, 
28], affine or convex hull [11, 12, 25–27], nearest points 
distance [26, 27, 33] and dictionary learning [1, 4, 5, 9, 15, 
18, 19, 21, 29, 34–38]. However, most existing dictionary 
based image set based face recognition methods are unsu-
pervised, which are not discriminative enough to classify 
face sets. Moreover, these methods learn dictionaries using 
the original raw pixels, which may contain some noisy 
components that are irrelevant to dictionary learning. To 
make the learned dictionary meet the demands of classifi-
cation tasks, some supervised dictionary learning methods 
[39, 40] have been proposed recently. In [39], learning 
a discriminative analysis-synthesis dictionary pair which 
combined with a linear classifier for FR is presented, the 
main drawback is the high computational cost and it is 
not suitable for large scale learning problems. In order to 

reduce the computational complexity, Li et al. [40] pro-
posed a label that embedded within the atoms to improve 
the discriminative ability of the shared dictionary. Since 
face images usually lie on a low-dimensional manifold, it 
is desirable to seek the most discriminative features in a 
low-dimensional subspace and suppress the useless infor-
mation to promote learning dictionaries for image sets.

In this paper, our aim is to investigate the problem of 
SSFR. Inspired by works of sparse representation and 
dictionary learning methods, we propose a new method, 
named as the K-SVD dictionary learning based face recog-
nition with improved joint sparse representation (KSVD-
IJSR), to solve the SSFR problem. First, the gallery and 
probe dictionary are learned from given samples for each 
subject. The learned dictionary for each subject would 
contain variation features about the uncontrolled varia-
tions, such as pose, illumination and expression. Then, we 
use the improved joint spares representation classification 
(JSRC) approach, which utilizes the information both from 
dictionary and gallery samples to classify probe samples. 
In summary, our main contributions can be summarized 
as:

1.	 Being different from conventional dictionary learning 
methods [17, 19, 20] for SIFR problem, the dictionar-
ies in this paper are learned from gallery samples and 
probe samples respectively. In this case, the significant 
performance improvement is benefit from linear regres-
sion with the generic learning method for SSFR.

2.	 The variation dictionary is learned by using the K-SVD 
model, which is employed to solve this optimization 
problem via the �1 optimization in each step. This adop-
tion is more suitable in practice than the models using 
the regularization term with �0 norm. Hence, the opti-
mization process can be implemented efficiently as it is 
a convex problem.

3.	 The improved joint sparse representation (IJSR) model 
is used. It not only takes advantage of the learned varia-
tion dictionary, which represents the intra-class variation 
between the gallery and probe samples, but also utilizes 
group structure to enhance the performance for recogni-
tion.

4.	 Extensive experimental results demonstrate that the 
proposed approach can achieve a new state-of-the-art 
performance for FR under various complex scenarios 
in comparison to other related methods.

The rest of this paper is organized as follows. The related 
works are reviewed in Sect. 2. The proposed approach is 
presented in Sect. 3. Extensive experiments for validating 
efficacy of the proposed approach are shown in Sect. 4. We 
conclude this paper in Sect. 5.
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2 � Related work

In recent years, there are considerable interests in devel-
oping new methods for image set based face recognition. 
These methods can be classified into two categories: linear 
Regression based approaches [5], and generic learning based 
approaches [36]. For first category, gallery image samples for 
one object are assumed to span a linear subspace, in which its 
probe samples should locate [5, 41]. We use this concept to 
develop class-specific models for registered users, thereby face 
recognition is defined as a problem of linear regression. For 
second category, an additional generic training set with mul-
tiple samples per person is employed to extract discriminative 
features. Even though these methods work well for SSFR prob-
lem, the performance of this type of methods is affected by the 
selection of generic training set, and such selection is extraor-
dinary. However, most generic learning methods mentioned 
above share a common characteristic that a learned dictionary 
added into the ESRC framework to finish the FR process. To 
address this, Chen et al. [4–6] presented a dictionary-based 
approach for image set based face recognition by building 
one dictionary for each face image set and then using these 
dictionaries to measure similarity among different face image 
sets. While reasonably good recognition rates can be obtained, 
their approach is generative and the dictionaries are learned 
from the original raw pixels, which may contain some noisy 
and irrelevant components. Here, these three types of methods 
will be described with the following notations.

Let  X = [X1,X2,⋯ ,XC] ∈ ℝ
d×n  denote  ga l le r y 

sample matrix, which contains C different classes; 
let Xi = [xi1, xi2,⋯ , xini ] ∈ ℝ

d×ni denote samples of 
the i-th class, where ni(i = 1, 2,⋯ ,C) is the num-
ber of samples in the i-th class, and n = �(i = 1)Cni ; 
xij ∈ ℝ

d(i = 1, 2,⋯ ,C, j = 1, 2,⋯ , ni) is the j-th face image 
of the i-th special class, d is the number of pixels of a face 
image. All of the face images in this paper are vectorized.

2.1 � Linear regression model

The linear regression model has been extensively studied in 
[5, 6, 10, 42–47]. Many extended methods are also developed. 
In fact, the typical linear regression model can be described 
as follows:

where p ∈ {1, 2} , q ∈ {1, 2} , and � ≥ 0 ; W is a weighting 
matrix; and � ∥ � ∥

q
q is the regularization term. Several pop-

ular models are the special cases of model 1. First, when 
� = 0 , p = 2 and W is an identity matrix, model 1 degener-
ates to LRC [5] model.

(1)min
a

∥ W(y − X�) ∥p
p
+� ∥ � ∥q

q

min
�i

∥ y − Xi�i ∥
2
2
, i = 1, 2,⋯ ,C

Secondly, if 𝜆 > 0 , p = 2 , q = 1 and W is an identity matrix, 
SRC [10] model is obtained as follows

Finally, 𝜆 > 0 , p = 2 , q = 2 and W is an identity matrix, 
model 1 is CRC [6] model:

Usually, all these models need sufficiently large gallery 
samples to build a complete space. For undersampled case 
or SSFR, performance of these linear regression methods 
would decline significantly.

2.2 � Generic learning model

In recent years, methods based on generic learning 
have been extensively investigated by many researchers 
[48–50]. All these methods are based on a fundamental 
assumption that a selected generic set and gallery set share 
similar intra-class variational information. An additional 
generic set with multi-samples per person is used to extract 
variational information, which can enrich the diversity of 
gallery set. The strategy that combines generic learning 
methods with linear regression methods is used in many 
face recognition systems. The generic learning model is 
described as follows:

where X ∈ ℝ
d×n denotes gallery sample matrix; V ∈ ℝ

d×m 
denotes generic variational dictionary. p, q and � are the 
same as the parameters in model 2. [�T , �T ]T denotes the rep-
resentation coefficients of probe sample over gallery sample 
matrix and general variational dictionary. The dimensions 
of � and � equal to the column numbers of the matrix A and 
V, respectively. When p = 2 and q = 1 , model 2 degenerates 
to the ESRC [17, 18] model:

This method uses an additional generic set to supplement the 
variational information of gallery set. The variant bases for 
each class are usually obtained by extracting images from 
some essential images in the same class. For example, in 
[17], frontal faces in each class are chosen as the essen-
tial images. It has been shown that the ESRC approach can 
improve the performance in the case of undersampled FR. In 
addition, there are other typical methods, such as the SVDL 
[19] and SILT [20], which have embedded the learned sparse 
dictionaries into the ESRC framework.

min
�

∥ A� − y ∥2
2
+� ∥ � ∥1

min
�

∥ X� − y ∥2
2
+� ∥ � ∥2

2

(2)min
�,�

∥ y − [X V][
�

�
] ∥p

p
+� ∥ [

�

�
] ∥q

q

min
�,�

∥ y − [X V][
�

�
] ∥2

2
+� ∥ [

�

�
] ∥1
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2.3 � Dictionary learning model

Dictionary learning methods aim to learn a good diction-
ary from original training samples such that it can properly 
represent the original samples in feature extraction pro-
cess. General Sparse Representation based Classification 
(SRC) and Collaborative Representation based Classifica-
tion (CRC) techniques can create a dictionary from the 
original samples without any sample modification [6, 10, 
31], therefore, performance of those algorithms directly 
depends upon availability and quality of samples instead 
of learned dictionary. In 2006, Aharon et al. proposed 
the K-SVD based dictionary learning algorithm, which 
can create an over-complete dictionary [52], and this new 
dictionary learning algorithm has promoted the sparse 
representation based approaches. But due to its unsuper-
vised nature of this KSVD learning method, this particu-
lar algorithm suffers from low classification accuracy. On 
the other hand, supervised dictionary learning methods 
can take advantages of class label information to make 
the learned dictionary more discriminative and thus can 
improve classification performance. Mathematically, the 
KSVD can be formulated as follows:

where D ∈ ℝ
n×K is the dictionary, X = {xi}

N
i=1

 is the coef-
ficient matrix. We will revise this approach in our proposed 
model in next section.

3 � The proposed approach

Based on previous works, different models on dictionary 
learning use different regularization terms including �1-norm 
and �2-norm. These regularization terms in linear regression 
models and generic learning models are usually assumed 
to follow Gaussian or Laplacian distribution. The �2-regu-
larization term corresponds to a Gaussian prior, and the �1

-regularization term corresponds to Laplacian (or double 
exponential) prior. However, in the real world, face image 
has much more complex structures with non-negative inten-
sity values, which implies that it is not appropriate to sim-
ply use �1-norm or �2-norm to regularize the linear regres-
sion model. One key question is whether we can take both 
advantages of �1 and �2 regularization. In this paper, we 
propose a model with �2,1-norm for probe samples, which 
can produce a solution that achieves among group-sparsity 
with the level of �1 . The proposed model in fact improved 
the JSRC framework such that the learned dictionary can off-
set the intra-class variation dictionary between gallery and 
probe samples. The group Lasso structure is still retained 

(3)min
D,X

{∥ Y − DX ∥2
F
}, s.t.∀i, ∥ xi ∥0≤ T0

to enhance recognition performance. The overview of our 
proposed approach is shown in Fig. 1.

3.1 � K‑SVD dictionary learning method

For convenience, based on the idea of linear representation, 
the probe images Y can be represented as

where A and B denote the gallery samples and coefficient 
matrix, and e denotes the error term. Fig. 2 illustrates the above 
representation. However, It is well known that appearance of 
the captured face images is affected by background illumina-
tion, pose, and facial corruption/disguise (such as scarf, beard, 

Y = AB + e.

Fig. 1   The basic idea of our proposed approach. In second stage, the 
variation dictionaries are learned by using K-SVD, to encode pose, 
illumination, expression and occlusion information in the original 
image sets. Then in third stage, this customized dictionary is used in 
the IJSR model to supply intra-class variation. Finally, we recognize 
its label by using the reconstruction error

Fig. 2   The linear representation of a face image in the AR database. 
The test image (left), which is (a) potentially occluded, as a sparse 
linear combination of all the training images (middle) plus sparse 
errors (right) due to occlusion or corruption. Blue (darker) coeffi-
cients correspond to training images of the correct individual
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and glasses) in the world. Such recognition performance will 
be affected by the different appearances in testing process, that 
means there is still a gap between a gallery sample and any 
probe samples for the same person. Inspired by the work [51], 
any face image can be linearly represented by its dictionary 
images in the same subspace. Obviously, we can use a similar 
assumption that variations on one face are located in a com-
mon variation subspace.

Assume there are totally P subjects and n images per per-
son in the training set, we can write A as A = [A1,A2,⋯ ,Ap] . 
Hence, A can be rewritten as a = [a1, a2,⋯ , an] ∈ ℝ

d×Pn , 
where ai is a d-dimensional vector of cropped face image. In 
order to extract more discriminative and robust information 
from this training set, K-SVD aims to simultaneously learn a 
discriminative structured dictionary for all individual image 
sets for each subject, under which each image frame is encoded 
by a discriminative coefficient. To achieve this, we formulate 
the following optimization problem:

where A ∈ ℝ
d×Pn is a group of samples from the training 

subject, each column of A denotes a face vector, Bi is the 
coefficient vector of Ai , which is the sparse representation 
of training samples in A, and ∥ ⋅ ∥1 is defined by the sum of 
the �1 norm of all rows of a matrix. Here, the representa-
tion coefficients Bi are simultaneously penalized by the same 
parameter � in this paper. D = [D1,D2,⋯ ,Dp] is a structured 
dictionary learned from the K-SVD.

In general, the difference of sparse codes for two face 
images should be minimized if they are from the same class 
as they should look similar, the difference of sparse codes for 
two face images should be maximized if they are from differ-
ent classes as they should be different. In this case, the images 
of per subject (including gallery, generic and probe) are sepa-
rately trained by the K-SVD to obtain different dictionaries. 
It is reasonable that combining all dictionaries forms an inte-
grated dictionary which has the standard class labels corre-
sponding to the image labels before trained. So, after the group 
sparse coding and dictionary updating, we can archive a col-
lection of B and D with class labels, where B = [B1,B2,⋯ ,Bp] 
and D = [D1,D2,⋯ ,Dp] . In detail, the update of k-th column 
of each subject is done by rewriting the penalty term as

where bk
T

 denotes the k-th row of Bi . After this 
step, we preserve the matr ix �k  with a size 
N × �{i�1 ≤ i ≤ K, bk

T
(i) ≠ 0

⋂
bk
T
(i) ≤ T}� according to the 

sparsity [52]. The same effect happens with ER
k
= Ek�k , 

(4)min
Di,Bi

∥ Ai − DiBi ∥
2
F
+� ∥ Bi ∥

2
1
.

(5)
∥ Ai − DiBi ∥

2
F
= ∣

(
Ai −

∑

j≠k

djb
j

T

)
− dkb

k
T
∣2
F

= ∥ Ek − dkb
k
T
∥2
F

implying a selection of error columns that correspond to 
examples that use the atom dk . So the minimization problem 
as mentioned before becomes ∥ ER

k
− dkb

k
T
�k ∥

2
F
 , which can 

be solved into U�VT by using the SVD. Then we can obtain 
that, dk = U(∶, 1) and the coefficient vector bk = bk

T
�k is 

actually the first column of V × �(1, 1) . Once the entire dic-
tionary is updated, the sparse coding process will be invoked 
again and then we can update D consequently. The details of 
the solution of K-SVD on a manifold is described as below:

In above algorithm, we have the update scheme in each 
iteration such that the process of learning the dictionary can 
be rapidly implemented. The computation time for diction-
ary learning will be shown in Sect. 3.4. Fig. 3 shows that 
the original images and the learned dictionaries of the first 
gallery subject on LFW databases. We will show how the 
different dictionaries have impact on the performance for 

Fig. 3   Examples of the K-SVD learned dictionaries for one subject in 
LFW database. The images in each sub-figure contain a group of gal-
lery or probe images from the same subject. The bottom of the two 
images in each sub-figure are dictionaries which are learned from the 
top images. These K-SVD learned dictionaries have different sizes
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FR in Subsection 3.5. In the following algorithm, only the 
learned dictionaries are used from the gallery set, training 
set and probe set, respectively.

3.2 � Improved joint sparse representation model 
based on the K‑SVD

In the generic learning model, there are multi samples 
per class in gallery set, a probe sample usually can not 
be approximated effectively by gallery samples from the 
same class. If an auxiliary variational information is pro-
vided, the probe sample can be linearly represented by the 
samples from same class in gallery set and the variational 
information covered in auxiliary dictionary set. By com-
bining the learning dictionaries from the K-SVD, we can 
formulate a new learning model. For such purpose, let DY 
be probe dictionary matrix that contains all the samples in 
probe set, Similarly, DA is the dictionary matrix that learned 
from the gallery set, and J is a variational dictionary rep-
resent the intra-class relationship between gallery and its 
normalized samples, and it is created by each gallery sam-
ples subtracting its standard images for each subject, such as 
J = K − SVD[A−

1
− a∗

1
,⋯ ,A−

p
− a∗

p
] , where ai represent the 

normalized samples of i-th subjects, and A−
i
 represent the 

rest gallery samples. Then we can have the following model

The nonzero part in X of representation coefficient should 
be sparse, and the nonzero elements lie in the location rep-
resenting samples of the same class. The variation part B 
should be sparse yet, and its nonzero elements correspond to 
the special variational bases. Many researchers have revealed 
that X and B can be solved by �1-minimization. For example, 
in the ESRC model, the representation coefficients X and B 
are simultaneously penalized by the same parameter � . How-
ever, in our problem of this paper, we have multiple test-
ing samples for same subject. Thus, identifying a group of 
samples at the same time is an important requirement in this 
paper. As an extension of the ESRC, we have multiple tasks 
in this situation. For dictionary learning task, we need to use 
the K-SVD to obtain dictionaries. For recognition task, the 
joint sparse representation classification (JSRC)[44] is used 
to exploit the shared information from all the samples. The 
proposed approach based on the K-SVD dictionary learning 
and improved JSRC model (named as KSVD-IJSR in this 
paper) is formulated now as follows.

or

DY = DAX + JB.

(6)

min
X,B

1

2
∥ DY − JB − DAX ∥2

F
+� ∥ X ∥2,1 +� ∥ B ∥2,1 .

(7)min
X,B

1

2
∥ DY − [J DA][

B

X
] ∥2

F
+ ∥ [

�B

�X
] ∥2,1 .

where B and X denote the representation coefficient on J and 
DA , respectively. The variation dictionary J represents the 
intra-class variation between gallery and probe samples. It 
joints with gallery samples to confront the complex variation 
on face images in testing phase. For integration of some 
variables, we denote Ĵ =

�

�
J  , D̂A =

�

�
DA , X̂ =

�

�
X  , and 

B̂ =
�

�
B , where � = � + � , and then can express model (7) 

as

In fact, we can obtain the corresponding variation dictionary 
Ĵ  from this model, and obtain the optimal solutions for B̂ , X̂ . 
Then, the identity of the probe subject can be obtained via 
computing the following

where DAi
 is the i-th column of the gallery dictionary set DA , 

and X̂∗ is the i-th row of the coefficient matrix X̂∗.
In order to solve above problem, let S = [Ĵ D̂A] and 

H = [
B̂T

X̂T
]T , we can obtain a simplified model

In fact, some existing optimization methods can be used to 
solve above simplified problem. Here, the diffusion process 
[53] is used by exploiting the contextual affinities. Given the 
affinity matrices V and T, which are obtained from

In order to solve above problem, the augmented Lagrangian 
function is as follows,

where 𝜎1, 𝜎2 > 0 are penalty parameters, W1,W2 are the 
Lagrange multipliers associated with the linear constraints, 
and tr[⋅] denotes the trace of a matrix. Under the ADMM 
framework, variables H, V and T can be easily computed by 
the following three steps,

(8)min
X,B

1

2
∥ DY − [Ĵ D̂A][

B̂

X̂
] ∥2

F
+� ∥ [

B̂

X̂
] ∥2,1 .

(9)Identity(DY ) = argmin
i

∥ [DY − ĴB̂ − DAi
X̂∗] ∥2

2,1
,

(10)min
H

1

2
∥ DY − SH ∥2

F
+� ∥ H ∥2,1 .

(11)
min
H,V ,T

1

2
∥ V ∥2

F
+� ∥ T ∥2,1,

s.t. SH − DY − V = 0, H − T = 0.

(12)

L(H,V , T ,W1,W2)

=
1

2
∥ V ∥2

F
+� ∥ T ∥2,1

+ tr[WT
1
(SH − DY − V)] +

�1
2

∥ SH − DY − V ∥2
F

+ tr[WT
2
(H − T)] +

�2
2

∥ H − T ∥2
F
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Step 1: For the variable H and V, we have the update 
form

And one can employ the sylvester function(MATLAB pack-
age) to solve it. Hence the solution is given by

By using the first-order necessary conditions for uncon-
strained optimization problem, these two updates of H and 
V can be easily obtained.

Step 2: For the variable T, the update form is give 
by:

Let Hk +Wk
2
∕�2 = Zk , and ti and zk

i
 denote the i-th row 

vectors of T and Zk , respectively. Then problem 16 can be 
decomposed as

Thus, we can find each row of T separately by observing the 
following result. As proved in [54], the optimal solution of 
the following problem

where is t = kz , k = max{1 − � ∕�2 ∥ z ∥2, 0} if ∥ z ∥2> 0 , 
and k = 0 if ∥ z ∥2= 0 . Based on above result, the update 
formulation of T is given by

Step 3: The updates for dual variables are:

where the constant is independent of the variables H, V, T. 
Through the above updates, the following steps are per-
formed to obtain the solution of model (6). 

(13)
(�1I + �2I)H =

�1S
T (DY + Vk −Wk

1
∕�1) + �2(T

k −Wk
2
∕�2)

(14)Hk+1 = sylvester(�1I + �2I,

(15)
�1S

T (DY + Vk −Wk
1
∕�1) + �2(T

k −Wk
2
∕�2))

Vk+1 =
�1

2 + �1
(SHk − DY +Wk

1
∕�1)

(16)Tk+1 = argmin
T

r ∥ T ∥2,1 +
�2
2

∥ Hk − T +Wk
2
∕�2 ∥

2
F

(17)Tk+1 = arg min
ti,i=1,2,⋯

�i[r ∥ ti ∥2 +
�2
2

∥ Zk − ti ∥
2
2
].

(18)min
t

r ∥ t ∥2 +
�2
2

∥ z − t ∥2
2
.

(19)Tk+1 == [tk+1
1

, tk+1
2

,⋯ , tk+1
m+l

]T .

(20)
Wk+1

1
∕�1 = Wk

1
∕�1 + SHk − DY − Vk.

Wk+1
2

∕�2 = Wk
2
∕�2 + Hk − Tk

4 � Experiments

In this section, the effectiveness of the proposed method 
in different situations is evaluated. Several popular face 
databases, including AR [55], YaleB [41], CMU-PIE [56], 
Georgia [35], and LFW [33], are used and some samples of 
the images in these databases are shown in Fig. 4. In order to 
make the comparison fair among all adopted methods, all the 
images are cropped into the size 32 × 32 . In each database, 
50% of the total number of images per person is employed 
as gallery samples, and the rest of the images are employed 
as the probe samples. We perform experiments under 4 dif-
ferent categories to show the performance of our proposed 
method, including: (1) parameter setting, (2) computational 
time, (3) different variational dictionaries, (4) performance 
evaluation on different databases. All experiments are con-
ducted on a PC platform with 64-bit windows 7 operating 
system, Intel Core i5-3550S CPU, and 8G of RAM.

In the subsequent experiments, first some suitable param-
eters of the proposed model are selected, and the computa-
tion time of K-SVD dictionary learning is investigated along 
with the influence of utilizing various dictionary sizes. In 
order to improve the performance of SSPP problem, we 
compare the proposed method with several related sparse 
coding based methods such as JSRC [57], SRC [10] and 
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related dictionary learning methods, including ESRC [17], 
SVDL [19], SILT [20], customized sparse representation 
model CSR-MN [58]. The �1-regularized minimization in 
SRC and SVDL is solved by �1 − �s algorithm [34]; the �1

-regularized minimization in ESRC and SILT is solved by 
Homotopy algorithm [38], a generalization of the extended 

sparse representation-based classification model with mixed 
norm in CSR-MN, and the ADMM framework is employed 
to solve JSRC and our method. The recognition rates of 
SRC, ESRC, SVDL, SILT are obtained by the majority vot-
ing strategy. In the following experiments, the parameters of 
these related methods are the same as those in their original 
papers.

4.1 � Parameter setting

In order to select appropriate parameters, the values of 
parameters � and � are estimated via using grid search. 
The regularization parameters � is in the grid range of 
[0.005, 0.001,… , 0.0001] and the coefficient � is investigated 
in the grid region [0.1, 0.2,⋯ , 1.0] . We follow the cross vali-
dation strategy to decide these optimal parameters. We used 
fifteen-fold cross validation (each person have 15 images) to 
find the available combination schemes of relevant param-
eters for our method. The KSVD-IJSR method was evalu-
ated on the LFW database and we only consider the KSVD 
dictionary learning model in the case ( L = size(A, 2) ). The 
average recognition rates are recorded in Table 1. As shown 
in Table 1, � = 0.0005 , � = 0.4 are the best choice and they 
will used for the following experiments.

4.2 � Reconstruction error and computational time

Since the proposed model requires to learn a variational 
dictionary, we use K-SVD with �1 norm to obtain such dic-
tionary. This problem is a convex problem which can be 
iteratively solved quickly. We can observe the reconstruction 
error since it is an important indicator. In Fig. 5, the differ-
ent number of coefficients and iterations are considered. It 
show the reconstruction error of the YaleB database based 
K-SVD algorithm with the sparsity level 5 to 35, and it is 
clear that with the increasing sparsity, the error is decreased, 
and we also can see that all the cases reach the reconstruc-
tion error threshold (20.5) after 12 iterations. These show 
that K-SVD algorithm always converges rapidly regardless 
of the dictionary size.

In addition, the time of recognition process is also an 
important indicator for a face recognition system. In the 
sequent section, the computation time of learning diction-
ary on the database of LFW and YaleB is calculated when 

Fig. 4   Face image samples in the AR, CMU-PIE, Yale, Georgia and 
LFW databases

Table 1   Parameter setting of 
the KSVD dictionary learning 
model

� �

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.005 49.84 47.94 49.20 47.30 51.10 48.57 49.20 47.94 50.47 49.20
0.001 50.47 50.84 47.94 48.57 47.94 48.57 49.20 49.20 49.20 47.94
0.0005 47.30 46.41 50.47 56.47 47.94 49.84 49.20 47.30 49.84 48.20
0.0001 52.10 51.10 48.30 49.20 48.57 47.30 46.67 48.57 50.47 48.57
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it has 16 images on the LFW database, 64 images on the 
YaleB database for each person. For a fair and thorough 
comparisons, per 100 persons are recorded on each data-
base respectively for the computational time of dictionary 
learning. We implement the proposed method with respect 
to the various dictionary sizes on each database. The final 
results are shown in Fig. 6, with the increase of the dic-
tionary size, the time of the dictionary learning gradually 
increases.

4.3 � Size of variation dictionary

In this subsection, we will discuss the impact of variation 
dictionary size on recognition perfromance. For instance, 
how many subjects are suitable in the gallery set and how 
to create a suitable variational dictionary. The experimental 
setup is the same as the those in the previous subsection. The 
results on the two databases (LFW, Georgia) are presented in 
Fig. 7. It can be seen that the recognition rates are unstable 

Fig. 5   An example of KSVD process on the YaleB face database. a The reconstruction error via same sparsity. b The reconstruction error via 
same iteration

Fig. 6   Illustration of the time cost of the KSVD dictionary learning on YaleB and LFW database
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when the dictionary size is small. Nevertheless, the recogni-
tion rates will not increase anymore when the dictionary size 
is large enough. As shown in Fig. 7, the recognition rates 
will be stable when the dictionary size is larger than 8 and 16 
on LFW and Georgia databases, respectively. In summary, 
the size of the dictionary should be large enough in order to 
achieve better performance.

One can see from Fig. 7 that the recognition rates are 
stable when the size of the training set is more than 16 on 
these databases.

4.4 � Evaluation on different databases

4.4.1 � YaleB database

The YaleB database has 2432 images of 38 adults, 64 images 
per person. The face images have variations with respect to 
facial expressions (as normal, sad, happy, sleepy, surprised, 
and winking) and illuminations. In our experiment, the first 
30 subjects are employed to build the gallery set and probe 
set, the remainder 8 subjects are employed to build the vari-
ational dictionary training set. We use half of samples per 
person for training and set three cases for number of probe 
samples. In the first case, 30 samples per person of the probe 
samples are used. In the second case, we choose randomly 
20 probe samples to evaluate the performance of the related 
methods, and in the last case, 10 samples are selected ran-
domly. Both of the case are compared with JSRC, SRC, 
SILT, SVDL, ESRC method. The recognition rates of the 
test are the average values of ten times results. The experi-
mental results of the related methods are shown in Fig. 8. 
It is clear that our method is better than all other related 
methods on this database. In particular, the proposed KSVD-
IJSR method possesses the excellent performance in the case 
with 30 probe images per person, which achieves the best 

recognition rates 100%, while the recognition rates of the 
other methods are less than KSVD-IJSR method.

4.4.2 � CMU‑PIE database

The CMU-PIE database is employed to evaluate robustness 
of the proposed method for variational illumination. The 
database consists of 41368 images of 68 people. Each person 
has many images captured under 13 poses and 43 illumina-
tion conditions and with 4 expressions. In this subsection, 
we select 43 images per person from the camera c05, which 
contains 68 subjects and can be seen from the Fig. 4, each 
image is cropped to 32 × 32 and it only contains the illu-
mination changes. The first 50 subjects are used to build 
the gallery set and probe set, the remainder 18 subjects are 
used to build the variational dictionary training set. The 50% 
images per person are selected as the gallery set, and the rest 
images are for the probe set, which are randomly selected k 
( k = 20, 10 ) images per person. For each k, the experiments 
are repeated for 10 times to obtain the average results. As 
shown in Fig. 8, the proposed KSVD-IJSR method outper-
forms other related methods regardless of the number of the 
probe images.

4.4.3 � Georgia database

The Georgia database contains 650 images of 50 people 
taken at the Center for Signal and Image Processing at Geor-
gia Institute of Technology. Each people in the database has 
15 color images with cluttered background taken in two or 
three sessions within half a year at resolution 640 × 480 pix-
els. The images of this database have a lot of changes in 
illumination, expression and pose. All the images are manu-
ally cropped from the original ones based on the locations of 
the two eyes, and each cropped image is resized to the size 

Fig. 7   Illustration how the dictionary size effects on the recognition rate
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of 32 × 32 pixels, and the first 35 subjects are taken to build 
the gallery and probe set, the rest are for the training set. For 
each person, 5 samples are selected for the gallery set, and 
three cases with 5, 10 probe samples are considered. The 
experimental results are shown in Fig. 9, and it can see that 
the proposed method has achieved the highest recognition 
rates than all other methods in all cases. In particular, for the 
case with 10 probe samples per person, KSVD-IJSR has an 
obvious advantage than other methods.

4.4.4 � LFW database

The LFW database contains 5749 images of different indi-
viduals captured in unconstrained environments. It contains 
85 individuals and each person has 23 different images. The 

variances in illumination, pose, occlusion, and expression 
among these images make SSFR face recognition extremely 
challenging. In this subsection, 16 frontal images per person 
are selected for our experiments, and the rest are for the 
training set. The 50% images per person are selected as the 
gallery set, and the rest images are for the probe set. Firstly, 
8 probe samples per person are randomly and the aver-
age values are calculated, in Fig. 10, the proposed method 
achieves the highest recognition rate 56.47% as well as those 
obtained by the related methods. Secondly, in the case with 
6 probe samples per person, KSVD-IJSR method also gets 
better results than the related methods, except for the SRC 
method with slightly difference. In addition, by observing 
the results of all compared methods, we have the following 
conclusion: the more the probe samples per person we have, 
the higher recognition rates we can obtain for the concerned 
methods.

4.4.5 � AR database

The AR database contains over 4000 color face images of 
126 people (70 men and 56 women). All images are fron-
tal views of faces with different facial expressions, light-
ing conditions and occlusions. In our experiments, 120 
individuals (65 men and 55 women) with 12 images are 
selected and converted into grayscaling images for recog-
nition in case of occlusions testing, so the last 20 subjects 
are for the training set, the rest for the gallery and probe 
set. We choose the 6 images (4 front images, 1 glass image 
and 1 scarf image) for the gallery and the rest images for 
probe. We randomly choose k ( k = 4, 6 ) images per person 

Fig. 8   The recognition rates on the YaleB and CMU-PIE database

Fig. 9   The recognition rates on the Georgia database
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as the probe samples. The experimental results about dif-
ferent probe number are shown in Fig. 11. We can see that 
all the selected methods achieve the state-of-the-art results 
for the experiments with occlusions. However, our method 
achieves the best recognition rates. Considering these fac-
tors, our method is the best one of all approaches for the 
experiments on the AR database.

4.4.6 � Comparison with related dictionary learning 
methods

In this subsection, the performance of different dictionary 
learning methods for the same face recognition problem is 
discussed. For fair comparison, the gallery set needs to be 
as sufficient large as possible. In fact, the training diction-
ary set is smaller than the gallery set for stable recognition 
rate. Some related methods about dictionary learning for the 
SSFR problem, such as SILT, SVDL, ESRC with the basic 
variation dictionary (BVD), are selected for comparison 
with our proposed KSVD-IJSR method on several databases 
(LFW, Georgia, AR, YaleB and CMU-PIE databases). For 
each database, the 50% samples for per person are selected 
for the gallery set, all the rest samples are selected for the 
probe set.

The experimental results are shown in Table 2. For each 
database, our method achieves the best results among these 
dictionary learning methods. Although training dictionary 
contains more related variation feature information and can 
affect the recognition, the learned gallery and probe dic-
tionaries by the K-SVD will have little information of face 
images and avoids naturally the interference of the extra 
information, such as noise and residue errors, which has 
negative influence for the recognition results. So the per-
formance of the KSCD-IJSR is better than others in these 
experiments.

5 � Conclusion

In this paper, a novel K-SVD dictionary-based face recog-
nition approach with the improved joint sparse representa-
tion (KSVD-IJSR) have been proposed for image set based 
face recognition. The structure of proposed KSVD-IJSR 
has three phases. In the first phase, the variation dictionary 

Fig. 10   The recognition rates on the LFW database

Fig. 11   The recognition rates on the AR database

Table 2   The recognition rates about the different dictionary learning 
methods on several different database

The number represents facial recognition accuracy (max 100%). The 
bold number is the highest accuracy achieved among all the com-
pared techniques. Our proposed approach is the one achieving highest 
accuracy

Training Set
Method LFW Georgia AR YaleB CMU-PIE

KSVD-IJSR 56.47 78. 54 99. 17 100 100
CSR-MN 52.51 75.67 98.25 99.28 99.97
JSRC 50.00 76.67 98.33 97.77 99.44
SILT 36.71 70.80 97.50 96.25 98.55
ESRC 37.34 72.62 97.50 97.20 98.61
SVDL 28.48 64.66 96.67 90.10 98.38
SRC 32.91 70.40 88.88 87.91 98.17
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is learned directly from the training set by K-SVD, which 
aims to extract more discriminative information from the 
variation gallery and probe subjects, such as the variation 
features (pose, illumination and expression). In the second 
phase, the �1 is embedded into the K-SVD to solve the opti-
mization problem, the experiment results show a significant 
speed improvement per iteration. In the third phase, the 
improved joint sparse representation (IJSR) is presented, 
which utilizes the dictionary information from both the gal-
lery and probe samples to classify the probe samples. The 
IJSR model does not only takes advantage of the K-SVD 
dictionary learning, but also utilizes the group structure to 
enhance the recognition performance. The computational 
time and size of the dictionary are discussed in the experi-
ments. Extensive numerical experiments are implemented on 
five databases to verify the performance of KSVD-IJSR for 
set-to-set face recognition under complication conditions, 
and experimental results show our approach outperforms the 
related methods in terms of accuracy, computational costs 
and robustness.
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