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Abstract
Question generation refers to the automatic generation of questions by computer systems based on given paragraphs and 
answers, which is one of the research hotspots in natural language processing. Although previous work has made great pro-
gress, there are still some limitations: (1) The rich structural information hidden in word sequences is ignored. (2) Current 
studies focus on sequence-to-sequence-based neural networks to maximize the use of question-and-answer information in 
the context. However, the context often contains a large number of redundant and irrelevant sentences, and these models 
fail to filter redundant information or focus on key sentences. To address these limitations, we use a Graph Convolutional 
Network (GCN) and a Bidirectional Long Short Term Memory (Bi-LSTM) Network to capture the structure and sequence 
information of the context simultaneously. Then, we use a contrastive learning strategy for content selection to fuse the 
document-level and graph-level representations. We also use a dual attention mechanism for the passage and answer. Next, 
we use the gating mechanism to dynamically assign weights and merge them into context information to support the ques-
tion decoding by modeling their interaction. We also conduct qualitative and quantitative evaluations on the HotpotQA deep 
question-centric dataset, and the experimental results show that the proposed model is effective.

Keywords Question generation · Bidirectional long short-term memory (Bi-LSTM) · Graph convolutional network (GCN) · 
Dependency graph · Attention mechanism · Contrastive learning

1 Introduction

Question Generation (QG) aims to teach machines to ask 
human-like questions from a range of inputs such as natural 
language texts [1], images [2], and knowledge bases [3]. In 
recent years, QG has received increasing attention due to 
its wide applications, which are widely applied in dialogue 
system [4], question answering systems [5], machine reading 
comprehension [6], and education systems [7].

Traditional methods for QG rely on heuristic rules or 
hand-crafted templates to transform a descriptive text into 
a related question, which can be divided into three catego-
ries, i.e., template-based [8], syntax-based [9], and seman-
tic-based [10] methods. Generally, these methods perform 
two steps, i.e., context selection and question construction, 
to consider the answer and question types, respectively. 
Then, given the context with the selected topic, question 

construction converts the intermediate representations to a 
natural language question, taking either a transformation-
based or template-based approach. However, such methods 
rely on effective hand-crafted features, often time-consum-
ing and requiring domain-dependent expertise and experi-
ence. Moreover, they usually comprise the pipelines of sev-
eral independent components with low generalizability and 
scalability.

Recently, most neural approaches have formulated the 
QG task as a Sequence-to-Sequence (Seq2Seq) problem 
and designed different types of encoders and decoders to 
improve the quality of generated questions. The first neu-
ral QG model was introduced in 2017 [1], achieving bet-
ter performance than traditional rule-based approaches by 
employing a vanilla Recurrent Neural Network (RNN)-based 
Seq2Seq model with attention. Since then, a surge of follow-
up enhanced models have been proposed [11–15], the major-
ity of these models rely exclusively on Recurrent Neural 
Networks (RNNs) to capture sequence information of the 
context to generate questions. However, these methods often 
ignore the hidden structural information associated with a 
word sequence, such as the syntactic parsing relations. Thus, 

 * Xiaobing Zhou 
 zhouxb@ynu.edu.cn

1 School of Information Science and Engineering, Yunnan 
University, Kunming 650500, Yunnan Province, China

http://crossmark.crossref.org/dialog/?doi=10.1007/s13042-024-02249-6&domain=pdf


5428 International Journal of Machine Learning and Cybernetics (2024) 15:5427–5437

these methods may only partially exploit the rich textual 
structures complementing the simple word sequence.

In recent years, Graph Neural Networks (GNNs) have 
achieved remarkable success in graph learning. GNNs adopt 
a message-passing mechanism to obtain node embeddings 
by aggregating and transforming the embeddings of their 
neighbors. Due to their strong aggregation ability, GNNs 
have been applied to capture the dependency structure of 
input passages for generating questions [16–24]. GNN-based 
methods can capture not only long-distance dependencies 
between tokens, but also enhance the model’s ability to per-
ceive the semantic structure of contexts. Many models based 
on GNNs have demonstrated strong capabilities in capturing 
the structural information of the context for QG.

Although these GNN-based studies have made remark-
able progress in QG, a significant performance gap remains 
between machines and humans. The probable causes are 
threefold: First, using alone graphs pruned by Dependency 
Parse (DP) is insufficient to convey the total information of 
the passage, i.e., sequence information in the passage is not 
captured by the graph. Second, the DP, especially obtained 
by external tools, may bring an error propagation problem. 
Third, these GNN-based methods lose word order informa-
tion and ignore the contextual relationship between sen-
tences during the process of aggregation learning. Besides, 
most research on question generation focuses on simple-hop 
question generation, which is relevant to one fact obtainable 
from a single sentence, as illustrated in Fig. 1a. In real-world 
applications, we need the model to generate sufficiently 
complex and high-quality questions, requiring multi-step 
reasoning based on multiple information points while under-
standing the semantics of multiple pieces of document, as 
demonstrated in Fig. 1b. This more challenging task requires 
identifying relevant information from multiple paragraphs 
and reasoning over them to fulfill the generation. However, 
not all information in the document is equally important, 
and only a small portion of sentences contain key informa-
tion points. Taking Fig. 1b as an example, paragraphs A and 
B contain key information relevant to the question. When 
given an answer, the model needs to accurately capture the 

information point “Delhi”. Therefore, selecting sentences 
with semantic priority and ignoring invalid information 
points can help construct a more robust question-generation 
system. This approach is similar to the process of human 
questioning, where necessary knowledge points are extracted 
first (what to ask), and natural questions are constructed 
based on these knowledge points (how to ask).

Furthermore, some generated questions cannot be 
answered by the context, which is fatal to QG and also means 
that the generated questions are insufficient in answerability. 
In order to improve the relevance of questions and answers, 
in addition to making full use of the position of the standard 
answer, semantic information, and paragraph context [25, 
26], existing research mainly uses the attention mechanism 
to dynamically extract the internal information of the para-
graph [27, 28]. However, this method is the primary para-
graph-level model; the global attention distribution needs to 
be more balanced, and the performance on long text could be 
better. We will focus on key sentences based on dual atten-
tion, dynamically adjusting the focus on information at dif-
ferent levels to reduce interference from redundant informa-
tion. Additionally, we will adaptively adjust the importance 
of the sentence where the answer is located. In most cases, 
the sentence where the answer is located still occupies a cen-
tral position and is directly related to the question, making it 
a key sentence. In other cases, using the sentence where the 
answer is located as a clue can also help better determine 
the position of key sentences, jointly forming a specific and 
complete semantic understanding.

It has been observed that training Seq2Seq models using 
cross-entropy based objectives generally has some limita-
tions, such as exposure bias and inconsistency between train 
and test measurements, and may not always produce the best 
results on discrete evaluation metrics.

To address the above-mentioned challenges, this paper 
proposes a question generation model called BGA-QG, 
which combines Bi-LSTM, GCN, content selection strategy 
based on contrastive learning, and a dual guided attention 
mechanism. Our main contributions can be summarized as 
follows: 

Fig. 1  Examples of simple/
deep QG. The evidence needed 
to generate the question is 
highlighted
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(1) We use Bi-LSTM to capture the context information 
of the sentence. Based on this, we conduct syntac-
tic dependency analysis to establish the dependency 
matrix of the sentence. Additionally, we capture long-
distance dependency information using GCNs.

(2) We introduce an auxiliary content selection task that 
jointly trains with question decoding. We construct 
positive and negative examples based on the contrastive 
learning method, which assists the model in selecting 
relevant contexts in the semantic graph to form a proper 
reasoning chain.

(3) We incorporate answer information into question gen-
eration and use both the passage and answer to sup-
port question decoding by modeling their interaction, 
implicitly completing the process of relevant context 
selection.

(4) Experiments demonstrate that our model performs sig-
nificantly better than baseline models on the Hotpot 
dataset. Human evaluations indicate that our model 
generates questions with better grammar, relevance, 
and answerability.

2  Related work

In recent years, QG has attracted the attention of research-
ers. Most early automated question generation is based on 
rules or templates designed by hand to convert a given text 
into a problem [29–31]. Heilman et al. [29] used conversion 
rules to convert statements into questions and reorder mul-
tiple results to select higher-quality questions. Labutov et al. 
[30] first represented the original text in a low-dimensional 
space. Crowdsourced candidate question templates aligned 
with this space and finally ranked the potentially relevant 
templates of the new text regions to generate more profound 
difficulty questions. Kumar et al. [31] first represented the 
original text in a low-dimensional space, then crowdsourced 
it with candidate question templates aligned in that space, 
and finally ranked potentially related templates for the new 
text area, thus generating more complex questions. These 
traditional methods rely on manual labor and require pro-
fessional linguistic knowledge to construct grammatical 
and semantic templates, which cannot adapt to flexible and 
changeable source text contexts. It can be challenging to 
extend from one domain to another.

To make up for the deficiency of rule-based meth-
ods in question generation research work. Du et al. [1] 
applied sequence-to-sequence models to the QG task for 
the first time and achieved impressive performance. Sub-
sequently, some scholars have carried out many studies 
based on Seq2Seq [11, 13, 32]. Zhao et al. [13] proposed 
a gated self-attention encoder with answer tagging and a 
maxout pointer decoder, applicable to both sentence and 

paragraph-level inputs. Zhou et al. [11] encoded the BIO 
tags of answer position to real-valued vectors and then fed 
the answer position embeddings to the feature-rich encoder 
in the RNN-based Seq2Seq model. Zamani et al. [32] pro-
posed clarifying question generation models trained via 
weak supervision for open-domain search queries [33]. 
Shi et al. [34] introduced the attention distillation module 
in the Occlusion-adaptive Deep Network (ODN) model to 
improve performance. Ma et al. [35] combined bidirec-
tional long short-term memory (Bi-LSTM) and attention 
mechanism to capture the spatial-temporal dependencies.

With the proposal of dependency relations, it plays a cru-
cial role in the field of natural language. Dependency rela-
tions, especially long-distance syntactic relations, are very 
useful for understanding complex sentence structures (e.g., 
long clauses or complex scoping). For the strong ability of 
aggregation, some researchers have also begun to explore the 
role of dependency relations in the QG task. Chen et al. [17] 
proposed a novel Bidirectional Gated Graph Neural Network 
to capture the structure information between words in a sen-
tence. Chai et al. [18] used GNNs to interact with answers 
and passages to obtain new representations and fused rep-
resentations. Pan et al. [19] employed an attention-based 
Gated GNNs model to encode semantic information of the 
context. Huang et al. [21] used a Graph Convolutional Net-
work and a Bi-LSTM Network to capture the structure infor-
mation and sequence information of the context. Ma et al. 
[22] proposed a graph-augmented sequence-to-sequence 
(GASeq2Seq) model, which discovered both the structure 
and semantic information of the passage. Shuai et al. [23] 
proposed an end-to-end question-distractor joint generation 
framework, and found that distractors are somehow relevant 
to the background articles by suppressing those related parts. 
Guan et al. [24] proposed combining reinforcement learning 
with semantic-rich information to generate deep questions.

In most cases, the context contains a lot of content 
that is not relevant to the question, and it is easy to be 
interfered by this redundant information when generating 
questions, resulting in lower-quality of generated ques-
tions. Pan et al. [19] and Su et al. [36] introduced the 
method of graph neural network to assist the generation 
of multi-hop questions. Most of the previous work is to 
build a graph model based on entity relationships or dif-
ferent semantic granularity to explicitly learn the relation-
ship between multiple pieces of text. On this basis, we use 
contrastive learning to assist in selecting key information 
points, thereby improving the effect of multi-hop ques-
tion generation. Current research mainly uses the attention 
mechanism to dynamically extract the information inside 
the paragraph. This paper is based on the double atten-
tion mechanism and uses both the passage and answer to 
support question decoding by modeling their interaction.
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In addition, due to the continuous expansion of large-
scale corpora, some pre-trained models perform significantly 
in QG tasks [37–40], which utilize vast amounts of unla-
beled text corpora in the pre-training stage to learn general 
language representations and then fine-tune in supervised 
QG tasks. Contrastive learning [41, 42] by creating posi-
tive and negative samples for unseen (or incorrect) inputs 
has achieved significant success in representation learning 
and has recently attracted extensive attention in neural text 
generation.

3  Methodology

The task of question generation can be formulated as fol-
lows: Given the original text composed of different docu-
ments D = d1, d2,… , dn(contains n words) with answer 
A = a1, a2,… , am (contains m words), the purpose of QG is 
to generate a grammatically coherent and correct question 
Q = q1, q2,… , ql(contains l words).

The deep question generation model proposed in this 
paper employs a dual guidance attention network structure, 
as depicted in Fig. 2. The model comprises four key compo-
nents: the context information encoding module, the depend-
ency information encoding module, the content selection 
module, and the question generation module.

(1) Contextual information encoding module: Using a 
Bi-LSTM neural network to encode word embedding 

information, the context information of sentence-level 
text can be captured.

(2) Dependency information encoding module: By using 
the answer tags, POS features, the contextual informa-
tion encoded as hidden state vectors in (1) as input, 
and constructing a graph convolutional neural network 
based on syntactic dependency relationships, the long-
range dependency features of sentence-level text can be 
captured.

(3) Content selection module: To assist the model in identi-
fying the parts worthy of questioning that form a proper 
reasoning chain in the semantic graph, we propose a 
content selection auxiliary task based on a contras-
tive learning strategy and train it jointly with question 
decoding.

(4) Question generation module: By leveraging attention 
mechanisms to learn contextual and dependency infor-
mation, and by constructing and integrating attention 
information of the paragraph and the sentence where 
the answer is located, the focus on the sentence where 
the answer is located is further improved while preserv-
ing the connections between multiple sentences.

3.1  Context information encoding module

In this paper, the Bi-LSTM neural network is used to encode 
text information and capture contextual information about 
words. The word vector Glove is used to embed the text 
words into the feature space of dw dimension, and the dis-
crete word sequence is mapped to obtain the corresponding 

Fig. 2  Illustration of our proposed model for QG task. Bi-LSTM encoder is used to capture contextual sequence information, GCNs are used to 
capture contextual structure information, DP represents dependency parsing
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continuous word vector representing e. Then, the word vec-
tor is put into Bi-LSTM to obtain the sentence representation 
hd with contextual information:

where ���⃗hd
c
∈ Rn×d represents the forward hidden state vector 

sequence, �⃖��hd
c
∈ Rn×d represents the backward hidden state 

vector sequence, hd
c
∈ Rn×2d represents the hidden state 

vector sequence output by Bi-LSTM encoding, and d is the 
dimension of the hidden state vector output by unidirectional 
LSTM.

3.2  Dependency information encoding module

In order to extract semantic information from documents, 
we employ dependency relationship [43] to construct a 
semantic graph through parsing. The resulting semantic 
graph of the document is a heterogeneous multi-relation 
graph G = (V ,E) , where V =

(

vi
)

i = 1:NvandE =
(

ek
)

k = 1:Ne 
represent the graph nodes and the edges connecting them, 
where Nv and Ne are the numbers of nodes and edges in the 
graph, respectively. Each node v is first initialized with 
v = {wj}

n
j=m

 , where wj is the contextual representation of the 
word in that node and m/n is the start/end position of the text 
span.

First, we concatenate the last hidden states of the docu-
ment encoder in both directions as the document representa-
tion hd

c
 . Afterwards, for a node v, we calculate the attention 

distribution of hd
c
 on all words in v as follows:

The node is initialized as h0
v
=
∑n

j=m
rv
j
wj . Word-to-node 

attention ensures each node captures the meaning of its con-
stituting part and the semantics of the entire document. The 
node representation is then enhanced with two additional 
features: the POS embedding pd and the answer tag embed-
ding ad to obtain the enhanced initial node representations. 
The final embedding of the i-th word in the sentence is 
denoted as:

The dependency graph of any sentence can be regarded 
as a directed graph containing n nodes, where each node 

(1)���⃗hd
c
=f ������⃗LSTM

([e1, e2,… , en]) = [���⃗hd
1
, ���⃗hd

2
,… , ���⃗hd

n
]

(2)�⃖��hd
c
=f �⃖�����LSTM

([e1, e2,… , en]) = [ �⃖��hd
1
, �⃖��hd

2
,… , �⃖��hd

n
]

(3)hd
c
=[���⃗hd

c
; �⃖��hd

c
] = [hd

1
, hd

2
,… , hd

n
]

(4)rv
j
=

exp(Attn(hd
c
,wj))

∑v

k=m
exp(Attn(hd

c
,wk))

(5)h0
d
= [h0

v
;pd;ad]

represents the corresponding word in the sentence, and each 
edge represents the syntactic dependency between words 
in the dependency graph. We employ a multi-layer GCN 
model (GCNs) to learn the dependencies between words by 
modeling the dependency graph of word sequences. GCN 
differs from traditional LSTM models and is an effective 
way to process unstructured information data. GCNs lev-
erage dependency paths for effective information transfer 
and update node representations by aggregating transferred 
information. The dependency information between words is 
specifically modeled using k-order neighborhood transfer.

where N(i) denotes the neighbors of node i, hdi and hdj are 
respectively the representations of node i and node j. �ij is 
the attention coefficients between two nodes, � denotes a 
non-linear function, and 

[

hdi;hdj
]

 represents the concatena-
tion operation of hdi and hdj , Λij represents an element in 
the adjacency matrix, W0 , b0 , W1 , b1 are learned parameters.

Finally, the output Hd of a stacked l-layer GCN can be 
obtained according to the following formula:

3.3   Content selection module

To raise a deep question, we propose an auxiliary task of 
content selection to jointly train with question decoding. 
We formulate this as a node classification task, i.e., decid-
ing whether each node should be involved in the process of 
asking, i.e., appearing in the reasoning chain for raising a 
deep question.

To achieve this, we add one feed-forward layer on top of 
the final layer of the graph encoder, taking the output node 
representations Hd for classification. We annotate the data-
set and use this supervision signal to accelerate the model 
training. Specifically, for each sentence in the input, the label 
fi ∈ {0, 1} indicates whether the ith sentence provides sup-
porting evidence for the question-answer pair in the exam-
ple. Due to the presence of labels, we employ a contrastive 
learning strategy where more than one sample is known to 
belong to the same class. However, generalizing to an arbi-
trary number of positives leads to a choice between multiple 
possible functions. In our sample, the questions and answers 

(6)sij =W
T
0
�(W0[hdi;hdj] + b0)

(7)�ij =
exp(sij)

∑

j∈N(i)
exp(sij)

(8)hl+1
di

=�

(

hl
di
+

∑

j∈N(i)

Λij�ij(W1
hl
dj
+ b

1
)

)

(9)Hd = {hl+1
di

}n
i=1
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that provide factual support are positive examples, while 
those that cannot provide support are negative examples.

We consider a node to be positive ground-truth for the 
content selection task if its contents appear in the ground-
truth question. Content selection helps the model identify 
the parts of the text most relevant to the question and form 
a coherent reasoning chain in the semantic graph. We train 
these two tasks jointly and share the weights of the input 
representations.

3.4  Question generation module

The attention mechanism dynamically adjusts weight param-
eters based on the decoding state of the sequence, enabling 
it to capture context information that is most relevant to 
the current decoding moment. The main idea is to calcu-
late attention weights or scores between the decoder’s hid-
den state and all the encoder’s hidden states at the current 
time step, and assign weights to each encoder’s hidden state 
accordingly. In this paper, we calculate attention on the 
semantic representation of both the text and answer, which 
facilitates dynamic attention to different levels of informa-
tion, adaptive adjustment of the importance of the sentence 
where the answer is located, and reduction of distracting 
information from irrelevant parts of the text. The calculation 
process is illustrated as follows:

where Wd stands for a learning matrix, ut represents the hid-
den state of the decoder at time t, m represents the hidden 
state of the decoder at time t, ad

t
 represents the normalized 

attention score, cd
t
 is the weighted sum of the all word repre-

sentations in passage, that contains the most relevant infor-
mation from the passage representation.

Afterward, to better utilize the information from both the 
passage and the answer, we use the contextual representa-
tion of the passage to further extract the important informa-
tion from the answer. The calculation process is shown as 
follows:

where Wa stands for a learning matrix, as
t
 represents the nor-

malized attention score, ca
t
 represents the weighted sum of 

all word representations in answer.

(10)�d
t
=softmax(HdWdut)

(11)cd
t
=

m
∑

i=1

�d
t,i
Hd

i

(12)�s
t
=softmax(HaWaC

d
t
)

(13)ca
t
=

n
∑

j=1

�s
t,j
Ha

j

In order to obtain a context vector required for the final 
generation stage, two levels of context vectors need to 
be combined using one of three fusion modes: addition, 
splicing, or gating mechanism fusion mode. The sentence 
further explains that the addition method directly adds the 
paragraph and sentence-level context vectors to obtain the 
fusion context vector.

As for the fusion method of splicing, this paper first splices 
the paragraph-level and sentence-level context vectors, and 
splices the fusion vector obtained by multiplying the two. 
The splice vectors are then passed through a multilayer per-
ceptron transform to achieve fusion processing.

where ⊙ represents the hadamard product, the product of 
corresponding elements in two vectors. Wc is the trainable 
model parameter and b is the bias term.

As for the fusion mode of the gating mechanism, its 
main feature is that the hidden state of the decoder is con-
sidered again. In this paper, the hidden state of the decoder 
and the obtained paragraph-level and sentence-level con-
text vectors are firstly calculated into a gated score, as 
shown in Eq. (17).

where Wg is a trainable model parameter representing the 
sigmoid function, this score is used to assign weight between 
two levels of attention, enabling the pattern to focus dynami-
cally on different levels of contextual information, as shown 
in Eq. (18).

After the fusion of dual attention, the fusion context vector 
ct is obtained and input to the decoding layer for question 
generation.

For the question decoding, we employ an LSTM as the 
decoder to realize the process of word-by-word generation 
conditioned fusion context vector, and the representations 
of the previously generated words.

where ut−1 represents the hidden state of LSTM at time t − 1 , 
yt−1 represents the word generated by the decoder at time 
t − 1 . When t = 0 , u0 = Hd stands for the decoder’s initial 
state.

(14)ct = cd
t
+ ca

t

(15)cconcat =[c
d
t
;ca

t
;cd

t
⊙ ca

t
]

(16)ct = tanh(Wccconcat + b)

(17)gt = �(Wg[st;c
d
t
;ca

t
])

(18)ct = gtc
d
t
+ (1 − gt)c

a
t

(19)ut = LSTM(ut−1, ct−1, yt−1)
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Finally, the fused contextual vector obtained from the 
dual attention layer is projected onto the word distribution 
vector to obtain the probability of the current decoding 
time step’s corresponding word. The calculation process 
is as follows:

Wv and Wo are trainable model parameters, and Pvoc repre-
sents a vector whose dimension is a fixed vocabulary. For 
new words outside the restricted vocabulary, i.e., unregis-
tered words, the model can only generate the universal tag 
< unk > , and the question may lack essential words.

To solve the problem of rare words, the decoder applies a 
copy mechanism. we directly leverage row attention scores 
�d
t
 as the score of the copy mechanism scorePcopy . Finally, 

the probability distribution of each word at the t step can be 
calculated as follows:

4  Experiments

4.1  Dataset

To assess the performance of our proposed method in the 
question generation task, we conduct experiments using the 
Hotpot dataset. Hotpot is a collection of QA data comprising 
over 113,000 question-answer pairs sourced from Wikipedia 
articles. Each question is accompanied by two supporting 
documents that provide the necessary evidence for infer-
ring the answer. The dataset consists of two primary types: 
comparison and bridge. For data preprocessing, we adhere 
to the original data split of Hotpot, with 90,440 samples 
for training and 7045 samples for evaluation. For a more 
accurate assessment of the model’s generalization ability, 
we take 1000 samples from the 90,440 samples for valida-
tion, and the remaining samples for training. The data in 
the validation set is completely independent of the training 
set, ensuring a fair evaluation of the model’s performance 
on unseen data.

4.2  Evaluation metrics

4.2.1  Automatic evaluation

This paper uses the following three automatic evaluation 
indicators to evaluate the effectiveness of the question-gen-
eration method:

(20)dt = tanh(Wv[ut;ct])

(21)Pvoc =softmax(Wodt)

(22)p
(

yt ∣
{

y<t
})

final
= soft max

([

Pvoc;Pcopy

])

BLEU [44] is a commonly used evaluation method for 
automatic translation. It evaluates the adequacy and fluency 
of generated sentences by counting the number of match-
ing segments between generated sentences and standard 
sentences. BLEU-1, BLEU-2, BLEU-3, and BLEU-4 use 
1-gram to 4-gram for calculation, respectively.

METEOR(ME) [45] is based on the harmonic mean of 
unigram precision and recall, with recall weighted higher 
than precision. Its purpose is to improve some inherent 
shortcomings in the BLEU standard. Additionally, it con-
siders some functions not found in other indicators, such as 
synonym matching, so it is farther away from the effect of 
manual evaluation.

ROUGE-L (R-L) [46] measures recall by assessing how 
much the words in reference sentences appear in predic-
tions using the longest common subsequence-based statis-
tics. ROUGE is an indicator calculated using a recall-based 
similarity measure. Its basic idea is to use the n-tuple co-
occurrence probability of the model-generated text and the 
reference text as the basis for evaluation. However, it cannot 
evaluate whether the sentence is fluent. In the paper’s evalu-
ation, ROUGE-L is selected as the evaluation standard, and 
its basic idea is to match the most extended typical sequence 
between two text units.

4.2.2  Human evaluation

In order to more accurately evaluate the performance of the 
problem generation model, we randomly select 100 sam-
ples from the test set and conduct a manual evaluation. We 
compare our model with SG_DQG, MultiQG, Ass2s-a, and 
NQG++, where annotators evaluate the generation quality 
from three important aspects of deep questions: fluency, 
complexity and answerability. The evaluation criteria are 
as follows: 

(1) Fluency: Whether the generated questions are naturally 
fluent in terms of grammar and semantics, scoring from 
1 to 5.

(2) Complexity: Whether the generated questions require 
two or more information points to answer reasoning 
questions, with scores ranging from 1 to 5.

(3) Answerability: Whether the generated question can be 
answered from the document and is consistent with the 
given answer, the score is 0 or 1.

4.3  Experiments settings

In order to extract semantic information from documents, we 
use the dependency parsing method to construct a semantics 
graph. The maximum stage length of the original text, the 
answer and the question is 512,10,50 respectively. We uti-
lize pre-trained Glove word embeddings, whose dimension 
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is set to 300. The dimensions of Answer tags, POS tags, 
and NER tags are set to 100, 60, and 50, respectively. The 
hidden size of LSTM is 300 for all encoders and decoders. 
For the GCN encoder, the level of the stacked layer is 4. We 
make the vocabulary with the top 45,000 frequency words. 
Optimization is performed by Adam, with an initial learning 
rate of 0.0025, and the weight decline rate is 0.001. For the 
decoder part, we use beam search with a beam size 12 to get 
the final result.

4.4  Results and analysis

4.4.1  Baselines

We compare our proposed model against several strong 
baselines on question generation. 

(1) Seq2Seq + Attn [47]: It is a Seq2Seq model with the 
attention mechanism. We connect the document with 
the answer as the input of the encoder.

(2) NQG++ [11]: It introduces rich linguistic features into 
the encoder, including entity information, answer loca-
tion and POS tagging.

(3) Ass2s [12]: It proposes an answer-separated Seq2Seq 
model by replacing the answer in the input sequence 
with some specific words.

(4) MP-GSA [13]: It proposes a gated attention mechanism 
and a maximum pointer to improve document-level 
problem generation.

(5) SG_DQG [19]: It constructs a semantic graph neural 
network to improve the generation of multi-hop prob-
lems.

(6) QG-Reward [15]: It introduces a solid graph neural net-
work based on GCN into the Seq2seq model.

(7) MulQG [16]: It introduces a GCN-based entity graph 
neural network into the Seq2seq model.

(8) ADDQG [20]: It proposes an Answer-driven Deep 
Question Generation model based on the encoder-
decoder framework.

Table 1 presents the experimental evaluation results of 
the BGAC-QG model and various baseline models on the 
HotpotQA dataset. The results indicate that the BGAC-QG 
model outperforms all baselines in terms of METEOR and 
ROUGE-L scores. Specifically, compared to the previous 
state-of-the-art model ADDQG, the BGAC-QG model 
achieves improvements of 0.46 and 0.33% in METEOR 
and ROUGE-L scores, respectively. This improvement can 
be attributed to the utilization of contrastive learning in 
the BGAC-QG model, which enables effective extraction 
of key information from different documents and filter-
ing out irrelevant information, resulting in higher-quality 
generated questions. However, our model is slightly worse 
than ADDQG regarding the BLEU metric. The reason for 
this is that ADDQG employs 7 attention mechanisms to 
capture the key information in the document and fine-
tunes the model using reinforcement learning. While this 
approach facilitates the capture of consecutive words in 
the document to some extent, it often requires extensive 
training iterations to achieve satisfactory performance, 
especially given the large question space in the HotpotQA 
dataset, leading to longer training times.

In addition, our model’s other metrics surpass those of 
the baseline model, demonstrating the significant impact 

Table 1  Performance 
comparison with baselines

 The best performance is in bold 

Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L

Seq2Seq+Attn [47] 32.97 21.11 15.41 11.81 18.19 33.48
NQG++ [11] 35.31 22.12 15.53 11.50 16.96 32.01
ASs2s [12] 34.60 22.77 15.21 11.29 16.78 32.88
MP-GSA [13] 34.38 23.00 17.05 13.48 18.39 34.51
MulQG [16] 40.08 26.58 19.61 15.11 20.24 35.35
QG-Reward [15] 37.97 – – 15.41 19.61 31.85
SG_DQG [19] 40.55 27.21 20.13 15.53 20.15 36.94
ADDQG [20] 44.34 31.32 22.68 17.54 20.56 38.09
BGAC-QG(ours) 41.32 28.12 21.03 16.22 21.02 38.42

Table 2  Results of ablation

 The best performance is in bold 

Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 METOR ROUGE-L

BASE 36.48 20.56 12.89 8.46 15.43 30.86
W/GCNs 37.63 24.81 18.14 13.85 19.24 34.93
W/CL 39.44 26.23 19.26 14.20 19.84 36.14
W/DA 39.46 26.34 19.35 14.36 20.12 36.32
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of semantically rich document representation on the gen-
eration of deep questions, and the crucial role played by 
auxiliary content selection. Specifically, the SG_DQG 
and BGAC-QG models are based on semantically rich 
document representation for question generation, with 
variations in how answers and documents are encoded. 
Notably, our BGAC-QG model achieves average improve-
ments of 0.69, 0.87, and 1.48% in BLEU-4, METEOR, 
and ROUGE-L scores, respectively, showing superior per-
formance in deep question generation through contrastive 
learning-based text selection.

Furthermore, BGAC-QG demonstrates significant supe-
riority over the Seq2Seq+Attn and NQG models in terms 
of performance, thereby highlighting the limitations of the 
Seq2Seq+Attn and NQG models in the generation of deep 
questions.

4.4.2  Ablation study

In order to thoroughly analyze the impact of each module 
on the experimental results, this paper conducted ablation 
experiments from several aspects, including the impact 
of the context information encoding module, dependency 
information encoding module, text selection, and attentional 
fusion methods. The results of these experiments are pre-
sented in Table 2.

According to the results of the comparison experiment, 
we can conclude that the model based on GCN is generally 
superior to the model constructed solely using LSTM. This 
suggests that GCN can learn information other than contex-
tual semantic information to assist in sentiment analysis of 

the target. Specifically, LSTM focuses more on the contex-
tual information of words, and with the increase in sentence 
length, noise information irrelevant to the sentiment analy-
sis of the target also increases. However, by constructing 
graphs, GCN can achieve long-distance connections and 
information propagation between words. Additionally, by 
using the syntax dependency tree to construct the graph, 
it is possible to further learn the dependency relationship 
between words and obtain the final representation of the 
target based on the dependency relationship.

When the content selection task is turned off, from 
Tables 1 and 2, it can be seen that the BLEU-4 score drops 
from 16.22 to 14.20, indicating the contribution of joint 
training with the auxiliary task of content selection. More-
over, content selection helps train the model to focus on 
question-worthy content and form a correct reasoning chain 
in question decoding. Without the intent classifier, the model 
tends to generate non-differential questions, which may sig-
nificantly decrease the performance of both relevance and 
diversity. This reveals that the intent of the question provides 
not only auxiliary information to generate meaningful ques-
tions but also plays a vital role in making the questions from 
the same passage distinguishable.

Regarding the dual attention fusion method, we are con-
sidering changing it to the cancellation fusion, addition 
fusion, and concatenation fusion methods. From the table, 
it can be seen that the gating mechanism fusion method can 
obtain the best model performance, indicating that the model 
still requires the participation of decoder hidden states dur-
ing attention fusion to dynamically adjust the focus on atten-
tion information at different levels and achieve more reason-
able weight allocation.

4.4.3  Human evaluation

Table 3 shows our human evaluation results, further vali-
dating that our model generates questions of better quality 
than the baselines. Let us explain two observations in detail: 
Compared to the baseline model, our model shows improve-
ments in fluency, complexity, and relevance. This is because 

Table 3  Results of human evaluation

 The best performance is in bold 

Models Fluency Complexity Answerability

BGAC-QG 4.55 4.25 0.78
SG_DQG 4.36 3.95 0.71
MultiQG 4.27 4.04 0.76
Ass2s-a 4.02 2.43 0.65
NQG 3.25 2.46 0.63

Fig. 3  Generated question cases 
from different models
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the baseline model tends to generate more simplistic ques-
tions (which affects complexity) or questions with semantic 
errors (which affects fluency). By incorporating the semantic 
graph, our model can generate questions with fewer seman-
tic errors and leverage more contextual information. The 
model can enhance the performance of generating multi-hop 
questions by identifying and capturing relevant information 
points for questioning and conducting accurate reasoning.

4.4.4  Case study

We present some examples of generated questions in Fig. 3. 
The Seq2Seq model lacks the ability to capture contextual 
structure information, leading to its failure to learn that “uni-
versity” refers to“whose main campus is in Lawrence”. The 
QG-Reward model does not make full use of the sequence 
information between words, resulting in the generated ques-
tions being inconsistent with the context facts and unable 
to be answered by the given answer “Kansas Song”. As for 
SG_DQG, although it generates questions without gram-
matical errors, it cannot be answered by given answers. In 
contrast, the questions generated by our model are more 
specific, and with better answerability and grammaticality.

4.5  Conclusion

This paper proposes an automatic question-generation 
model for deep question-generation tasks, This model 
utilizes a contrastive learning strategy to represent each 
sentence as a node on a graph and learns the semantic 
relationship between nodes using graph attention neural 
networks. Based on the hidden state representation of the 
graph, the model can predict the most important sentences 
for generating the answer to a given question, with the 
sentence containing the answer as the primary clue. To 
further improve the model’s accuracy, the model uses 
dynamic fusion and allocation of dual attention to focus 
on key sentences and reduce the interference of redundant 
information. Experimental results demonstrate that this 
model effectively improves the performance of deep ques-
tion generation.
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