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Abstract. Unlike wired networks, wireless networks do not come with links. Rather, links have to be fashioned out of the ether by nodes
choosing neighbors to connect to. Moreover the location of the nodes may be random.

The question that we resolve is: How many neighbors should each node be connected to in order that the overall network is connected in a
multi-hop fashion? We show that in a network with n randomly placed nodes, each node should be connected to ® (log n) nearest neighbors.
If each node is connected to less than 0.074 log n nearest neighbors then the network is asymptotically disconnected with probability one as
n increases, while if each node is connected to more than 5.1774 log n nearest neighbors then the network is asymptotically connected with
probability approaching one as n increases. It appears that the critical constant may be close to one, but that remains an open problem.

These results should be contrasted with some works in the 1970s and 1980s which suggested that the “magic number” of nearest

neighbors should be six or eight.

Keywords: wireless networks, connectivity, ad hoc networks, transmission range control

1. Introduction

Unlike wired networks, wireless networks do not come with
ready-made links. Rather, links are formed by nodes choosing
the power levels at which they transmit. This raises the ques-
tion: How many neighbors should each node be connected
to, in order that the overall network then becomes connected?
This question arises naturally in mobile multi-hop radio net-
works, also known as ad hoc networks. All nodes cooperate
in routing each other’s packets, so that packets are transported
in a multi-hop fashion from source to destination.

The problem of how many neighbors is desirable was con-
sidered in a series of papers [1-7] beginning in the 1970s. The
wireless network is modeled as nodes located randomly on
the plane according to a Poisson point process [1,3—7] or on a
line [2]. The focus in [1,2,4-6] is on the issue of maximizing
the one hop progress of a packet in the desired direction under
different transmission protocols. Based on the analysis of the
slotted ALOHA protocol and requiring that the transmission
powers are the same for all nodes, it was first proposed by
Kleinrock and Silvester in [1] that six was the “magic num-
ber”, i.e., on average every node should connect itself to its
six nearest neighbors. Later, the magic number was revised
to eight in [5]. In the same paper [5], Takagi and Kleinrock
also considered other transmission protocols, which resulted
in some other magic numbers five and seven. Hou and Li [6]
considered the situation when each node is allowed to adjust
its transmission range individually, and obtained the magic
numbers six and eight. When considering the maximization
of the transmission efficiency, defined as the ratio between the
expected progress and the area covered by the transmission,

* Corresponding author.
E-mail: prkumar@uiuc.edu

Hajek [7] suggested that each node should adjust its power
to cover about three neighbors on average. Mathar and Mat-
tfeldt [2] analyzed the wireless network generated by a Pois-
son point process on a line, and also obtained some magic
numbers.

However, the above analyses did not resolve the issue of
connectivity. Although simulations in [3] suggested that six
to eight neighbors can make a small size network connected
with high probability, it turns out that as the number of nodes
in the network increases, the network becomes disconnected
with probability one whether one connects to six or eight
neighbors, as we will show. In fact, we show that there are
no magic numbers if one takes connectivity also into consid-
eration. Specifically, for every finite number, the probability
of network disconnectivity converges to one as the number of
nodes in the network increases.

We also show that the number of neighbors of each node
needs to grow like ® (log n) if the network is to be connected,
where n is the number of nodes in the network. We can even
bound the constant involved. If each node connects with less
than 0.074logn nearest neighbors, then the network is as-
ymptotically disconnected. However, if each node connects
to greater than 5.1774 logn nearest neighbors, then the net-
work is asymptotically connected.

The problem of choosing how many neighbors to connect
to affects not only the connectivity of the network, but also the
capacity of the network, i.e., how much traffic it can carry. In
wireless networks, the presence of a link (7, j) can be an ad-
vantage in that it enables node i to send a packet on one hop to
node j. However, it can also be a disadvantage in that, when
i broadcasts, it causes interference at j. Thus the presence
of a large number of links means the possibility for lots of
interference, which reduces the capacity of the network.
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Hence one needs to examine the tradeoff between the pres-
ence and absence of links in a more careful manner. When
many links are present, a packet can get to its destination in
a fewer number of hops. This means that the relaying bur-
den on other nodes is reduced. Thus while interference is
larger when the number of links is larger, the relaying bur-
den is smaller. This problem has been addressed in [8] for
the case of connectivity based on distance. It is shown there
that if r is the range of a broadcast, then the relaying bur-
den grows like O(1/r), but the interference grows only like
O(rz). Thus, the net effect, the product, is a growth of O(r),
implying that the smaller the range the better. However, if
one chooses too small a range, then the network can get dis-
connected. This motivates the study of connectivity based on
distance. This is a different method of connectivity where one
simply connects to all nodes within a range r. This connectiv-
ity problem was studied in [9] when the points are distributed
as a Poisson process on a square. It was shown that if # is
the intensity of the Poisson process on a unit square, then a
choice of radius r(n) = \/((1 —€)Alogn)/(rn) would lead
to probability of connectedness converging to zero, for every
€ > 0. In [10], for the case of n points uniformly iid dis-
tributed in a disk of area A it was shown that a range chosen
asr(n) = \/ (A(logn + y,))/(mn) will lead to the probabil-
ity of connectedness converging to one as n — oo if and
only if y,, — +oo. This result can also be deduced from a
result in Penrose [11] where the length of the longest edge
in a minimum spanning tree, suitably centered and normal-
ized, is shown to converge to a double exponential distribu-
tion.

Yet another area where the connectivity issue arises is in
random graphs. Specifically, the problem has been considered
for Bernoulli random graphs where an edge (i, j) is inserted
with probability p. It is shown (theorem VII.3 in [12]) that if
p(n) = (logn + y,)/n, then the probability that the graph is
connected goes to one as n — 00 iff ¥, — +o0. It should
be noted that Bernoulli random graphs are not appropriate
models for connectivity in wireless networks since edges are
introduced independent of the distance between nodes. Thus
such a graph may have a link from a node to a faraway node,
without a link to a nearer node.

Connectedness has also been considered in the field of con-
tinuum percolation theory [13,14]. There, the model for the
points is a Poisson point process on the infinite plane, and the
focus is on the existence of an infinite size connected compo-
nent under different models of connections. Recently, [15,16]
have addressed wireless networks and covering algorithms
by the methods of continuum percolation. Under connection
based on the number of neighbors, [17] considers the central
limit theorem. The issue of uniqueness of the infinite compo-
nent is addressed in [18].

The rest of the paper is organized as follows. In section 2,
we provide the problem formulation and present the main re-
sult. In sections 3 and 4, we give the proof of the main result.
We provide some simulation results in section 5, and conclude
in section 6.
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2. Formulation and main result

Let S be a unit square in R2, and suppose that n nodes are
placed uniformly and independently in S. Denote by G (n, ¢,,)
the network formed when each node is connected to its ¢,
nearest neighbors. More precisely, there exists an edge (i, j)
if either j is one of the ¢, nearest neighbors of i, or i is one
of the ¢, nearest neighbors of j.

We are interested in the following question:

e For what choice of the number of nearest neighbors ¢,
will the resulting graph G(n, ¢,) be connected as n goes
t0 00?

Our main result is the following theorem:

Theorem 1. For G(n, ¢,) to be asymptotically connected,
® (log n) neighbors are necessary and sufficient. Specifically,
there are two constants 0 < ¢; < ¢3 such that:

lim Pr{G(n, c| logn) is disconnected} = 1 and
n—0o0

lim Pr{G(n, c;logn) is connected} = 1.
n—0o0

Remark 1. From the calculations in the proof of the theo-
rem 1 one can choose ¢; = 0.074 and any ¢y > 2/log(4/e) =
5.1774.

3. ®©(logn) neighbors are necessary for connectivity

In this section we will give the proof of the necessity part of
theorem 1.

3.1. A scenario for disconnection

Definition 3.1. Square tessellation Tg'. We split the unit
square equally into M,, = [/n/(K logn)]? small squares as
depicted in figure 1, where K > 0 is a tunable parameter, and
[x7 is the smallest integer larger than or equal to x. This tes-
sellation of the unit square will be denoted by 7¢'. We name
the small squares as S}, i = 1,2, ..., My, from left to right,
and from top to bottom.

Denote by Nl.", the number, among the n nodes, that fall
into square S'.

Definition 3.2. Trap of size d. We call the structure in fig-
ure 2 a trap of size d. It is composed of 21 small squares all
of the same size placed in a larger square of size d. Twenty
of the small squares are at the periphery of the square, while
one is located at the center.

Definition 3.3. k-filling event. We say a k-filling event occurs
if there are at least k nodes in each of the twenty-one small
squares, and there is no node in the space between the center
and the other twenty squares; see figure 3.
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Figure 1. The square tessellation 7*.
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Figure 2. A trap of size d.
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Figure 3. A k-filling event.

The significance of a (¢, + 1)-filling event is that the nodes
in the central small square are disconnected from the other
nodes. This is because the ¢, nearest neighbors of the nodes
in the center square are all within the central square itself.
Also, the nodes in the side squares cannot have a node in the
center as one of their ¢, nearest neighbors since they will have
enough neighbors close to them. Finally, the nodes outside
the square of size d are also blocked away from the nodes in
the central square by the nodes in the side squares.

Thus, if a (¢, + 1)-filling event occurs in a trap in G(n, ¢,,),
then the center nodes contain a connected component. A sim-

ilar, but not the same, localization construction is used in [17]
in their study of the Central Limit Theorem for certain geo-
metric random variables.

Before presenting the full proof of the necessity part of the-
orem 1, we sketch the basic ideas involved and outline it. We
first show in section 3.2 that, if we tessellate the unit square by
small squares with area of order (logn)/n, then, with a very
high probability, there are ® (logn) nodes simultaneously in
every such small square. Then we calculate the probability
that a k-filling event happens within such a small square con-
taining about ®(logn) nodes. This allows us to calculate
a lower bound on the probability that a k-filling event hap-
pens within the unit square. Our calculation shows that, if
k < c1logn, then a k-filling event will happen in the unit
square with high probability, thus proving the necessity part.

3.2. Not quite the Law of Large Numbers: A uniformity result

What we now show is that every square S in the tessella-
tion 7¢' has about ® (logn) nodes in it with high probability.
This result is uniformly true for all squares S;. However, it
is not quite a law of large numbers for the following reason.
The mean number of nodes in any S is

E[N]'] = K logn.

However the bound allows for a deviation in the actual num-
ber of nodes of order ®(logn), and not o(logn). In fact
we cannot apply the Vapnik—Chervonenkis Uniform Law of
Large Numbers to deduce the result, since it deals with a res-
olution higher than what the uniform law of large numbers
can provide.

Lemma 3.1. Let K > 1/log(4/e), and let u* € (0, 1) be the
sole root of the equation

1
—p* + (1 +p)log(l + u) = X (D

If we tessellate S by 7¢', then the following limit holds for
any u > p*:

lim Pr[max}Ni” — Klogn| < uKlogn} =1

n— 00 i

Proof. The basic idea of the proof is to consider the prob-
lem under a new assumption that the nodes are generated in
the unit square by a planar Poisson point process with inten-
sity A, = n, instead of having a deterministic numbers of n
nodes thrown into it. The main reason for doing so is that the
numbers of nodes in disjoint sets are then independent ran-
dom variables. This will allow us to compute the probability
that all squares have K logn £+ ©K logn nodes by taking the
product of the probabilities. To compute the result we will
show that the number of nodes in a square is more or less the
same whether we have a fixed number of nodes # in the unit
square, or a random number given by a Poisson process of
intensity n.

So consider a unit square on the plane with a Poisson
process with intensity A, = n. Denote the number of the



172

nodes that fall into square S by ﬁf. The total number of
the nodes that fall into the unit square is 1\71,1, which is also a
random variable.

We also introduce a sequence of iid rv’'s {Xi, k =
1,2, ...}, which are uniformly distributed in a unit square. [J
Remark 2. We have used the ceil function [-] to truncate a
real number into an integer. For clarity of presentation we

ignore this and treat \/n/(K logn) as an integer since it is
nearly so, i.e.,

2
- " (1+o0(1) +
= , asn — 4oo.
Klogn Klogn ?

Lemma 3.2. Suppose we tessellate the unit square by 7'
Then for any deterministic integer sequence {m, m5, n
1,2, ...} satisfying 0 < m’g — m'l’ < 4/nlogn, Vn, we have:

Z Ig (X)) < }

@) max
1<i<M,

W
} 2

=P Lgn (Xi) <2
r{m?x S

k=1
2} =1. (3

J/nlogn

(i) lim Pr{miax > Lon (Xp) <
k=1

Proof. The statement (i) is obvious. Let us prove (ii). Let

n = Jnlogn andm £ M, = n/(K logn). First we want to

show that

n
I
Pr{2157(xk) < 2} =1 +o<£), asn — oo. (4)
k=1 n

We have

Pr{ZISr;(Xk) < 2}

k=1

o 1 0 1 n X 1 1 1 n—1
m m m m
2 s
+C,a<z> <I_Z> = po+p1+ p
We can compute that:
Klogn
n
=exp{nl/2(logrz)l/2
Kl 2 2 2
» ogn K~<(logn) Yo (logn)
2n2 n?

Kz(logn)S/2 logn
=exp T +o0 .

and

po= exp{nl/z(log n)'/? log<1 -

K(log n)3/2
nl/2

P1

__nlogn — /nlogn K?(logn)?

_ K?(logn)?
_ K*(logn)?
K?(logn)? {
= ———€expy—

_ K2(logn)3 n 0<logn)
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K (logn)3/?

=1- 0172

Kz(logn)s/2 logn
w32 to n

1/ K%(logn)3 lo 1
(R () ()
2 n n n

1 K(logn)3/2 Kz(logn)3 ‘o logn
nl/2 2n n )’
K1
=./nlogn ogn
n

X exp{(\/nlogn -1) log<l -
3/2
= M exp{(,/nlogn - 1)

Klogn
n
nl/2

K logn Kz(logn)2 (logn)2
(- ()]

_ K(logn)*?
nl/2
3/2
xexp{—K(IZ%/Z) + Kl;)gn +0(10§n)}
K (logn)3/? K (logn)¥?  Klogn
- T( a2 n

K2(logn)3 1
L (logn) +0< 0gn>>
2n n

K (log n)3/2 Kz(log n)3 logn

- }’ll/z B n +0 n ’
Jnlogn(y/nlogn — 1) K?*(logn)?

. g g _ g

o 2 n?

X exp{(\/m -2) log<1 -

K logn
n

2 n?

X exp{(\/@ -2) 1og<1 —
> exp{(\/m -2) log(l -
+0(10§n)
S exp] (yTogn —2)
8 <_K1}c1>gn +0<105n))} +0(105n)

K (logn)/? ((10gn)3/2)}
7+0 - = -

/2 /2

Klogn
n

K logn
n

2n

1
+0( ogn)
n

2n n
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Adding them up, we get (4).
Now we have

Jnlogn
Pr{ max Ien (X)) <2
{ ‘ Y Iy (X }

k=1

n
r{miaxz Si( k) > }

k=1

>1 —ZPr{ilsln(Xk) >2}
k=1

i

=1—Mn-Pr{ZIST(Xk) >2}

k=1
1
S Y (5 T (P 1
Klogn n
=14o0(1), asn— oo. U
Lemma 3.3.
nli)noloPrHMn —n} < \/nlogn} =1.

Proof. Since E M, = n and var(M,) = n, by Chebyshev’s
inequality,

Pr||M, —n| > \/nlogn}
< Var(ﬂn) . n 1

~ - 09
nlogn

_nlogn =10gn asn — Q. O

Lemma 3.4. Consider any K > 0 and u € (0,1). If
lim,,—, oo Pr{max; [N/ — K'logn| < uK logn} = 1, then for
any @1 > W, we have

lim Pr{max |Nl” - Klogn} < mKlogn} =1. 5)
1

n—oo

If lim,,_, oo Pr{max; |1?/l?1 — Klogn| < uKlogn} = 0, then
for any wy < u, we have

lim Pr{max |N;’ - Klogn’ < ugKlogn} =0. (6)
1

n—o0
Proof.  First we prove (5). By lemma 3.3, we know

Pr{max|ﬁ;’ - Klogn’ < uKlogn}
1

> ~
= Pr{M, = j}
Jj=0
X Pr{maxW{1 — K logn| < uK logn | M, = j}
L

=( DS )pr{zqn:j}
|j—n|</nlogn  otherwise
x Pr{maxwlﬁ — Klogn| < uKlogn | M, = j}
i

= > pPr{M,=j}

|j—nl</nlogn

j
le;l(xk) — Klogn

X Pr{max
'l k=t

< uKlogn}

+o(1).

By lemma 3.2, we know that for any j such that n +
J/nlogn > j > n, and n large enough,

J
Pr{max len(Xk) — Klogn| < MKlogn}
la
J
= Pr{max le(l (Xx) — Klogn| < uKlogn;
N el

j
max Y Lsn (Xx) < 2} +o(1)

k=n+1
n
< Pr{max len(Xk) — Klogn| < mKlogn}
i 1
k=1
+o(l), asn — oo.

Similarly, for any j such thatn > j > n — /nlogn, and n
large enough, we have

J
Pr{max len(Xk) — Klogn| < uK logn}
N i
n
< Pr{max len(Xk) — Klogn| < ;“Klogn}
N i
+o(l), asn — oo.
So we get

Pr[max }]\71-" — Klogn| < pLKlogn}
1

< Z Pr{Mn = j}

lj—nI</nlogn
X (Pr{max
+ 0(1)) +o(1)

= Pr[max }1\7,1 — n| < ‘/nlogn}
1

X (Pr{ml,ax |N!" — K logn| < mKlogn} + o(l))

n

ZIS,-" (Xx) — K logn
k=1

< MlKlOg”}

+o(1)
= (14 o(1))

X (Pr{miax}Nl-" — Klogn} < mKlogn} + 0(1))
+ o(1).

Since lim,,_, oo Pr{max; |]V{’ — Klogn| < uKlogn} =1,
we deduce

lim Pr[m_ax |N{7 — Klogn| < leKlogn} =1.

n— 00 1
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The proof of (6) is similar and so we omit it. U

Lemma 3.5. For u € RT, define
Vo) £ e+ (1= p)log(1 — ),
V() £ —p + (1 + w) log(l + w).
Then
D) Ya(w) > Yp(pn) >0,V € (0, 1).

(i) For any K > 1/log(4/e), there is one and only one
root ™ of the equation Yg(n) = 1/K. Also yg(n) >
Vp(u*), Y € (u*, 1).

Proof. (i) Let ¥/ (1) £ Yo (n) — ¥p(w). Then
v'(w)=1—log(l — ) — 1 — (=1 +log(l + p) + 1)
—log(1 —pn?) >0, Yue(, 0.

Also lim,,_, g+ ¥ () = 0. So we know ¥ (1) > ¥rg(u) > 0,
Yu e (0, 1).

(ii) We have g (1) = —1 +1log(1 + p) + 1 = log(1 + p)
> 0. Also lim,,_, o+ ¥g() = 0,lim,_, |- ¥g(u) = log(4/e).
So Yrg(u) is strictly increasing on (0, 1) and its range is
(0, log(4/e)). O

Lemma 3.6. Suppose Y is a Poisson random variable with
parameter A, then for any K > 0 and u € (0, 1), we have

i) P EPr{Y —x < prl

e~ r . d=-mr

_S L D).
G (o)

as A — 00, @)
(i) PrE2Pr{Y —i>—ur}

e * . A (d+mwi 1

(1 + w))!
as A — 00, (8)
(i)  lim Pr{lY — Al > ur} =0, 9)
A—~+00

if K > 1/log(4/e) and u € (u*, 1), where u* is the root of

1
—u*+ (1 + pHlog(l 4+ u*) = —.

K
Proof. (i) By the definition of a Poisson random variable,
we have
Ak
Pl = Z He

0k (T=p)A

A( 22 A (I=m)A
- 1+)\+—+-'-+7>
2 (A= pwa)!

(I=p)r —
et (1 S
(@~ ;

(I =)l =i —1) (1 —pw))!
+ 2 ot i
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A=A 1
=et————|1+d -+ —M)(l—u— —)

(1= 0n)! a
(1—p)r—1 .
+ ]_[ ( M——>>
Y A= u)A u
pr— - —_— . )\4 .
© A= om M®

Since Y 22, (1 — w)* = 1/, for any € > 0, there is Ny =
No(e) > 0 such that

o 1 € > €
P U=—wf——<s and 30 (A-pwh<s
k=0 k=No+1

One can also choose Ay = Ag(No, €) > 0 large enough
such that

No—1 k .
€
S (-0 2) - - <5
k=0 j=0
YA > Ao.
We also have for X satisfying (1 — w)A > No,
(A—wr—1 k .
> I(1-e-1)< 3 a-wi<s
k=Ny j=0 k=No+1
VA > Ao.

Hence, for any A satisfying A > Ao and (1 — w)A > No,

1
‘Ml(k)——
"

No—1 &k

<1+Z]‘[( M——> Z(l w'

k=0 j=0
Ny ‘

1
+ (l—u)k——
(I—p)r—1 k
Y I(1-0-5)

k=N =0

<s+iiig
3T3t3se

So Mi(A) — 1/uas A — oo. Hence

Loalmwr ( )
Pp=¢e*— . — - (140(1)), asi — oo.
(A=
(ii) Similarly we have
Ak
P2 = Z Ee
k2 (1+p)A
2 (A A (+m)A+1
=e ( + + - )
(A+wa)! (1 +wr+ D!
A (d+m)A A
A A 1
((1 —l—M))\)!( (T+war+1
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N 22 L ) (iii) By Stirling’s formula, we know
A4+mWAr+2)([(A+wr+1) - - (- |
PREEDTE i 1 —ex* . pp=—ex D . . (1+0(])
et (14— . x x ot )
(1 + p)2)! i1 T (4 ) + /3 L 5 (1=
= —¢ ‘K .
por MY 2 V2r (T = A1~ p)r/e) 1=k
I+ ))! ' 1
((d+)) x L (1+0(1))
Since w
> 1 1 ! | 1+1 A
=T P\ |\ T — — MK
+ — =14 A2 (1 — i K
,; (1+ )k n |
— (1 = wrlog(l — —(1+00
for any € > 0, there is No = Np(€) > 0 such that ( ) log( )} u ( ))
AU 1 = 1 {( "
¢ - _
1+ ———(1+—-){ <=, and 2T — %
; (1+ wk ( u) 3
o x log(1 —u))) } (1+0(D))
3 L ¢ visa ’
- . <5 ~ _’ O'
e = oo (=) 2}
k=No+1 =———"—- ¢ — = »
No+ WL T P\ % Vo ()
Also one can choose 1y = Lo(Np, €) > O large enough 1
such that X (1+0(D),
N
ZO 1 where 1/ (1) is as defined in lemma 3.5.
=1 ]_[1;.:1 A+ +j/r) Also by Stirling’s formula, we can compute that
No 1 € leK . P 1
- E— - )=
l+,;(1+u)k <3 VA=l . TWeET R
- 1
We also have X exp{ [E — (= + (1 + ) log(l + M)):| '/\}
oo 1 o 1 1
< S x <1+—>(1+o(1)),
k=%o:+l [T (L + ) + j/0) kzNon (1+ wk 1 1 1
€ = .¢ R A
<30 VAo Wz I XP{[K W(M)} }
Hence, for any A > X9, we have x (1 + l)(] +o(1)),
1 Al 1 .
'M2()\.) — (1 + —)‘ < |1+ Z T . where ¥g(u) is as defined in lemma 3.5.
H i [z (@) + /) Now, by lemma 3.5, for K, i satisfying (9), we know that

No

1
(1 -
<+,;(1+M)">
A 1
Y 1+ =
,;uw)k ( 1

1 1
X Yo () < X Yp(u) < 0.

) ‘ Hence we have,

1 1y 1 1
XeK .Pr{|Y—A|>uA}=XeK “(P1+ Py) — 0,

o0
1 as A — oo. O
> [T+ )+ j/a
k=No+1 11j=1 W)+ /) . '
€ Proof of lemma 3.1. According to lemma 3.4, if we can
< 3 + 3 + 3 < €. show that for any K > 1/log(4/e),
This means that M>(A) — 1+ 1/u as A — oo. So we hm Pr{max |N” Klogn| < uKlogn} =1,
know
5 (+m)n 1 Ve (u*, 1),
Pzze_’\i-<l+—>-(l+0(l)), . .
(1 4+ w)a)! 7 where u* € (0, 1) is the sole root of the equation —u* + (1 +

as A — oo. w*)log(l + u*) = 1/K, then lemma 3.1 is true.
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Recall M, £ n/(Klogn). By invoking the indepen-
dence property of the Poisson process for the random vari-
ables Nf, Ng, . Nn/(K logn) W€ have

Pr{lgg‘/[ }N Klogn} MKlogn}

i

n

= HP [|N! — K logn| < K logn}
i=

Klogn} uKlogn}) "

})n/(Klogn)

= (Pe{| N} —
=(1-

{’N1 Klogn| > uKlogn

n
=e
*P Klogn
x log(1 — Pr{|N} — K logn| > pLKlogn})}.
If we let p, £ K log n, which is the mean value of ﬁ”,
then

Pr{max’ﬁ" Klogn| < uKlogn}
1

epn/K
= exp {
IOI‘l

-log(l — P1r{|]Tli1 — ,0,,} > u,o,,})}.
Since by Chebyshev’s inequality,

Pr{|N} — pa| > pon}
Var(N”) On 1
S wen? T en)? 2o

—- 0, n— oo,

we have
Pr[maX}N" Klogn| < uKlogn}
1

epn/K
= exp{ —
On

Hence, by lemma 3.6(iii), we deduce that

Pl = | = o) - (14 o).

Pr[max’N" Klogn| < MKlogn}—>1, asn — oo. [
1

3.3. Proof of the necessity part of theorem 1

Suppose we connect each node in G, to its € logn nearest
neighbors. Denote the resulting graph by G(n, € logn). Then
it suffices to show that for some € > 0,

lim Pr{G(n, € logn) is connected} = 0.
n—oo

Let us tessellate G(n, € logn) by 7¢', with K, u satisfying
lemma 3.1. Put a trap of size /a I, at the center of each
square of 7', where a € (0, 1) is a parameter and [, is the
size of the squares S}'. See figure 4.

According to lemma 3.1,

lim Pr[max}N" Klogn| uKlogn} =1

n—o0

(10)

So, if we let
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Si

Figure 4. A trap in a small square.

A? 2 {No (e logn + 1)-filling event occurs
in the trap of S7'},

0" £ (ki ko, ... kn): ki + ko + -+ ky, =n,
and k; >0, Vi},

then we have

Pr{G(n, € logn) is connected}
< Pr{A?, Vi}

- ¥

(k1,kp,....kp, ) EQM

- ¥

(k1.k2,....kp, ) EQ"

Pr{A}, Vi; N!' =k, Vi}

Pr{A}, Vi | N = k;, Vi}

x Pr{N]' = k;, Vi}
max; |k;—K logn|<uK logn  Otherwise

x Pr{A}, Vi | N]' = ki, Vi}-Pr{N]' = k;, Vi}

My
> (]‘[ Pr{A? | NI' = ki})

max; ki —K logn|<uK logn \i=1
X Pr{N} = ki, Vi}+ > 1-Pr{N]

Otherwise

> (]Ai[ Pr{A} | N!' = kl-}>

max; |ki—K logn|<uK logn \i=1
X Pr{Nl." = k;, Vi} +o0(1),

N

—k,,Vl}

(1)

where (11) comes from lemma 3.1.

Now, suppose N;' = k; where k; € [(1 — u)K logn, (1 +
w)K logn]. Note that actually k; i.i.d. nodes are thrown into
S?'; see figure 4. For (K, ) with (1 — u)K > 21e, we have

Pr{A] | N = k;}
=1- Pr{An (e logn + 1)-filling event occurs
in the trap of S | N} = k;}

ki
< 1 - (elogn—H,...,elogn—i—l, k,-—21(elogn+l))
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a 21(elogn+1)
[ = . (1 _ a)k,-—Zl(elogn—H)
36

< 1— (1—pw)K logn )

(e logn+1,...,elogn+1, (1—w)K logn—21(e logn+1)

a 21(elogn+1)
X\ == (1= a)k,'—Zl(elogn—i-l).
36

By Stirling’s formula, we know

( (1—pw)K logn )
elogn+1,...,elogn+1, (1—w)K logn—21(e logn+1)

((1 — w)K logn)!
(elogn)2!(((1 — WK —21€)logn)!
_ Ologlogn) (1 = w)K logn) /)1~ Klogn

((E logn)/e)2lelogn
1
“ (1 = K — 21e) logn)/e)—mK=21e)logn
= exp{O(loglogn) + ((1 — M)Klog((l — M)K)
—2leloge — ((1 — WK —2le)
x log((1 = K —21¢)) -logn}

£ exp{O(loglogn) + be, n, K) -logn}.

— e0(10g logn) |

Hence, we have,

Pr{A] | N} = ki }
< 1 —exp{O(loglogn) + Hle, u, K) - logn}

a 21(elogn+1)
% [ — (1-a ki—21(elogn+1)
(3) (1-a

=1 —expqo(logn) +q§(e, w, K) -logn

+2lelogn - log ;—6 + (ki —21elogn) - log(1 — a)}

o(logn) + qg(e, u, K) -logn + 21e log 4

=1
exXp 36

x logn + ((1+ pw)K — 21€)logn - log(l — a)}
=1—exp{¥(e,a,K,p) -logn-(1+o(D)},

where we define

V(e a, K, 1) 2 (1 - wK log((1 — wK) —2leloge
— ((l — WK — 216)log((1 - WK — 216)
+21elog % +((+ WK —2le)

3
x log(1 — a).

Let us define the set

De,a,K,u é {(6’ aa K’ M) € R4: _1 < w(f, a’ K9 /"L) < O’
(1 —wK >2le >0,ae 1),
and (K, p) satisfy lemma 3.1}.

It is easy to verify that D¢ 4 g, # ¢. Note that one set of
feasible choices is € = 0.074, K = 1973.9, u = 0.032 and
a = 0.001, whence we obtain ¥ = —0.9996.

For any (e,a,K,u) € Degk,u, there are constants
Nea,k,u > 0,and § € (0, 1), such that

Pr{A! | N! =k} <1-n"",
V(ki,n): |ki — Klogn| < uKlogn,n 2 Ne¢ g K, u-

Hence, by remark 2, (11) and lemma 3.1, for any (€, a,
Ka I’L) € DE,LJ,K,/,L,

Pr{G(n, € logn) is connected}
< 3 (1 —n=2)""Pe(N = k;, Vi)
max; ki —K logn|<uK logn
+ 0(1) — (1 _ n_(s)#ygn(l"’_o(l))
X Pr{max |N!" — K logn| < pLKlogn} +o(1)
1

(I+o(1))

< (1 =) R 1 +o(l)
1\~ Fsg (o))

- (1 - n_ﬁ) +o(l)

=o(l), asn — oo.

4. ©(logn) neighbors are sufficient for connectivity

In this section we prove the sufficiency part of theorem 1.

Definition 4.1. Disk tessellation T} (a, b). Suppose the unit
square is located with corner at the origin, as in figure 5. Let r
be such that 772 = (K logn)/n, where K > 0 is tunable pa-
rameter. We consider a grid of squares of size 2r, with corners
at (a mod 2r, b mod 2r) as in figure 5. Inside each square,
we inscribe a disk of area (K logn)/n. We call the set of all
the disks intersecting the unit square as the Disk Tessellation
7}, (a, b) (with a minor abuse of the term “tessellation”).

Similarly to the square tessellation, we name the small
disks intersecting the unit square as Df’, fori < M,. Let

Y

Figure 5. The disk tessellation 77, (a, b).
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the number of the n nodes that fall into disk S} be denoted as
N}, which is a random variable.

The proof of the following lemma is very similar to the
proof of lemma 3.1, in the sense that we can just replace
the small squares there by small disks here. So we omit the
proof.

Lemma 4.1. For any K > 1/log(4/e) and any point se-
quence {(ay, bp) € R2, n=1,2,.. 3,

lim Pr{N/" < (1 4+ w)K logn, for any disk D

n—oo
in tessellation 7} (an, by)} =1, V€ (u*, 1),

where u* is the sole root of

1
—u* + (1 +p")log(l + p*) = e (12)

Proof of the sufficiency part of theorem 1.  'We want to prove
that for any § > 0, G(n, (2/log(4/e) + ) logn) will be con-
nected in the sense of theorem 1.

According to (12), u* — 1 as K — (1/log(4/e))™. So
for any § > 0, there is a constant 8’ > 0 such that

1
log(4/e)

(14 u"K <

+&

710g(4/e) + 8. (13)

From now on, we fix the parameter K in the Disk tessella-
tion to be the one in (13), and fix w« such that

I>u>p* and 1+ wKkK < +34.

2
log(4/e)
Let r, £ /(K logn)/(mn), the radius of the disks in the

Disk tessellation. Then choose two positive constants €, 1 €
(0, 1) such that

(1+mn)logn

n

7 (r, —ern)2 > (14)

Now let us tessellate the unit square by a collection of sev-
eral disk tessellations:

1

"2 {T,’;(i €rp, j€ry), i, j=0,1,2,...,2- [—] + 1}.
€

This collection of tessellations has the following property:

e For any point (a, b) in the unit square, there is a disk in 7.
whose center is within a distance of €r, from the point; see
figure 6.

Since the number of tessellations in 7 is finite, by
lemma 4.1, we know that

Pr{ Every disk of 7" contains no more than
(2/1og(4/e) + &) logn nodes} — 1,

asn — oQ.

By the choice of r,,, € and T/, any disk with radius (1 —
€)r, and with its center in the unit square, will be contained in
a disk in the collection of tessellations 7."; see figure 6. So if
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€I

Centers of circles
of radii g,

Figure 6. Tessellation collection 7.*.

any of the disks of the tessellation collection 7" contains no
more than (2/log(4/e) +8) log n nodes of G, then each node
of G(n, (2/1log(4/e) + §)logn) will be connected to every
node that is within distance of (1 — €)r,. To complete the
proof, we need the following theorem on connectivity based
on distance.

Theorem 4.1 (Theorem 3.2 in [10]). (Let G(n,r(n)) be
the graph formed by connecting every node to its neighbors
that are within distance r(n).) Then, graph G(n, r(n)), with
7r(n)? = (logn+c(n))/n, is connected with probability one
as n — oo if and only if c(n) — oo.

Now, by (14), and the above theorem 4.1, we know
G(n, (2/log(4/e) + 8)logn) will be connected with high
probability.

So if we define B, £ {Every disk of 7 contains no more
than (2/log(4/e) + &) logn nodes}, then

Pr{g(n, (2/1og(4/e) + &) logn) is connected | Bn} — 1,

asn — 00.
Then,

Pr{G(n, (2/1log(4/e) + ) logn) is connected}
= Pr{B,}
X Pr{g(n, (2/log(4/e) + 6) logn) is connected | Bn}
+ Pr{B;}
X Pr{g(n, (2/log(4/e) + 6) logn) is connected | B,j}
= (1+oM)-(1+o(D) +o(1) - 1,

asn — oQ.

Hence we have proved the result. ]

5. A simulation study

The theoretical results of this paper are asymptotic in nature.
The question naturally arises as to how rapidly the probabil-
ity of connectedness approaches one as n is increased. Our
current theory is inadequate for this task.
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Figure 7. Simulation results for connection based on ¢ log n nearest neighbors.

To investigate this we have conducted a simulation study.
In each run, n nodes were placed randomly (uniformly iid)
in a unit square. For various values of ¢, it was determined
whether the network was connected when each node was con-
nected to its ¢ log n nearest neighbors. By repeating the sim-
ulation 1000 times, the empirical probability that the network
is connected is obtained. These empirical probabilities were
plotted for various values of n; see figure 7.

The results suggest that the critical value of c is near one.
The jumps in the plots arise because c log n is generally not an
integer. What we display is the probability of connectedness
for | clogn]| nearest neighbors when ¢ < 1, and for [clogn]
nearest neighbors when ¢ > 1.

It is an interesting question whether the critical value of ¢
is one. In any case we see that for ¢ larger than about 1.5,
the probability of connectedness increases rapidly to one for
a modest number of nodes (e.g., n ~ 30).

We also present for comparison purposes simulation re-
sults for connectivity based on distance; see figure 8. Shown
are the plots when nodes are connected to all others within a
distance /(clogn)/(mrn). In this case the critical ¢ is known
to be one (see [10]), and the plots clearly illustrate this.

To illustrate another instance of a problem with a critical
value of the preconstant determining connectivity, we exhibit
the results for Bernoulli random graphs; see figure 8. Here
an edge is drawn between a pair of nodes with probability
(clogn)/n. Again it is known that the critical value of c is
one (see [12]), and the plots illustrate this too. Note how-
ever that Bernoulli random graphs do not model wireless net-
works.

6. Concluding remarks

As the number of nodes participating in a wireless network
increases, the number of nearest neighbors each is connected
to should not remain constant. Otherwise one obtains a dis-
connected network. In fact the number of nearest neighbors
needs to grow like ®(logn). This contrasts with some pre-
vious studies in the 1970s and 1980s which recommended
various “magic numbers” of nearest neighbors (three, six,
seven, eight etc.). However that will result in network dis-
connectivity with probability approaching one as the num-
ber of nodes increases. We have shown that asymptotic con-
nectivity results when every node is connected to its nearest
5.1774 logn neighbors, while asymptotic disconnectivity re-
sults when each node is connected to less than 0.074 logn
nearest neighbors. Simulations suggest that there may be a
critical value of ¢, and that it is close to one. However our
theory is inadequate to resolve this, and it remains an open
problem. In any case when ¢ > 1.5, the probability of con-
nectedness increases to near one even for modest n. These
results should guide schemes for power control, media access
control and routing in ad hoc networks; see [19].
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