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Abstract— Nowadays, there are many problems whose complexity is much higher than the capabilities
of modern information technologies. Such problems arise in economics, ecology, managing state-level
infrastructures and global computer and telecommunication systems, ensuring the safety of society,
and in many other fields. Even though these problems seem to be quite different, they have many com-
mon features, which imply common difficulties in their solution. These features are as follows: they
are large-scale problems, they are open, have unpredictable dynamics and complex structure, include
mobile components, and some others. The management in such systems is a challenging task, which
requires a revision of modern views, models, architectures, and development technologies. A response
to this challenge is the increasing activity in the field of principles and mechanisms of self-organization
and in the software tools for their development. Although the paradigm of self-organizing control sys-
tems is not new, it is now at a new step of development, which involves, in particular, its integration
with the multiagent system paradigm. The purposes of this paper are to analyze the state-of-the art in
the field of multiagent self-organizing systems, to provide a critical review of the available applica-
tions, analyze development techniques, and generalize the results obtained in this field. The paper
consists of two parts. In the first part, we discuss the modern interpretation of the principles of self-
organization is analyzed, and the reasons for which the integration of these principles with the
achievements in the field of multiagent systems provides a new impetus to the development of infor-
mation technologies in the context of most complex modern applications. A systematization and
description of the self-organization models and mechanisms implemented in the framework of the
multiagent architecture is given, and biological self-organization mechanisms are discussed. Applica-
tions of self-organizing multiagent systems in telecommunication, gridl resource management, and
routing in computer networks with dynamic topology, as well as applications in distributed learning
and in detecting intrusions into computer networks are described.
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INTRODUCTION

The main trends in the development of modern information technologies are in many respects deter-
mined by most important practical challenges, which often are of global importance. Such challenges
arise in economics, ecology, managing global computer infrastructures, ensuring the safety of society and
individuals, and ensuring a high standard of living in a broad sense. In the last decade, due to the economic
globalization and ecological problems, increased level and qualitative change in safety threats, and
because of increasing differences in the living standards in different countries, these challenges become
more complicated and, on the other hand, their importance increases. In this context, the achievements
in computing and network technologies provide new possibilities but also advance new demands for infor-
mation technologies.

The problems mentioned above and software systems used for their solution seem to be very different;
however, they have many common features, which actually determine the requirements for modern infor-
mation technologies and determine the trends in their development. Among these common features, a
most important one is that the problems are large-scale. Typically, such systems consist of a huge number
of autonomous entities, which can amount to thousands, millions, and even more entities. Often, these
entities are distributed over space and form a network structure; they may pursue their own local goals,

! Grid is a virtual (geographically) distributed supercomputer consisting of loosely coupled heterogeneous networked computers
that together perform a flow of tasks. Grid computing is a form of distributed computing on a grid in which the selection of a
particular computer to perform a task is made by the grid management system.
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which may differ from the global goals of the whole system; however, they have to interact or are interested
in interaction for various reasons. The software implementing such systems must be open because the con-
stituent autonomous entities may leave the system or enter it at any time, and the links between them may
change; thus such network systems are dynamic both in their composition and topology. The individual
autonomous entities have only very limited knowledge about the other components of the network, about
their goals and capabilities, and about the network topology as a whole. Typically, such systems operate in
a dynamic environment, and each entity can sense only a limited set of characteristics of its close neighbor-
hood. Other specific features occur when the system components (the constituent autonomous entities)
are mobile and have a limited communication range. It is unrealistic to implement optimal control (far
less, centralized optimal control) of such systems. This is unrealistic not only because of the huge size of
the control problem, the unpredictability of its dynamic structure, the dynamics of the environment, and
the diversity of the goals of the constituent entities, but also for organizational reasons; indeed, the system
may lack a common control center. For example, the systems based on the Internet have no common con-
trol center.

Under these conditions, it is clear that a completely new approach to control methods and architecture
of complex systems should be used and new information technologies should be developed. The practical
implementation of the systems mentioned above is a challenge, which requires many modern views,
methods, models, and design and software development tools to be revised. The comprehension of this
fact is reflected, in particular, in the new initiative in the field of information technologies formulated in
the common project of the G8 countries called Interdisciplinary Program on Application Software towards
Exascale Computing for Global Issues [1]. This project assumes joint effort of researchers from different
countries to develop a new paradigm for designing software and creating infrastructure and software devel-
opment tools and exascale computer systems able to effectively solve global issues.

A modern response to this challenge is considerable intensification of research concerning the princi-
ples, models, and mechanisms of self-organization, as well as software designed for developing self-orga-
nizing systems. Although the term self-organization was already used by Descartes, in cybernetics the con-
cept of a self-organizing system was introduced by Ashby [2], who defines it as a system able to modify its
own structure. Somewhat later, the concept of self-organization as a means of interaction of a system’s
elements via the environment was introduced by Grassé [3], who studied the social behavior in colonies
of insects. In particular, he studied the coordination mechanisms in termites’ behavior when they build a
nest. For such a type of self-organization, he introduced the term stigmergy. Presently, this term is used for
the description the self-organization mechanisms in which the autonomous entities composing the system
do not interact directly.

In 1959, the first interdisciplinary conference on self-organization was held in the USA [4]. It collected
almost all leading researchers in cybernetics of that time, among them Rosenblatt, McCulloch, Newell,
Simon, and others; later, they became world-wide authorities in artificial intelligence. At this conference,
fundamental problems in the field of self-organization were formulated, but their solution became possi-
ble only much later. The problems discussed at this conference mainly concerned machine learning,
automata behavior, logical models of problem solving, selection, and so on. Much effort was focused on
feedback from the environment. The importance of studying the principles of reliable operation of biolog-
ical systems and neuron-like structures was emphasized, as well as the importance of network organization
of components of self-organizing systems. The subject of this discussion was well ahead of its time. For
example, in Foerster’s paper, some ideas concerning the thermodynamic concept of self-organization
were presented, even though in an implicit form. This concept was clearly formulated by Prigogine
17 years later (see [5]) as the process of emerging order out of chaos in an open system when it absorbs
energy from the outside.

It is worth noting that self-organization as a phenomenon in its own right is studied not only in cyber-
netics but also in physics, chemistry, biology, ecology, economics, artificial systems, and so on. The ideas
and directions of research in these fields are described, for example, in [6]. For a long time, self-organi-
zation and self-organizing system did not attract much attention. A surge of interest in such systems began
in the end of the 1990s due to the emergence of applications where such a model was very attractive espe-
cially in combination with multiagent systems (MASs). In the last decades, the interest in self-organizing
MASSs has been rapidly increasing, and by now a separate promising research and application field in
information technologies has formed although very recently these studies were uncoordinated and
concerned only successful attempts at conceptualization and algorithmization of specific multiagent
applications.

A significant attempt at the generalization of results and structuring the research in this field was made
in the European AgentLink project,2 where a working group for studying self-organizing MASs was cre-

2 http://www.agentlink.org/index.php.

JOURNAL OF COMPUTER AND SYSTEMS SCIENCES INTERNATIONAL Vol. 51 No.2 2012



258 GORODETSKII

ated. This group in many respects determined the modern directions of research in the field of self-orga-
nizing MASs and gave impetus for its further development.

The theory and practice of self-organizing MASs is nowadays at the stage of making and rapid devel-
opment; some results have already found an application. Several dedicated volumes of collected articles
have been published by Springer (LNAI 2977, LNAI 3910, LNAI 5918, and others). International work-
shops, seminars, and conferences devoted to this topic are organized annually. The set of possible appli-
cations of self-organizing MASSs is increasing. In particular, this model seems to be promising in such
application classes as security of computer networks, grid systems management, distributed planning and
scheduling in transportation logistics, managing complex production facilities, managing sensor net-
works, mobile computer and communication systems, managing electric networks, information process-
ing, advising in intelligent space models, and many others. As a special subfield, the technology and tools
for the development of self-organizing MASs evolves (see [7—15]).

The purpose of this paper is to provide an introduction to the state-of-the-art in the field of self-orga-
nizing MASs, a critical survey and generalization of the basic results, including those obtained by the
author, systematization of self-organization models and mechanisms implemented in MAS architectures, and
give a brief description of numerous applications developed with the use of self-organization principles.

1. SELF-ORGANIZATION, EMERGENCE, AND MULTIAGENT SYSTEMS
1. 1. The Concept of Self-Organization and Its Properties

The term self-organization is composed of two words—self, which emphasizes the basic internal motive
(typically distributed) processes of local interactions between the system’s components, and organization,
which is interpreted as the set of relations between the components determining both a structure on the
set of components and their interaction in the course of operation.

According to a conventional definition, self-organization is a mechanism or a process enabling a sys-
tem to change its organization without explicit external control during its operation [16]. It is emphasized
in this definition that self-organization emerges and changes only due to internal interactions.

A self-organizing system in which there is no explicit external or internal centralized control is said to
be strong. If a system has an explicit internal (central) control, it is said to be weak [16]. In more detail,
self-organizing systems are determined by the following set of properties [16]:

Autonomy, that is, absence of external control.

Global order (organization, structure), which appears in the system due to internal local interactions
between its components.

Emergence, that is, properties that are observed only at the global level but cannot be deduced from
examining the individual behavior of the system components.

Dissipation, which is a kind of dissipation of some “energy” in the unstable states of the system in the
absence of external perturbations, which causes the system to go to certain stable states, in which its emer-
gence properties are observed.

Nonlinear dynamics, instability, and sensitivity to the initial states and small variations of the parame-
ters. As a result, small changes in the initial state and the parameters at certain critical points of the state
space can cause significant changes in the system behavior; furthermore, this property cannot be under-
stood by examining the behavior of the individual components and their interactions.

Multiplicity of stable states (they are called attractors).

Redundancy of components and their interactions, which makes the system insensible to local damage of
its components (fault tolerance).

Adaptation, which is the ability to modify its behavior and go to a new stable state as a response to
changes in the organization of the system’s environment; in this case, the system behavior often changes
in a jump.

Complexity, which arises due to the fact that self-organizing systems typically consist of a large number
of components and their global properties and behavior are irreducible to a combination of the properties
of individual components.

Simple component interaction rules, which result in the complex behavior of the system as a whole; fur-
thermore, this behavior is not implied by the description of the interaction rules.

Hierarchical pattern: a self-organizing system is described at least on two hierarchical levels—the local
component interaction level and the metalevel on which its emergence properties are described.

In future, the properties of self-organizing systems can be extended by including self-diagnostics, self-
recovery, self-reproduction, and other properties (see [17]). Notice that, if a self-organizing system is con-
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Fig. 1. School of fish. An example of combined manifestation of the properties of emergence and self-organization (bor-
rowed from [19]).

sidered as a distributed network system, then its organization can be either described explicitly or emerge ad-
hoc. We also emphasize that the individual interacting components of the system must be distinguishable.

1.2. Self-Organization and Emergence

The concept of emergence has no unambiguous definition in the literature. Typically, emergence is
defined as the appearance of a global order, structure, property, or another pattern on the macrolevel as an
integral result of the local interactions of the system elements. An example of emergence in physics is tem-
perature, which arises from the chaotic motion of molecules at an average speed. Another example is given
by convection, which corresponds to the statistical ordering of molecule motion according to the temper-
ature gradient. One more example is the magnetic field as a result of a coherent spin orientation. An exam-
ple from biology is the visible motion of a flock of birds or a school of fish (see Fig. 1), which is formed
from the motion of the individuals whose interactions obey certain rules.

The following properties of emergence are usually described as the basic ones:

Novelty, which implies that the phenomenon cannot be described in terms of the microlevel compo-
nents.

Coherence, which is a consequence of local interactions.

Macrolevel manifestation (with respect to the generating components).

Dynamics, which emerges in the course of interactions but is not specified in advance or from without.

Robustness, which is the ability to maintain the system’s state under external and internal disturbances.

Ostensivity, which is the ability to explicitly demonstrate itself in a certain way.

The concept of emergence is not always related to the concept of self-organization. Most authors con-
sider these concepts as independent ones (e.g., see [18]). For example, the motion of a school of fish is a
self-organizing process with emergence. It can be observed visually and emerges as a result of adhering to
some local rules, which are reduced to maintaining an average speed and direction by all the participants
of the motion and to maintaining a certain distance between the individuals (Fig. 1). In the case of tem-
perature and magnetic field, we have only the emergence phenomenon. An example of a self-organizing
system that has no emergent properties is the system for forecasting floods on the Rhone; this example is
considered in the second part of the present work.

The main similarity in the concepts of emergence and self-organization is that both are dynamic pro-
cesses, which are characterized by the increase in order, are caused by local interactions on the microlevel,
and manifest themselves on the macrolevel. The difference in these concepts (see [18]) is that emergence
is robust with respect to the set of components whose interaction causes this phenomenon (some compo-
nents may appear or disappear, but the emergence pattern persists); in distinction, self-organization is an
adaptive process. Notice that adaptation manifests itself in that the system goes to a new stable set by
changing its behavior and organization when the system and (or) the environment undergo certain
changes.

The practice shows that the coexistence of self-organization and emergence in a complex system is
quite natural. Self-organization enables a complex system consisting of a large number of simple elements
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that have limited information to adapt itself to the dynamic environment based only on the local interac-
tions of its elements. The interactions must be specified in such a way as to ensure the desired emergence
properties of the system as a whole, for example, to optimize its most important quality.

1.3. Self-Organization and Multiagent Systems

The software of most prototypes of self-organizing systems developed by the present time is imple-
mented in the MAS architecture, which is quite natural. Indeed, the main requirements for the software
implementation of a self-organizing system are as follows:

Its components must be autonomous; that is, they must be able to control their own behavior aimed at
achieving local goals without external intervention.

They must be able to perceive the external world and locally affect it.

They must have a software or physical environment for distributed interaction.

They must be able to maintain the system organization (relationships between different autonomous
components) and have means for the behavior coordination.

Presently, MAS is the only paradigm that has all the necessary means for fulfilling the above require-
ments for self-organizing systems. For that reason, the main development of the principles, methods, and
models of self-organization as well as their software implementation goes in the framework of MASs, as
has been mentioned in the Introduction.

2. CLASSIFICATION OF SELF-ORGANIZATION MECHANISMS
IN AGENT-BASED SYSTEMS

Presently, there is no conventional classification of the self-organization mechanisms. Different
researchers use different features for such a classification. Some of the proposed classifications do not
make it possible to unambiguously assign each mechanism to one particular class. The reason is that many
mechanisms are borrowed from biology, where the self-organization processes are complicated and many
of them combine several principles. For that reason, the classification principles and the corresponding
classifications described below should only considered as an attempt at their systematization. In [19], tax-
onomy of self-organization mechanisms is formed as a result of answering three questions. We now
describe this taxonomy.

1. Which information is exchanged when local entities (agents) interact? Two types of such information
are distinguished. The first one includes the so-called markers. The interaction based on markers is char-
acterized by the fact that the agents explicitly exchange symbols, signals, and the like having special mean-
ing; the semantics of these signals is identically interpreted by all the agents. These can be voice signals
(for example, danger voice signals in a flock of birds), chemical substances giving out odor (such sub-
stances are called pheromones), and the like. The other type of information is the so-called sematectonic
information, which is interpreted by the entities more or less unambiguously (most often as a similarity).
For example, when insects sort objects by putting them in a certain place, by putting an object next to
another an agent implicitly indicates that this is a place for similar objects. This interaction mechanism
does not require attaching markers to messages sent in the course of the interaction and it does not require
a marker recognition mechanism; therefore, sematectonic interactions are less costly; however, markers
provide a more expressive mechanism. The sematectonic mechanism can be transformed into the marker-
based mechanism, while the converse is not always possible. Another important difference in these mech-
anisms is that, in the case of sematectonic interactions, the agents must have a common environment (for
example, a visual one) in which the meaning of the information can be directly communicated to the
receiving agent. In the case of markers, the information can also be transmitted by seeking addressee with
the help of mediators.

2. What is the flow of information ? The information flow is generated by an agent at one of the environ-
ment points, while the other agents may be located at different places in the environment. Therefore, they
must seek this information. For example, agents may leave data tuples in the common information space
and the other agents must seek these data using, for example, pattern matching techniques. In this case,
the message has no specific addressee, and the interaction occurs serendipitously.

Another possibility is the diffusion of information in the environment, when the information is trans-
mitted simultaneously to a large number of agents. An example is broadcasting, when the agents listen to
the environment and those of them who here this signal can interact.

3. How the received information is used ? There are two variants of using the information. In the first one
(called trigger-based), the reception of certain data triggers a specific agent activity. This variant is also
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called event-driven, and it is one of the standard methods for coordinating the agent behavior. For exam-
ple, the received information can contain an instruction to go to a position with the specified coordinates,
which is properly performed by the recipient. In the second variant (called follow-through), the received
information implies a chain of actions of the recipient. For example, the coordinating agent leaves a trail
which the recipient agent (or agents) must follow.

However, the majority of researchers use the classification of self-organization mechanisms proposed
in [20, 21]. In it, the self-organization mechanisms are classified as follows.

1. Mechanisms based on direct interaction between agents. In these mechanisms, the local interactions
occur directly between agents. In this case, an organization (structure) of the agents may already exist, and
the goal of the interactions is to improve its properties. In a particular case, there may be no structure on
the set of agents in the initial state; rather, it can emerge in the process of local interactions between the
agents. This model is more often used when a spatial organization must be created and maintained on a
set of autonomous agents (see [22]).

2. Mechanisms based on indirect interaction between agents. In this case, each autonomous agent affects
the environment (changes it), and the other agents perceive these changes and modify their behavior by
certain rules based on this information. A typical example of this mechanism is self-organization in an ant
colony in seeking food; this example is a biological prototype of a wide class of self-organization mecha-
nisms, which has already been mentioned; it is known as stigmergy. This mechanism is used in many prac-
tically important applications.

Both agent interaction mechanisms can be implemented using one of the algorithms described below.

1. Mechanisms based on reinforcement learning. In this case, the driving force of the self-organization
process is a utility function also called reward function. The agents try to modify their behavior so as to max-
imize their reward. The organization emerges and is maintained due to the adaptation of the agents'
behavior so as to maximize the reward function. Typically, each agent in such systems has its own local
utility function, which determines the reward, and the system as a whole has a global utility function of
which the agents are not aware. Typically, a virtual payment is used as the local utility function; this pay-
ment depends on the agent’s behavior, and it tries to maximize it. The result of the self-organization pro-
cess is a structuring or factorization of the set of agents, which can lead, for example, to reducing the work-
load on the communication component (in routing problems), increasing the accuracy of prediction of a
certain characteristic of the system’s global behavior (e.g., the accuracy of flood forecasting), and the like.
If the system operates in a dynamic environment when the topology of the set of agents is dynamic, the
agents’ behavior changes with time; hence the self-organization is a continuous process of changing the
system organization. It was shown in [23] that the mechanisms of this type suit well for distributing tasks
between agents and for forming groups of agents performing similar tasks. Generally speaking, the rein-
forcement-based self-organization mechanisms are also studied in the domain of research called distrib-
uted reinforcement learning [24].

2. Cooperation-based mechanisms. In such systems, self-organization is achieved due to local interac-
tions between agents with the aim to cooperate. The agents must interact in a friendly way demonstrating
altruistic behavior. For example, such a mechanism is used in the model proposed in [13, 25]. This mech-
anism is known as AMAS theory (Adaptive Multi-Agent Systems theory). The self-organizing flood fore-
casting system discussed in the second part of this paper is a prominent example of this mechanism. In this
theory, which aims at solving applied problems using the self-organizing cooperation of agents, local
cooperative actions of the agents are used. It is assumed that the agents have certain skills, are able to com-
municate, have some knowledge about some other agents (neighbors), and have criteria for detecting sit-
uations in which conflict resolution requires special agent cooperation mechanisms (they are called non-
cooperative situations (NCS)). Such situations are dangerous for the organization. All the NCSs are clas-
sified into three groups:

(1) obscure information is received from the environment,

(2) the received information does not stimulate the agent to perform any actions,

(3) the agent’s action is useless for the other agents.

The list of NCSs is determined at design time. When an agent finds itself in such a situation, it tries to
return to a cooperative situation in which processes comply with their purpose. This is done using the
actions chosen by this agent’s self-organization mechanism, which leads to modifications in the system
structure. However, all the NCSs must be determined in advance, and the corresponding actions must be
planned at design time. In the second part of the present work, this model of the self-organization mech-
anism will be considered in detail using the flood forecasting system as an example.

3. Mechanisms based on the use of gradient fields. Such mechanisms underlie many practically impor-
tant self-organizing MASs, and they borrow ideas from physics and biology. Examples of gradient fields in
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physics are gravitational, electric, and electromagnetic fields. In biology, a prototype is morphogenesis,
when the behavior of an organism based on the local interaction of a large number of identically pro-
grammed cells (see [26]) is controlled by a chemical substance whose characteristics depend, for example,
on the distance to the substance generating source or on the gradient of the substance concentration. In
morphogenesis, the chemical substances scattered between the cells control their behavior using local
estimates of gradient perception of the scattered proteins, which provide information about the relative
(with respect to the substance source) position of the cell and about the direction (morphogen gradients).
Cells use various morphogens whose concentration controls the specialization of various metabolic pro-
cesses.

In agent-based systems that use this self-organization mechanism, an analog of the field and its gradi-
ent is a data structure representing the computational (digital) gradient field. In the agents’ operating
environment, this data structure must be represented in such a form that provides access for other agents
(its perception by other agents) at each point of the environment. Examples of such a structure in the form
of UML class diagrams and their informal description can be found in [9].

In the general case, the gradient field is described by its name, contextual information (e.g., the loca-
tion in space and the numerical value of the field strength at this location), and a field propagation rule,
which determines the change of the field strength in this space. The field is initiated by a source, which
can be a place in the environment, other agents, or other entities of the system. The field carries informa-
tion about the environment and (or) about the gradient field source. The agents' operation environment
can be responsible for the field propagation from the source to the environment agents according to the
rule of its variation. The gradient can grow with increasing distance from the source (in this case, it is zero
at the initial point) or decrease. The field can be also propagated by the agents. In this case, the agents
retranslate the field to their neighbors and modify its strength. The process of translating the field from
agent to agent repeats until the field strength becomes lower than a certain threshold; then, it is set to zero.
Thus, a shape of the field is formed in the space, which carries context-dependent information needed for
coordination. An agent that is located at a particular place perceives parts of the gradient field from its
neighbors and selects a behavioral strategy (a deterministic or a random one) controlled by the resulting
field. This agent somehow interacts with its neighbors (e.g., moves towards them, sends messages through
them, requests information from them) but the source of the coordinating information is the gradient field
and its local characteristics that are perceived by each agent. In the general case, the key concepts of the
model are as follows (see [27]):

1. Contextual information is represented by a computational field (co-field) spread by agents and or by
the infrastructure, and the agents must be able to perceive it.

2. A coordination policy, which enables the agents to use field shape to coordinate their motion
(or, more generally, their behavior).

3. Application-specific coordination, which is realized by the agents in the global context.

Consider these aspects of the gradient field in more detail.

A computational field (co-field) is represente