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ABSTRACT
Statistics show that most vehicles spend many hours per
day in a parking garage, parking lot, or driveway. At the
moment, the computing resources of these vehicles are un-
tapped. Inspired by the success of conventional cloud ser-
vices, a group of researchers have recently introduced the
concept of a Vehicular Cloud. In this model each vehicle
is a computation node. The main difference between tra-
ditional cloud computing and vehicular cloud computing is
in availability of nodes. In vehicular cloud as opposed to
traditional cloud nodes are not available all the time. Ran-
dom arrival and departure of vehicles create a dynamic en-
vironment in terms of resources availability. We present a
scheduling model for vehicular cloud based on mixed integer
linear programming. This model uses migration in order to
prevent interruptions that may be caused by random depar-
ture of vehicles.

Categories and Subject Descriptors
H.4 [Vehicular Clouds]: Vehicular Networks, Cloud Com-
puting, Linear Programming

Keywords
cloud computing; vehicular clouds; scheduling; linear pro-
gramming; resource management

1. INTRODUCTION
Nowadays, vehicles are beyond transportation machines.

In fact they are the machines with high computing powers.
People can get different services (navigation, weather fore-
cast, entertainment, etc) while they are in the vehicle as a
driver or passenger. In the other hand advances of cloud
computing have encouraged companies and users to move
their computations, IT services or digital entertainments to
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the cloud. The main factor of cloud computing is compu-
tation power. Vehicles in parking lots could be potential
resources for computation power [1–3].

Olariu et al through series of researches introduced a new
concept Vehicular Cloud Computing [4–6]. Vehicular Cloud
(VC) is a network of vehicles in parking lot that can provide
computation services to users. In this model each vehicle
is a computation node. Some of the applications of VC
are: datacenter at the airport, data cloud in parking lot
and datacenter at the mall.

Traditional cloud includes large numbers of servers. These
servers are established in cloud infrastructure and are avail-
able to provide service anytime unless there is a failure.
Failure can be from software or hardware. In other words
traditional cloud has static environment in term of compu-
tation power unless there is a failure. In contrast VC has
dynamic computation nodes. Vehicles which are the compu-
tation nodes can arrive or depart any period of time which
makes VC a dynamic environment in terms of computation
power. Random arrival and departure of vehicles may in-
terrupt the jobs that are running. In this paper we present
a model for scheduling in VC that prevents interruption in
job execution. This model is based on migration.

The remainder of this paper is organized as follows. In
Section 2, we describe migration and different scheduling
approaches. In Section 3, we present our approach with an
example. Section 4 gives the details of implementation and
experiment result. Conclusions is given in section 5. Future
work is presented in section 6.

2. RELATED WORK

2.1 Virtualization
Virtualization, in computing, is a simulating techniques

that provide a layer between hardware and operating sys-
tem. This layer can provide a virtual resources (e.g., CPU,
storage, network, etc). In other words virtualization pro-
vides a logical view of resources rather than physical view.
The main idea of virtualization is to utilize the resources.
Virtual machine (VM) is the main factor of cloud comput-
ing. In other words cloud computing has been developed
based on VM technology.

IT administrators use virtual machine migration in data
centers and clusters to manage load balance, handle failure
and lower maintenance cost [7]. Virtualization is a solu-

7



tion for migrating computation between different physical
servers. There are two types of virtual machine migration:
Live Migration and Cold Migration. In live migration oper-
ating system and application can be transferred to different
physical machines while they are running. In cold migra-
tion operating system and application are suspended before
transferring to physical machines. In our approach, we use
live migration in order to transfer VMs to different physical
machines. In our model each vehicle is physical machine or
computation node.

2.2 Scheduling
Scheduling problem has been a topic for computer science

operations research from mid-twenty century. Job schedul-
ing problems are defined as allocating limited resources to
jobs in order to optimize the objective function. In terms of
computational complexity, most of the job scheduling prob-
lems are classified as NP-hard problems. NP-hard problem
can be solved in polynomial time using a non-deterministic
Turing machine. Different solutions have been presented
for scheduling: artificial intelligence, priority rules, heuris-
tic algorithms (e.g., GA, PSO, etc) and operational research
which includes simplex method, cutting plane, branch and
bound.

2.2.1 Operational Research
In operational research method, problem is separated from

solving algorithm. Problem should be defined based on
mathematical model and solving algorithm (e.g., simplex
method) is used to solve the problem.

2.2.2 Priority Rules
There are different types of rule-based algorithms like

First Come First Service (FCFS). Shortest Processing Time
(SPT). Longest Processing Time (LPT) etc. Some of these
algorithms have been used in CPU scheduling. Priority rules
are efficient in terms of execution complexity but in some of
the large and complex environment optimal solution can not
be found by using priority rules [8]. Priority rules are ex-
tracted based on analyzing different experiments. Therefore
efficiency of the rules depends on the experiments. priority
rules cannot be adapted to all environments [9].

2.2.3 Heuristic Algorithms
Heuristic algorithms have been developed based on the bi-

ology principles. Based on these principle solutions should
evolve during each generation. Evolution of the solution
leads to optimal or near optimal solution. Genetic algorithm
(GA), taboo search algorithm and simulated annealing al-
gorithm are examples of heuristic algorithms.

2.2.4 Artificial Intelligence
Neural Network and constraint programming are exam-

ples of artificial intelligence scheduling method [10]. One
of the advantages of artificial intelligence method is consid-
ering the changes in environment and responding to these
changes.

There are combined methods which apply two different
scheduling algorithms like priority rules and heuristic algo-
rithms in order to create an efficient scheduling algorithm.
In our approach we use linear programming model that be-
longs to operational research class.

2.3 Linear Programming
Linear programming has been introduced in early mid-

20th century [11] and is highly structured mathematical
model. In this model objective function and constraints are
linear. Each constraint can be a linear equality or inequal-
ity. Objective function is a mathematical function of deci-
sion variables that measures the performance of the solution.
Based on the decision variables, model can be classified into
linear programming, integer linear programming or mixed
integer linear programming. In linear programming [11] de-
cision variable are non-integers. Integer programming is an-
other version of linear programming that decision variables
are integer values. The model that some of the decision vari-
ables are integer and some of them are non-integer is called
mixed integer programming. Both integer programming and
mixed integer programming mathematical models are linear
programming model. In linear programming solving algo-
rithm and problem model are separate form each other. In
other words by changing the problem model, there is no need
to change the solving algorithm. This feature makes linear
programming a flexible approach. Different version of prob-
lem can be defined by adding or modifying the equations
without changing the solving algorithm.

2.4 Migration
In a typical vehicular cloud (e.g. airport parking lot) ve-

hicles arrive and depart in different period of time. As we
mentioned vehicles are the computation resources in vehic-
ular cloud. Therefore computation resources are dynamic
in terms of availability. In order to handle the interruption
which is caused by vehicle’s departure, we use migration. In
VC migration is a process of transferring a job from one ve-
hicle to another vehicle or server. We present an approach
for job scheduling in dynamic environment in terms of com-
puting resources. Our model is based on mixed integer linear
programming.

3. OUR APPROACH

3.1 Problem Definition
Our scheduling problem can be defined as a parallel ma-

chine scheduling. In this type of problem, jobs are assigned
to several parallel identical machines. This type of schedul-
ing includes combination and permutation. Permutation is
assigning jobs to machines and combination is for defining
different sequence of jobs on each machine. There are m
identical parallel machines and n jobs with known process-
ing time. This work investigates a job scheduling problem
involving non-preemptive tasks with known processing time
where job migration is allowed. Assigning a job to resources
is valid if job has been executed fully and continuously (no
interruption). A job can not be executed in parallel. In this
work resources are dynamic in terms of availability.

In our approach, the determination of an optimal job
schedule can be formulated as maximizing the utilization
of VC and minimizing the number of job migrations. Uti-
lization can be calculated as a time period that vehicles have
been used as computation resources.
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3.2 0-1 Model Description
In this model we define a decision variable Xijk. i is the

index for jobs. j is the index for hour slots. Each parking
spot has an ID and k is the index for parking spots in parking
lot. Xijk value is one if job i has been assigned to a vehicle
in parking spot k at time slot j. Otherwise value for Xijk

is zero. In this model parking lot has constant number of
parking spots. The first part of the objective function for
this model is the following:

∑

ijk

Xijk ∗ (PMAX)jk (1)

PMAX is a matrix that shows the parking occupancy. Each
element of this matrix can have value either 1 or -1. Value 1
means that a vehicle will be available as a computation node
in parking spot j and hour slot k. Value -1 means in parking
spot k and hour slot j vehicle is not available. Constraint 2
is for defining that each parking spot in a specific hour slot
can not have more than one job.

∀j, k
∑

i

Xijk ≤ 1 (2)

Di is the duration of job i. Constraint 3 shows that a job
will be assigned to resources if it is executed fully. Otherwise
it will not be assigned.

∀i
∑

j,k

Xijk −Di ∗ yi = 0 (3)

yi is for implementing OR operator and can have value 0 or
1. Constraint 4 shows that a job can be executed only on
one parking spot in specific hour slot (No parallelization).

∀i, j
∑

k

Xijk ≤ 1 (4)

Constraint 5 determines the starting time of job i.

∀i, j, k Xijk ∗ Si ≤ j ∗Xijk (5)

Si is starting time for job i.
starting time of jobs are used in constraint 12 to enforce
continues execution of jobs. Constraint 5 is not linear con-
straint. We replace a set of linear constraints that enforce
constraint 5. Followings are constraints that are used to
replace constraint 5. We define a new variable Wijk that
replaces the product of two variables Xijk and Si.

Wijk = Xijk ∗ Si (6)

Wijk −Xijk ∗ j ≤ 0 (7)

Wijk −Xijk ∗NHS ≤ 0 (8)

Wijk − Si ≤ 0 (9)

Si −NHS +NHS ∗Xijk −Wijk ≤ 0 (10)

Wijk ≥ 0 (11)

NHS is number of hour slots. following constraint is for
executing the units of job continuously.

∀i
∑

j,k

Xijk ∗ j − SiDi = 0.5(Di)
2 − 0.5Di (12)

Equation 13 is second part of objective function. In our
model we minimize equation 13 in order to minimize the
number migrations.

∀i
∑

i

(Maxi −Mini) (13)

Maxi is the variable that defines the parking spot with the
highest ID number which has been assigned to job i. Mini

is the variable that defines the parking spot with the lowest
ID number which has been assigned to job i. In second
part of objective function we try to minimize the distance
between Maxi variable and Mini variable. By minimizing
the second part of this objective function, number of the
parking spots that have been assigned to job i will decrease.
This will decrease the number of migrations. In other words
a job tends to be executed on minimum number of parking
spots. Here we define the Mini and Maxi:

Mini ∗Xijk ≤ Xijk ∗ k (14)

Maxi ∗Xijk ≥ Xijk ∗ k (15)

Constraint 14 will enforce the definition of lowest parking
spot ID to Mini. Constraint 15 will enforce the definition
of highest parking spot ID to Maxi. Since constraint 14
and 15 are not linear we define a set of constraints to con-
vert constraint 14 and 15 to linear constraints. We define a
new variable Qijk that replaces the product of two variables
Xijk and Mini. Following are the constraints for converting
constraint 14 to linear constraint:

Qijk = Xijk ∗Mini (16)

Qijk −Xijk ∗ k ≤ 0 (17)

Qijk −Xijk ∗NM ≤ 0 (18)

Qijk −Mini ≤ 0 (19)

Mini −NM +NM ∗Xijk −Qijk ≤ 0 (20)

Qijk ≥ 0 (21)

NM is number of machines. We define a new variable Rijk

that replaces the product of two variables Xijk and Maxi.
Following are the constraints for converting constraint 15 to
linear constraint:

Rijk = Xijk ∗Maxi (22)

−Rijk +Xijk ∗ k ≤ 0 (23)

Rijk −Xijk ∗NM ≤ 0 (24)

Rijk −Maxi ≤ 0 (25)

Maxi −NM +NM ∗Xijk −Rijk ≤ 0 (26)

Rijk ≥ 0 (27)
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Figure 1: Scheduling 0-1 Model (Jobs’ Specification)
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Figure 2: Parking Occupancy Model

4. IMPLEMENTATION AND EXPERIMENT
RESULTS

We implemented the proposed MILP model in Matlab and
utilized the Gurobi optimization [12] through its Matlab in-
terface to solve the scheduling problem in VC. Our model
prevents interruptions that may occur due to departure of
vehicles by using live migration. Figure 1-3 shows a schedul-
ing problem for nine jobs. Figure 1 is job specifications that
shows duration of each job. Figure 2 shows the occupancy
of three parking spots during ten hours. Color red defines
that there is not vehicle in that parking spot for that spe-
cific hour. Figure 3 is the output of the scheduling model for
jobs considering three parking spots during ten hour slots.
Jobs are distinguished by their ID that are shown in Figure
3. Zero means there is no job assigned to that parking spot
in that specific hour slot. Result shows that there is a mi-
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Figure 3: Scheduling 0-1 Model (Result)

gration for the job with ID two at the end of hour slot eight
from parking spot two to parking spot one.

5. CONCLUSION
Vehicular clouds are motivated by the abundant compu-

tational resources in present-day vehicles and the fact that
most of these vehicles are parked every day, for hours on
end, while their owner is working, shopping, travelling, etc.
Given the huge number of vehicles on our roads and city
streets, vehicular clouds are expected to have a huge soci-
etal impact. One of the main differences between vehicular
cloud and traditional cloud is in resource availability. In
this paper we presented a model for scheduling based on
mixed integer linear programming that uses migration to
handle interruption in dynamic environment. Simulations
have shown that optimum and near optimum solutions are
found.

6. FUTURE WORK
We plan to investigate future work as follows: 1) consider-

ing stochastic arrival and departure of vehicles 2) decreasing
the freedom degree of scheduling problem by defining arrival
time and deadline for jobs.
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