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Abstract—It is possible to improve the reconstruction of clinical
data combining codes from autoencoders (AE). The extracted in-
formation can be used for enhancing existing imputation methods
in this type of data. In the proposed approach, initially, encoder
and decoder functions from trained autoencoder are extracted.
Then, imputers equally spaced from normalized distribution of
the variables generate codes that are combined in the average
one that is finally used to reconstruct the original information.
The proposed method is compared imputing by mean values of
variables and using a single AE for reconstruction. The proposed
approach has an outstanding performance recovering original
information. It is even better with missing values in more than one
variable. The error is at least 70% less than the other methods
imputing one variable, and also the proposed approach is highly
recommended with missing values in more than one variable.

Index Terms—Imputation, deep learning, autoencoder, health-
care

I. INTRODUCTION

In the era of deep learning (DL), it is possible to extract
knowledge from clinical data even with the presence of
missing values (MV). Those are generated due to lack of
collections, errors in medical equipment readings, the omission
of information by patients, or merging different sources of
data that do not match in their timestamp. Thus, it is rare to
have complete data sets, being necessary the application of
imputation mechanisms that extract knowledge even with the
presence of MVs.

In recent decades, the methods to impute MVs in the clini-
cal domain have been based on simple imputations through
constant values, imputing with previous measurements, or
simply eliminating records with MVs [1]-[3]. More sophis-
ticated imputation methods are based on multiple imputation
[4], which combine several copies of the data, imputed by
statistical measurements. However, these approaches do not
consider complex relationships that data may have. On the
other hand, DL has shown outstanding potential in exploiting
hidden relationships in clinical data [5]-[7], being a promising
alternative to impute MVs.

Using autoencoders (AE) as DL mechanism for data impu-
tation has gained strength in recent years [8]-[11]. AEs use
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artificial neural networks (ANN) to replicate the input in the
output layer, compressing the most relevant information in the
hidden layers that allows the reconstruction with a reasonable
error. The compressed representation is called codes. In the
AEs approach, in the presence of MVs, three key stages are
considered: 1) replace MVs with constant or random values, ii)
train an AE able to extract the most representative information
and iii) track and replace the MVs with the reconstructed
information from the AE. However, in the first stage, those
values do not include most of the information from variables
distribution. Therefore, the combination of imputed copies of
data, with values that follow their distribution, could offer a
better and robust reconstruction.

In this manuscript, a novel imputation mechanism based on
the combination of generated codes using prior information
from variable distribution is proposed. The main contributions
of this manuscript are i) reconstruct MVs with a lower error
using the average code and ii) offer insights into the effects
of the imputation to different ratios of MVs and features.

In the next section, the MVs problem is explained. Section
IIT presents the details of the proposed approach. In section
IV, the approach is evaluated in two clinical data sets, and
section V presents the remarks and conclusion of this work.

II. PROBLEM DEFINITION

Let X € RPY be a clinical dataset with p samples
{xM ... x®}, where a sample x(?) contains g features.
Assuming the presence of MVs described by a p x g binary
matrix M with ’1” representing MVs and ’0’ observed values,
see Fig. 1, the imputation goal is to replace the missing
information with values that minimized bias in clinical studies,
keeping as much information as possible. Thus, with a sample
x() imputation aims to find a function & (x()) that replaces
the MVs with the smallest error.

An AE allows the most representative structure of the
data to be preserved in a smaller space through its encoder
function, f (e). This function generates the so-called codes.
Then, thanks to the decoder function, g (e), it is possible to
use the codes to reconstruct the information with a relatively
small error.
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Fig. 1. Missing values reconstruction. Dark samples correspond to missing
values.

ITII. PROPOSED METHOD

To exploit the reconstructive capacity of the average code,
initially, the dataset X is split in training and test sets,
X7rain € R™7 and Xpesr € R™9, where m +n = p. An AE
is trained with X7,.4:n, the encoder and decoder functions are
extracted. Then, MVs in X are imputed using values from
the normalized distribution, A/(0,1) from Xr.q,. Finally, the
average code is generated and the error calculated following
the scheme in Fig. 2. Next, the stages of the framework are
explained.
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Fig. 2. Workflow for imputing and reconstruct the MVs, X7, is the original
data and X’ st the reconstruction. f (e) and g (e) the encoder and decoder
functions, respectively.

A. Knowledge extraction: Autoencoder

An AE is a type of ANN which replicates the input x(*)
to the output x’) with the minimum possible error. It is
composed of an encoder function, f (e), which represents the
input in a latent space (codes), and a decoder, g (o), that takes
this information and reconstructs the original input. Fig. 3
illustrates its components. The purpose of an AE is forcing
the network to learn a data representation in a smaller space.

To train an ANN with L layers ({ =0,...,L — 1) and N;
neurons per layer, it is necessary to minimize iteratively a cost
function that measures the error between the input and its re-
construction. The input is propagated through the connections,
weights, of the units in the hidden layers. The output of the i-
th neuron in the [-th layer, the so-called activation, is the linear
combination of the outputs of the previous layer, taking the
learned weights, and modified by a non-linear function, y (e).
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Fig. 3. Autoencoder structure.
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the weight that connects the i-th activation at layer [ — 1 to
the input of the j-th neuron at layer /. Note that a}, = 1 in
all layer except the output layer to take into account the bias
term. When the input is propagated to the output, the error
is measured. In this work mean squared error (MSE) as cost
function is used,

) , where w is

N
MSE = ]1[; (x(i) fx’(i))2 (1)

in this case the input x(¥) is used as target as well and x’®
are the predicted values.

The weights that present the smallest MSE are found
through back-propagation algorithm [12], which uses the in-
formation of the gradient of the cost function to update the
weights,

W(t+1)=W(t) — LR« AMSE (W(t)) (2

where W contains the ANN weights and learning rate (LR)
controls how fast the error moves to a local minimum in the
cost function.

To accelerate network learning, the LR can be adaptive. In
this work, the adaptive momentum estimation (ADAM) [13]
is used.

B. Imputation

The encoder and decoder functions, f (e) and g (e) in Fig.
2, are extracted from an AE trained with data without MVs
from X7,.4;,. Next, MVs are generated in Xr.s:, keeping the
missing mask. Next, N copies of the X7y are generated,
and each one is imputed with N values equally spaced in
the interval [-1, 1]. Then, each imputed dataset is passed by
the encoder function and N codes, ¢; € R™? (0o < q), are
generated. Finally, the average code is computed (see Eq. 3)
and passed by the decoder function to reconstruct the input
and impute just the MVs.

1 N
c:ﬁgci 3)
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IV. EXPERIMENTAL RESULTS

For testing the performance of the proposed approach, two
public clinical datasets are used: Diagnostic Wisconsin breast
cancer [14], with 30 continuous features and 569 samples.
The second dataset contains information from patients with
acute kidney injury (AKI) in intensive care units; data were
extracted from the medical information mart for intensive care
III (MIMIC III) [15]. It contains 28 continuous features and
4153 samples without MVs. Next, the proposed approach is
evaluated in two scenarios. When MVs appear in one feature
and, in a more realistic scenario, when they appear in several
ones. In both cases, the reconstructive capacity is evaluated
for different MV rates, from 10-50%.

Initially, the data from both datasets are randomly split
into training, validation, and test set (70-15-15%). Later, two
AEs with one hidden layer with 20 and 25 units (dimension
of the codes) for cancer and AKI datasets, respectively, are
trained. LR = 0.005 with ADAM optimizer and 'ReLLU’ as
activation function was used. Then, the reconstructive capacity
of the proposed approach is compared with two approaches.
The classical approach [16], imputing with the mean value of
the variables. The second approach uses a more sophisticated
imputation mechanism used in the literature, [8], [17], [18],
imputing directly with just one code form a trained AE.
For this case, MVs are initially replaced with random values
following the distribution of the variables. Then reconstruction
is done following the scheme in Fig. 3. The main difference
with the proposed approach is the initial replacement of M Vs,
authors in the literature replace them with random values from
the distribution of the variables, while in ours, equally spaced
values from the normalized distribution are used.

A. Reconstructing one variable

The influence of imputing MVs with constant values is
evaluated measuring the MSE of equally spaced imputers in
every feature. Thus, random MVs (10%) are generated. Then,
they are imputed with 100 equally spaced values in the range
[-1, 1]. Fig. 4 shows how the MSE evolves for the imputers
in every feature in the test set of the cancer dataset. It can
be appreciated how the minimum MSE does not correspond
to the same imputer value for most of the features and also
is not necessarily concentrated around the mean value of the
variable.

Then, the average code was used to impute individual
variables at different MV ratios. Fig. 5 shows its performance
compared with the other methods. In overall, the MSE is
smaller for most of the features. However, when the MV rate
is higher than 20%, the proposed approach has an error of less
than 70% compared with the other two imputation methods.
In the AKI dataset, a similar effect happened.

B. Reconstructing more than one variable

Analyzing the impact of having MVs in multiple variables,
the proposed approach was tested reconstructing MVs in
several variables at the same time, starting with MVs in one
variable, then in two, and so on. The reconstructive error on the
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Fig. 4. Imputation using a constant value in cancer dataset. A total of 100
equally spaced values in the interval [-1, 1] are used. Each curve represent
the error evolution in the features.
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Fig. 5. Comparison of reconstructed values imputing by the mean codes
(Proposed), the mean value of each variable and using AE to reconstruct the
original value imputing MVs with random values in a normal distribution
(ND) for the AKI dataset.

cancer dataset can be appreciated in Fig. 6. It can be seen how
the error rapidly increases when there are MVs in more than 18
variables with a missing ratio higher than 20%. However, the
proposed approach retains a relatively constant error, and the
number of variables does not significantly change the MSE
compared to the other approaches. MSEs of the proposed
approach are in the range 0.001-0.006, while the other ones
have a minimum MSE of 0.005 for 10% of MVs in less than
30% of its variables.
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Fig. 6. Comparison in reconstruction for several variables at the same time
using proposed approach, mean and random normal distributed values (ND)
for the cancer dataset.
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On the other hand, using the information in the initial
experiment (Fig. 4), the values from the distribution with the
smallest error for each variable are extracted as imputers and
compared with the proposed approach. Then, they impute the
variables and its performance is compared with the proposed
approach using accumulative variables. In Fig. 7 and Fig. 8 it
can be appreciated, for both datasets, how the approach has
a smaller error, and it is significant with more than 14% of
MYVs in more than seven variables. Also, it can be examined
how the error increases when the AE encodes more than 16
and 14 variables in AKI and cancer dataset, respectively. To
the best of our knowledge, this is because there are values
of variables that the AE is not able to reconstruct correctly
from the code space. However, when using the average code,
this behaviour is minimized by considering the values will be
around the distribution of the variable.
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Fig. 8. Reconstruction by code with minimum error and proposed approach
in cancer dataset.

V. CONCLUSION

In this work, a novel mechanism of imputation based on
the average code using the normalized distribution of variables
was proposed. It was compared with two imputations methods.
The first one, commonly used in medicine by imputing with
the mean value of the features; and the second one was
imputing MVs with a trained AE. The proposed approach

overcomes the other ones. It was analyzed how the average
code performed better than the single ones generated from
the imputation with values that a priori presented a minimum
error in reconstruction. We recommend the use of the approach
having more than 20% of MVs in a single variable. For the
case of having MVs in more than one variable, the method has
an outstanding performance having more than 14% of MVs in
at least 30% of the variables.
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