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ABSTRACT

Natural language processing (NLP) tasks can be addressed with several deep learning
architectures, and many different approaches have proven to be efficient. This study
aims to briefly summarize the use cases for NLP tasks along with the main
architectures. This research presents transformer-based solutions for NLP tasks such
as Bidirectional Encoder Representations from Transformers (BERT), and

Generative Pre-Training (GPT) architectures. To achieve that, we conducted a step-
by-step process in the review strategy: identify the recent studies that include
Transformers, apply filters to extract the most consistent studies, identify and define
inclusion and exclusion criteria, assess the strategy proposed in each study, and
finally discuss the methods and architectures presented in the resulting articles.
These steps facilitated the systematic summarization and comparative analysis of
NLP applications based on Transformer architectures. The primary focus is the
current state of the NLP domain, particularly regarding its applications, language
models, and data set types. The results provide insights into the challenges
encountered in this research domain.
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Transformers (Acheampong, Nunoo-Mensah & Chen, 2021; Gao et al., 2021; Lukovnikov,
Fischer & Lehmann, 2019; Le et al., 2021), neural networks (Le ef al., 2021; Al-Yahya et al.,
2021), deep learning (Fu, 2019; Colén-Ruiz ¢ Segura-Bedmar, 2020; Xie et al., 2021). Even
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considering its versatility, continuous expansion, and improvement, the field of NLP had
reached some limitations. Some of the general problems that occur while addressing an
NLP task are issues related to limitations of language concepts (Yang et al., 2020; Gidiotis
¢ Tsoumakas, 2020; Zhang et al., 2019). Another issue is related to the characteristics of
speech and specific language expressions used in conversations that cannot be identified
automatically or fully understood by NLP methods (Mozafari, Farahbakhsh ¢ Crespi,
2020; Sohn & Lee, 2019).

NLP is a subfield of Al that allows computers to understand and generate human
language. It consists of two parts: natural language understanding (NLU) and natural
language generation (NLG). The first part mentioned above, NLU, represents all the
concepts involved in the process of understanding natural language by computers. NLU
allows the computer to understand the context information for different forms of data and
languages. The second part, NLG, refers to the process of data generation—phrases,
sentences, and paragraphs—based on an internal representation. NLG gives meaning to
phrases and sentences by following standard steps: identification of goals, planning to
achieve goals based on evaluation and available sources, and finally, incorporation of plans
into text (Khurana et al., 2023).

Some of the most popular approaches that have recently proven their efficiency in
context of NLP tasks, and to which we will refer in this study, are the pre-trained models,
Transformers, such as Bidirectional Encoder Representations from Transformers (BERT)
and Generative Pre-Training (GPT). On an architectural level, BERT was primarily
designed for NLU tasks, more specifically, for encoding text representations, while GPT-2
was developed for language modeling purposes, as a decoder-only architecture (Rothe,
Narayan & Severyn, 2020). The standard workflow of BERT models consists of two tasks:
pre-training and fine-tuning. The last step allows the pre-trained model to be fine-tuned
for specific tasks such as: question answering, summarization, translation, etc. BERT
models incorporate multiple levels of language knowledge, such as syntactic knowledge,
semantic knowledge, and world knowledge (Rogers, Kovaleva & Rumshisky, 2020).

Although both the BERT and GPT models have demonstrated good performance in
NLP tasks, their architectures present fundamental differences. BERT has an encoder-only
transformer architecture. It relies on a bidirectional Transformer architecture which allows
the model to capture the context from both proximities of the words. GPT is based on the
decoder-only transformer; the model uses a unidirectional transformer architecture,
processing text in a manner closer to the most common human reading/writing direction.
This empowers GPT to perform text predictions, but the model is limited in understanding
the full context around a given word. These specific characteristics make the two models
more suitable for different scenarios: BERT models are suitable for search or classification
problems, while GPT models are efficient for text generation tasks.

Opver the years, GPT has emerged on an increasing scale of improvements. GPT-1 uses a
12-layer decoder-only transformer with masked self-attention. GPT-1 is a language pre-
trained on 7,000 unpublished books and consists of 117 million parameters. GPT-2
improves GPT-1 with a few changes, the network consists of a 48-layer Transformer with
1.5 billion parameters, an increase in context size from 512 to 1,024 tokens, and introduces
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the concept of task conditioning that allows learning multiple tasks using the same
unsupervised model (Lauriola, Lavelli & Aiolli, 2022; Radford ¢» Narasimhan, 2018).
Furthermore, GPT-2 is trained using larger and more diverse data sets, this makes it
powerful and capable of addressing a wide range of language tasks. The new GPT-3 is an
autoregressive model that outperforms GPT-2, and its enhanced ability to generate new
data based on past values contributed to improved results in text generation tasks. GPT-3
has 175 billion parameters and 96 decoder layers and has proven better efficiency in the text
generation process (Lauriola, Lavelli ¢ Aiolli, 2022). GPT-3 is trained on a 500 billion word
data set; this makes the model faster and more powerful. The model eliminates the necessity
of fine-tuning and has been shown to generate text data that are very similar to human-
generated text. Along with its impressive performance, GPT-3 raises significant concerns
about its ethical and social implications, leaving room for future studies to explore.

Rationale

Regarding related work, Lin et al. (2022) conducted a comprehensive review of
Transformers. The authors explored different architectures of Transformers, highlighting
their strengths and weaknesses. They also discussed modifications made to the original
Transformer architecture, such as the introduction of self-attention mechanisms and
positional encodings. Furthermore, Lin et al. (2022) proposed a taxonomy to categorize
different types of Transformers based on their architectural characteristics. This taxonomy
serves as a useful framework for researchers and practitioners to better understand the
design choices and trade-offs involved in implementing Transformers. Although the paper
by Lin et al. (2022) covered a wide range of applications of Transformers, it did not
specifically focus on their application in NLP tasks.

In comparison with the existing studies, in this review we present a structured overview
of NLP by addressing the domain of applicability, the problems that NLP solves, the
existent architectures, and the data sources that can be used. To achieve the above-
mentioned goals, we want to address the following research questions: i) What is the
current status of the NLP Transformers concerning its applications, language models, and
data sets? ii) What are the limitations and challenges of NLP Transformers, and how have
researchers attempted to address them?

To summarize, this review contributes with a structured assessment of the challenges
and solutions that NLP transformer-based approaches encompass, along with the problems
that can occur: language concepts limitations, specific language characteristics, and
expressions. Furthermore, we look at some of the methods that have been implemented to
improve the performance of NLP tasks (Xie et al., 2021; Rothe, Narayan ¢ Severyn, 2020;
Ham et al., 2021). Taking into account the wide topics that NLP addresses and the solutions
that continue to evolve, this study aims to provide an overview of the domains that can be
addressed with NLP and the new approaches that occur in this field of study.

Intended audiences
This review is intended for two groups of audiences who share a common ground. The first
group is represented by linguistic specialists who are familiar with the domain of
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applicability for NLP but aim to identify the new transformer-based architecture solutions
in this field of study. And the second group includes computer science developers who are
familiar with the technical implementations but want to understand what are the problems
that can be addressed in NLP domain, considering its broad solutions: classification tasks,
translation, text summarization, text augmentation, sentiment analysis, etc. The first goal is
to emphasize the promising results that transformer-based architectures provide in the
context of NLP tasks and encourage the linguistic specialists to experiment with these
approaches with various text data sets. NLP with transformers is more popular in the
context of common languages such as English, and our aim is to encourage the expansion
of these models in various languages. The second goal is to serve as an inspiration for data
scientists to address NLP tasks for different problems.

The structure of this review is organized as follows: in the next section, we present the
survey methodology we followed to perform this review for NLP with Transformers. The
survey includes Protocol development, Inclusion and Exclusion criteria, Quality
assessment and Data extraction process. The Results section presents a systematic review
of the selected articles based on the domain of applicability for NLP, common data sources,
and architecture approaches, followed by Discussions, and Conclusions, to emphasize the
problems that NLP can solve and to summarize the outcomes of this study.

SURVEY METHODOLOGY

For this review, we refer to the method proposed by Petersen, Vakkalanka & Kuzniarz
(2015). The objective was to identify and extract a set of articles that are relevant to our
topic. After that, we had to adapt our guidelines to acquire the most important studies to
refer to in the review. A more detailed description of the article selection algorithm is
presented in the following steps.

Protocol development

The extraction process was performed on the following platforms: Scopus, Web of Science,
and IEEE. We consider a 5-year period, from 2018 to 2022. The search method was based
on the following key terms: “natural language processing”, “NLP”, “transformer*”. Key
terms for title, abstract, and keywords were included. At the end of this step, we obtained
3,387 unique items from a total set of 5,321 items.

Inclusion and exclusion criteria

To be able to conduct the review, we had to filter the articles to reduce the number of
studies that are taken into consideration for the next step. Our objective was to include the
most relevant articles. The selection process is further detailed in the following steps:

1. Exclusion criteria
 Language: exclusive articles in English.

o Completion availability: full-text articles.

» Review Process: peer-reviewed articles.
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2. Inclusion criteria
 Category: Computer Science related articles.

» Raw data: BibTeX availability.
e Good publishers: articles in journals and conferences.

e Total Smart Citations: provides a granular perspective on the impact of individual
references within the text, without grouping them at the citation publication level
(Nicholson et al., 2021; Bakker, Theis-Mahon ¢ Brown, 2023). By using Total Smart
Citations, we aim to ensure a comprehensive assessment of the relevance of each
reference cited within the articles we considered in the review. Specifically, by setting a
threshold of Total Smart Citations rank greater than 24, we aimed to focus our attention
on articles that have a high level of influence across the academic community, thus
enhancing the credibility and robustness of our selection methods.

 Relevance: emphasize the domains addressed in the current study.

After the inclusion and exclusion process, we obtained a set of 128 relevant studies to
consider in the next phase.

Quality assessment

As a first point, we analyze the title and abstract section of each study. This was the
preliminary step of the quality assessment process and the goal was to identify the main
topics that apply Transformers for NLP tasks.

As a second point, we conducted an in-depth analysis of the research methodology and
the theoretical framework presented in the articles. We evaluated the relevance of the
subject for each study, with particular attention to the methodology and related work
section. If one of these sections was missing, the article was excluded for the next step
because the lack of this specific information would affect in a negative way the
understanding and comparison of the NLP models and architectures. After this phase, we
obtained 42 articles to consider for the data extraction process.

Data extraction

At this point, we conducted a closer analysis of each selected article. The goal was to extract
the following information: keywords, the study domain (i.e., topic), the objective, the
methodology, the tools used in the experiment, the source of the input data, the results, and
finally the limitations that occurred in the study.

The overall methodology that we approach in this review is depicted in Fig. 1. The
search and selection process of the research platforms concluded with 3,387 unique studies
from the initial set of 5,321 items. Inclusion and exclusion criteria narrowed the quality
assessment process to 128 studies. After assessing the relevance of the subject and the
overall workflow, we obtained 42 items for the data extraction process.

Based on the information extracted, we decided to exclude studies that do not include a
detailed experimental strategy. Studies that describe the experimental protocol helped us
facilitate the comparative study. Understanding the NLP processes and architectures
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Figure 1 Steps applied for extraction methodology.  Full-size Kal DOI: 10.7717/peerj-cs.2222/fig-1

helped to conduct a structured manner for the review process. In the end, the data
extraction process ended with 34 of the most relevant items to consider for further review.

RESULTS

The selected articles present NLP methods using Transformers or hybrid models, which
currently represent the widespread standard approach in practice. We managed to label
the articles according to the problems addressed.

We conclude with the following labels: classification, optimization, content generation,
sentiment analysis, text summarization, and Named Entity Recognition (NER). The results
are presented in Tabel 1.

1. Text classification

This topic includes studies that aim to predict the label of input data. The selected
articles address multiclass classification and binary classification.

2. Optimization

This label includes articles that present an approach to improve an existing model,
either at an architectural level (e.g., (Xie et al., 2021; Rothe, Narayan ¢» Severyn, 2020)) or at
a hardware level (e.g., (Ham et al., 2021; Zafrir et al., 2019)).
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Table 1 Distribution of articles topic.

Articles

Topic name Number of
articles

Text classification 12

Content generation 6

Sentiment analysis 5

Text summarization
Optimization
NER

Le et al. (2021), Farahani et al. (2021), Fan et al. (2020), Whang et al. (2020), Ayoub, Yang ¢ Zhou (2021),
Radfar, Mouchtaris ¢ Kunzmann (2020), Yang et al. (2020), Yu, Su ¢ Luo (2019), Sung, Dhamecha ¢
Mukhi (2019), Rasmy et al. (2021), Chang et al. (2020), Balagopalan et al. (2020)

Nguyen et al. (2019), Li et al. (2021), Liu et al. (2020), Mastropaolo et al. (2021), Sharma et al. (2022), Bagal
et al. (2022)

Mozafari, Farahbakhsh ¢ Crespi (2020); Sohn & Lee (2019); He et al. (2021), Potamias, Siolas ¢ Stafylopatis
(2020), Zhang et al. (2020)

Gidiotis & Tsoumakas (2020), Yang et al. (2020), Lee et al. (2020), Gavrilov, Kalaidin ¢ Malykh (2019)
Xie et al. (2021), Rothe, Narayan & Severyn (2020), Ham et al. (2021), Zafrir et al. (2019)
Yang et al. (2020), Zhang et al. (2019), Souza, Nogueira & Lotufo (2020)

3. Content generation

This topic refers to studies that aim to empower the meaning of data.

4. Sentiment analysis

The topic refers to articles that aim to identify people’s opinions based on input text
data.

5. Text summarization

This topic includes studies that apply NLP processes to reduce long text into shorter
paragraphs by removing some of the less relevant information.

6. Named entity recognition

This label includes articles that address the well-known NLP challenge, named entity
recognition. The goal of NER tasks is to identify entities in text data and further classify
names into specific domains.

The topic labeling was an important process for the current research because one of the
objectives was to identify the primary applications of NLP. Table 1 presents the
distribution of articles according to the topics addressed.

Based on the quality assessment process and the information presented in Table 1, it can
be observed that the most common problem addressed by the NLP topic is the
classification problem. Text classification is a common problem in this research area
because text information is defined by unstructured data types. Since text data tends to be
erratic, most organizations struggle to manage large volumes of unorganized text data,
leading to inefficient utilization of valuable information. NLP classification tasks
successfully overcome this common problem.

Another interesting feature relevant to this review is the data sources considered in the
selected studies.

Table 2 presents the data sources used in the articles we consider in this review. We were
able to classify the types of data sets as follows: (1) specialized data sets—specific data that
can be used for a targeted domain and/or data collected in collaboration with an
organization; (2) publicly available data sets—data that are open source and can be easily
accessed; (3) benchmark data sets—data sets are compiled to develop, test, and compare
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Table 2 Distribution of data source types.

Data set type Number of Articles
articles

Specialized 16 Xie et al. (2021), Zhang et al. (2019), Mozafari, Farahbakhsh & Crespi (2020), Rothe, Narayan & Severyn (2020), Ham
et al. (2021), Whang et al. (2020), Yang et al. (2020), Sung, Dhamecha & Mukhi (2019), Rasmy et al. (2021), Chang
et al. (2020), He et al. (2021), Potamias, Siolas & Stafylopatis (2020), Zhang et al. (2020), Yang et al. (2020), Lee et al.
(2020), Souza, Nogueira & Lotufo (2020)

Publicly 9 Yang et al. (2020), Gidiotis & Tsoumakas (2020), Fan et al. (2020), Ayoub, Yang & Zhou (2021), Radfar, Mouchtaris &

available Kunzmann (2020), Balagopalan et al. (2020), Liu et al. (2020), Sharma et al. (2022), Gavrilov, Kalaidin & Malykh

(2019)

Benchmark 6 Le et al. (2021), Farahani et al. (2021), Nguyen et al. (2019), Yu, Su & Luo (2019), Mastropaolo et al. (2021), Bagal et al.
(2022)

Created 3 Sohn & Lee (2019), Zafrir et al. (2019), Li et al. (2021)

the performance of different algorithms to identify the most effective solution for a given
problem (Dhar ¢ Shamir, 2021); (4) created data sets—studies in which the data sets were
created as a personal contribution with specific qualities to address particular tasks. As
shown in Table 2, many studies leverage publicly available data sets, within domains such
as biomedicine. For example, the clinical study for concept extraction using Transformers
(Yang et al., 2020) uses multiple specialized data sets from the biomedical domain, an
example is the biomedical data set for relation classification and entity typing
(paperswithcode.com/dataset/2010-i2b2-va). Other studies, such as hate speech detection
in online social networks (Mozafari, Farahbakhsh & Crespi, 2020), rely on specialized data
sources customized to address specific problems, for example, annotated tweets data sets
for hate speech detection (GitHub.com/zeeraktalat/hatespeech). Studies such as Persian
language understanding using Transformer models (Farahani et al., 2021) utilize
benchmark data sets dedicated to academic research purposes: manually annotated
named-entity data sets in Persian language (GitHub.com/HaniehP/PersianNER).
Additionally, we have identified studies focused on data set creation (Li et al., 2021) that
use sentence generation for Audio-Visual Dialog data set (GitHub.com/dialogtekgeek/
DSTC8-AVSD_official).

Taking into account the various topics addressed within the NLP domain, it can be
observed that the majority of data sets are specialized data sets (Table 2). This is an
expected outline considering the versatility of NLP methods and the good performances
that DL algorithms have demonstrated over the last few years.

On an architecture technology level, the studies mainly used transformer-based
approaches, but hybrid approaches that combine different types of neural networks are
also utilized-BERT and NN, BERT and GPT2, and Transformers and NN, sections referred
to in Table 3. The most popular architecture identified was BERT. Some articles present
interesting approaches that include GPT/GPT2 architectures. We can also mention other
Transformers such as the Evolved Transformer (Nguyen et al., 2019), the X-Transformer
(Chang et al., 2020), the T5 (Mastropaolo et al., 2021), the Universal Transformer
(Gavrilov, Kalaidin ¢ Malykh, 2019), etc. An overview of the architectures is shown in
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Table 3 Distribution of language models.

Architecture Number of Articles

type articles
BERT 15 Yang et al. (2020), Zhang et al. (2019), Mozafari, Farahbakhsh & Crespi (2020), Sohn & Lee (2019), Farahani et al.
(2021), Zafrir et al. (2019), Radfar, Mouchtaris & Kunzmann (2020), Yang et al. (2020), Sung, Dhamecha ¢ Mukhi
(2019), Rasmy et al. (2021), Balagopalan et al. (2020), Potamias, Siolas & Stafylopatis (2020), Yang et al. (2020), Lee
et al. (2020), Souza, Nogueira & Lotufo (2020)
GPT/GPT2 4 Li et al. (2021), Liu et al. (2020), Sharma et al. (2022), Bagal et al. (2022)
BERT and NN 2 Le et al. (2021), Mastropaolo et al. (2021)
BERT and 2 Rothe, Narayan & Severyn (2020), Chang et al. (2020)
GPT2
Other 11 Xie et al. (2021), Gidiotis & Tsoumakas (2020), Ham et al. (2021), Fan et al. (2020), Whang et al. (2020), Ayoub, Yang
transformers & Zhou (2021), Nguyen et al. (2019), Yu, Su & Luo (2019), He et al. (2021), Zhang et al. (2020), Gavrilov, Kalaidin &

Malykh (2019)

Table 3. The following subsections provide a detailed analysis of the methods and
architectures. The analysis is structured according to the identified categories of
Transformers. Initially, we discuss the BERT-based approaches and hybrid methods,
followed by GPT, and concluding with Other Transformers.

Bert approaches and hybrid methods

Based on the results presented in Table 3 and the overall analysis, the NLP BERT-based
approaches outperform the other methods when considering any of the identified
problems: text classification or summarization, content generation, sentiment analysis,
NER, or optimization tasks. The BERT architecture, introduced in 2018 by Google (Devlin
et al., 2018), leverages both left and right contexts in all layers. As seen in Table 3, the most
popular architectures used in the selected studies are BERT-based approaches or hybrid
approaches that include BERT. For example, in the context of clinical concept extraction,
Yang et al. (2020) explored four widely used transformer-based architectures, BERT,
RoBERTa, ALBERT, and ELECTRA. The aim was to extract various types of clinical
concepts from three public data sets. In the pretraining process, the authors experimented
with general transformer models using general English corpus and clinical transformer
models pre-trained with clinical corpus. In the fine-tuning stage, they added a linear
classification layer to predict named entities using labeled clinical concepts from the
training set. The parameters of the transformer models and the parameters of the
classification layer were optimized to extract of clinical concepts. The results were
compared with a Long Short-Term Memory Conditional Random Fields (LSTM-CRFs)
model as a baseline. ROBERTa outperformed the baseline results; the best results for the F1
score were around 0.8 for the three data sets, but ALBERT and ELECTRA achieved
comparable results. However, this study has an important limitation, it is mainly focused
on clinical concept extraction, a word-level task for NLP. In contrast, other recent studies
have explored BERT for sentence level and have obtained promising results for
applications such as semantic textual similarity, clinical records classification, or question-
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answering (Yang et al., 2020). Also, for the NER topic, an interesting study proposed by
Souza, Nogueira & Lotufo (2020) aims to train BERT models for Brazilian Portuguese. The
addressed NLP tasks are sentencing textual similarity, recognizing textual entailment, and
named entity recognition. The BERT-based architecture model was trained using different
layer sizes (Base-12 layers and Large-24 layers) and managed to improve the state-of-the-
art for all the proposed tasks. As future research, the study presented in this article (Souza,
Nogueira ¢ Lotufo, 2020) proposes to experiment with other new and efficient models
such as RoBERTa and T5. In the area of sentiment analysis, Mozafari, Farahbakhsh ¢
Crespi (2020) introduced a BERT-based transfer learning approach to identify hateful
speech within online social media content. Their goal was to train a classifier with different
layers on top of the pre-trained BERT},,¢ transformer to minimize task-specific
parameters. Given that the BERT model is pre-trained on general corpus—English
Wikipedia and Book Corpus, their strategy was to analyze contextual information
extracted from the pre-trained layers of BERT and fine-tune the information using
annotated data sets. They managed to outperform previous works on tweet classification
for all metrics considered (F1 score, Waseem, and Davidson). The study identifies a
common challenge: many errors occur due to biases in data collection and annotation
rules. The problem of detecting hate speech is challenging and has raised some difficulties
due to the nature of the language. False positive classifications of hate speech can constrain
the freedom of expression of online users, while false negative classifications of hate speech
can negatively impact the overall well-being of online communities (Mozafari,
Farahbakhsh ¢ Crespi, 2020). However, conducting a comprehensive examination of
contextual information embedded within BERT’s layers, combined with analysis of various
features associated with different types of biases, facilitated the detection and mitigation of
biased data. This represents an interesting contribution of the study, as it offers a possible
solution to one of the common challenges within the hate speech detection issue. Sohn ¢
Lee (2019) take a similar approach to the topic of sentiment analysis. This article proposes
a BERT-based multichannel model for hate speech detection in multiple languages. The
strategy for this implementation consists of data set collection and processing, using
translation to create data in other languages, fine-tuning BERT for sentence classification,
and creating multichannel BERT architecture for the considered languages. Like Mozafari,
Farahbakhsh ¢ Crespi (2020), in the fine-tuning approach, the authors focused on setting
the BERT},,s parameters, along with a Softmax operation to normalize the output and
obtain values between 1 and 0. The proposed strategy obtained good results for all data sets
in terms of F1 score and accuracy. For the problem addressed, the study encounters some
challenges for automatic detection of hate speech: first, the characteristics of the language
are very different from one country to another, and second, the nature of the language
(sarcasm/swear words) can cause some difficulties for the classifier’s ability to understand
multiple characteristics. A common problem for sentiment analysis tasks is to accurately
identify intentions, given the various ways sentiments like irony, hate, sarcasm, etc., can be
expressed. An important finding of this study is that despite introducing errors in
translation, this process adds additional value to the input, improving the classification
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results. Additionally, this study applies transfer learning to overcome the challenge of small
data sets, which represents a well-known solution for this NLP problem.

As a solution for language problems that can occur in the context of sentiment analysis,
fine-tuning BERT on massive sets of data can be effective; this enables transformers to
incorporate multiple language characteristics and overcome challenges similar to those
identified in the previous studies.

For the classification field, Yang et al. (2020) designed a new hierarchical transformer
using Whole Word Masking BERT, with a multitasking architecture that uses text and
audio data from quarterly earnings conference calls and predicts future price volatility in
the short and long term. The proposed HTML model contains four components: a token-
level transformer encoder, multimedia information fusion, a sentence-level transformer
encoder, and multitask prediction. First, text and audio features are extracted from raw
text/audio call content. Text tokens are derived from the text data and encoded into vectors
using a pre-trained language model, while 27 audio features are extracted from audio data.
The extracted text and audio features are combined in the information fusion layer and
utilized as input to the sentence-level transformer encoder, which generates a new
intermediate multimodal representation. This representation serves as input for the
multitask learner. Finally, the multitask prediction layer generates predictions based on
inputs from the sentence-level transformer encoder. The proposed method demonstrates
good prediction accuracy, in the range of 17% to 49%, compared to other state-of-the-art
methods. BERT-based architectures have successfully addressed classification problems in
the medical field. For this topic, Rasmy et al. (2021) propose Med-BERT, a disease
prediction model that uses electronic health records. The model is pre-trained on a
gigantic and structured electronic health records data set and fine-tuned on a validation set
that was pre-established. The model managed to gain impressive accuracy and AUC values
for the disease prediction problem. Despite the results obtained, Rasmy et al. (2021)
mentioned some of the limitations that occurred for the proposed model: the format of the
input information is limited, and some parameters were omitted (time intervals between
visits), this can lead to loss of temporal information. Another point is that in the
experiment, the authors did not leverage the medical order for each medical visit, which
can lead to important information loss. These observations outline the importance of
leveraging all available information from input data when training and fine-tuning a
transformer-based model. Furthermore, the preprocessing step plays a major role in
defining input characteristics. A thorough analysis of the input data is crucial to identify
key attributes, ultimately having a major contribution to the performance of the language
models. Well-structured data and multiple features can lead to better results in terms of
prediction problems. In the medical domain, the study (Balagopalan et al., 2020) uses an
NLP BERT-based method to detect a predisposition to Alzheimer’s disease. It shows that
fine-tuning BERT models can perform well for Alzheimer’s disease detection and
outperform handcrafted feature engineering approaches. A thorough refinement in the
strategy of this study is the transfer learning approach: to leverage the language
information encoded by BERT, the authors used pre-trained model weights to initialize the
model. The fine-tuning is done on training data using 10-fold cross-validation, and the
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learning rate was improved using stochastic optimization and linear scheduling. The
proposed BERT model performed well and uses as an evaluation the well-known metrics
F1, accuracy, precision, recall, and specificity. On the limitations side, it can be mentioned
that the accuracy for BERT-based models is high but very close to the values obtained for
the classic ML approach, SVM (Support Vector Machine). For future research, they
proposed a fusion model that combines BERT with ML methods. Hybrid methods can
increase the performance of this type of detection task that combines the linguistic and
acoustic features of speech (Balagopalan et al., 2020). We identified efficient BERT-based
approaches to various tasks, in addition to those mentioned earlier. Some of the tasks are
text summarization or optimization. An example of the optimization topic is reflected in
the study proposed by Zafrir et al. (2019). The purpose of this study is to reduce the
number of resources used by transformers, such as computational, memory, and power
resources. The strategy was to perform quantization-aware training while fine-tuning the
phase of BERT to compress it four times with minimal accuracy loss; furthermore, the
produced quantized model can accelerate the inference speed if it is optimized for 8-bit
integer supporting hardware (Zafrir et al., 2019). The method was shown to be efficient
and can enable low latency in NLP applications on various hardware platforms, from edge
devices to data centers.

GPT approaches

In this systematic review, we studied multiple approaches and identified state-of-the-art
deep neural network methods for NLP. Some of the most promising methods are the GPT/
GPT-2 models. The GPT architecture proved efficiency in different cases and managed to
obtain impressive performance for topics such as content generation (Li ef al., 2021; Liu
et al., 2020; Sharma et al., 2022), or optimization strategies for various tasks: Machine
Translation, Text Summarization, Sentence Splitting, and Sentence Fusion (Rothe,
Narayan & Severyn, 2020). On the same topic of GPT, we identified molecular generation
studies that aim to control the properties of multiple molecules (Bagal et al., 2022).

For content generation tasks, Li ef al. (2021) proposed a universal multimodal
transformer based on the GPT2 architecture to combine visual and textual representations
and capture the interaction between different multimodal information—video, audio,
video caption, and dialog context, understand dialogs, and generate informative responses.
They used a special data set called the Audio-Visual Scene-Aware Dialog (AVSD) from
DSTC7 and DSTCS. Li et al. (2021) propose a multitask learning method to learn
representations among different types of information by fine-tuning language models. The
aim is to capture information across both visual and textual data. To pursue their objective,
the authors created a universal multimodal transformer that relies on fine-tuning
processes. Fine-tuning processes include three tasks: response language modeling
conditioned on video, audio, caption, and dialogue history; video-audio sequence
modeling conditioned on caption and dialogue; caption language modeling conditioned on
video and audio. The first task, response Language Modeling aims to generate responses
based on video-audio features, captures, dialog history and questions by minimizing the
log-likelihood loss function. The second task, video-audio sequence modeling, predicts
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video-audio features, given caption, and dialog history using the video-audio feature
regression method. Specifically, the second task regresses the Transformer output of the
video-audio feature to the next video-audio feature. The third task, caption language
modeling, trains the model to generate captions based on the video-audio feature by
minimizing the negative log-likelihood loss function. The proposed model successfully
learns representations across different types of information and generates informative
responses. Li ef al. (2021) conducted an objective evaluation for both data sets and
obtained an impressive 98.4% of human performance based on human ratings. As future
improvements, Li et al. (2021) plan to consider more video features for their experiment
and explore different training tasks to improve the joint understanding of video and text.
Another interesting approach to the topic of content generation presents code
improvement tasks. The study presented by Liu et al. (2020) focuses on developing a pre-
trained language model for multitask learning, specifically for code understanding and
code generation. The experiment was carried out on open source real-world data sets for
JavaScript and TypeScript programming languages. In the experimental setup, Liu et al.
(2020) used a Transformer with six layers, 516 dimensional hidden states, six attention
heads, and one inner hidden feed-forward layer. The model was pre-trained with a batch of
16 sequences for 600,000 steps. To assess their approach, they compared the model with
state-of-the-art models, including neural network-based models—LSTM, and self-
attentional neural network-based for code completion—Transformer-XL. The
experimental results showed that the model outperforms previous state-of-the-art models
and successfully adopts multitask learning for code completion. Their proposed model
outperforms LSTM for both small and large test data sets, and the performance was
substantially higher compared to Transformer-XL. Finally, in the field of GPT, another
content generation approach addresses the problem of improving empathy in online
mental health support with a deep reinforcement learning agent called Partner. The model
is based on a transformer language model adapted from GPT-2 (Sharma et al., 2022). The
goal is to transform low-empathy conversational posts into higher empathy and, at the
same time, to maintain the quality of the conversation. The model handles two tasks:
generating emphatic sentences and integrating them into appropriate textual contexts.
This experiment relies on a very important resource: a specialized data set that serves as a
solid foundation for building an empathic language model. To create a data set for
empathic sentence generation, the authors used the largest peer-to-peer platform for
mental health support. The data set consists of conversations between people seeking
support and people who provide support. An important goal in this study was to analyze
and filter out posts related to mental health. To do so, Sharma et al. (2022) manually
annotated ~3k posts and trained a standard text classifier based on BERT, achieving an
accuracy of ~85%. The classifier obtained was applied to the entire specialized data set,
resulting in 3.33 M interactions from 1.48 M posts made by people seeking support. The
strategy of acquiring a labeled data set from initially non-curated information using a
BERT-based transformer is the novel aspect introduced by this study. For the empathic
rewiring task and the other associated goals, Sharma et al. (2022) trained a reinforcement
learning agent that learns when to stop making changes based on a special “stopping”
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action. To do that, they had to take into consideration various aspects: the theoretical
ground of empathy, the specificity of the context and the diversity of the response, text
fluency, and sentence coherence, feedback rewriting, and training. The solution is based on
the standard reinforcement learning framework consisting of a collection of states, a set of
actions, a policy, and rewards. The principle is as follows: given a state, an agent takes an
action based on a policy which dictates whether the agent should act in that state. The goal
of the reinforcement learning agent is to learn a policy that maximizes the reward. The
reinforcement learning model is designed to take advantage of the context from seeker
posts to make empathic adjustments while operating on the response posts to identify
areas for improvement. These adjustments are made in an adaptive manner, with a focus
on ensuring minimal and precise changes through a dedicated “stopping” action. The
reinforcement learning model constructs states based on seeker posts and fixed-length
contiguous spans in response posts, defining actions as insertion, replacement, or deletion
of sentences. The policy has a transformer language model based on GPT-2 that consists of
a stack of masked multi-head self-attention layers. It takes as input an encoded
representation of the state and generates an action. Overall, the policy is guided by a
reward function that prioritizes empathic and flexible transformations while ensuring
fluency, coherence, specificity, and diversity. To evaluate the results, the authors compared
their approach with baseline approaches like DialoGPT, MIME, and BART. The Partner
agent manages to demonstrate greater empathy and outperforms other baseline
approaches. The Partner achieves the largest increase in empathy, 35% more than the next
best approach, MIME. This GPT-2 based agent is an opportunity that contributes to the
development and improvement of online conversational platforms. However, along with
powerful solutions come additional responsibilities. To perform a thorough evaluation,
human intervention was essential. Evaluating language generation is a challenge; therefore,
for the previous study, six graduate students specializing in clinical psychology with
expertise in empathy and mental health support were engaged. They evaluated the outputs
generated by the partner model in comparison to those generated by other baseline
models. Given these points, human input is indispensable to ensure quality and specificity
in certain NLP tasks. To the best of our knowledge, human input has not yet been fulfilled
by any form of artificial intelligence, even within the context of powerful models such as
GPT.

Other transformer approaches

As presented in Table 3, this review incorporates other transformer approaches known for
their efficiency. Nguyen et al. (2019) present another study where the Transformer-based
approach outperforms existing models, we have classified this study within the field of
content generation. They proposed a transformer method to restore punctuation and
capitalization for automatic speech recognition transcription that outperforms existing
methods in both accuracy and decoding speed. An interesting point in this experiment is
the preprocessing method. After cleaning up the characters by keeping only alphabet
characters along with commas, stop words, and question marks, the authors had to make
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sure that the punctuation was linked with the previous words to avoid syntactic ambiguity.
Since the study addresses automatic speech recognition punctuation, the strategy relies on
the chunking process for long inputs. The chunking component raises an interesting
challenge: inaccurate predictions near the boundary of the chunk, due to insufficient left-
and right-context information in that area. To overcome this challenge, the authors
propose an overlapping strategy for consecutive chunks: long inputs are split into fixed-
sized chunks (k words) with a sliding window of k/2. In the next phase, the real difficulty
occurs when merging the overlapped results: because the output of the overlapped region
between two consecutive chunks may be different, it is important to identify which words
should be retained and which should be removed to form a complete sentence. This
problem was mitigated by defining a parameter that allows flexible control over the words
that overlap between consecutive chunks. This solution provides options to prioritize
words from the first chunks or the second chunk based on the parameter value. To evaluate
the impact of this parameter, Nguyen et al. (2019) experimented with the sequence-to-
sequence LSTM model. The outcome shows that combining the chunk-merge strategy
with the Evolved Transformer outperforms existing methods and ensures stable
predictions that are independent from the defined parameter. For the topic of content
generation, Mastropaolo et al. (2021) pre-train a T5 model on a data set composed of
natural language English text and source code. The model is fine-tuned by reusing data sets
to improve code content such as automatic bug-fixing, injecting code mutants, generating
assert statements in test methods, and code summarization. For the automatic bug-fixing
task, the model’s performance is similar to the baseline results, the same for generating
assert statements in test methods and code summarization. In case of injection of code
mutants, the model performs better than the baseline with an increase in accuracy of 11%
(Mastropaolo et al., 2021). However, the validity of the findings is open to discussion. The
study raises concerns regarding the data set splitting for pre-training and testing: a code
comment among the pre-training instances can have a duplicate in the test set of the code
summarization task. The strict separation between training and testing data sets is crucial
to ensuring the validity of the model performance. An interesting aspect of this study is the
characteristics of the T5 model. Given that the experiments were conducted using six data
sets, the T5 model is language agnostic, facilitating its application in different
programming languages. For the text summarization area, the article (Gavrilov, Kalaidin ¢
Malykh, 2019) presents a new approach to headline generation based on the Universal
Transformer architecture. The architecture presented manages to explicitly learn non-local
representations of the text. The proposed transformer architecture learns non-local
dependencies between tokens regardless of the distance between them. This approach
allows the model to assimilate a more complex representation of the text and demonstrates
that this is a mandatory strategy for the text summarization problem. The headline
generation performance is tested on two data sets, the New York Times, and the Russian
news agency. The model proposed in this study has limitations because it does not achieve
human similarity, leaving space for further improvements.
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DISCUSSION

Based on the above analysis, there are six main applications that utilize transformer-based
approaches, each of them presenting particularities. The applications are presented in
Table 1. In our review, we have identified that the most common topic is text classification,
and the most popular architecture is BERT (Table 3). In text classification studies using
BERT, we have identified limitations such as inefficient use of input data and BERT
performance comparable to traditional approaches (Rasmy et al., 2021; Balagopalan et al.,
2020). One possible solution could involve exploring hybrid methods that combine both
classical ML solutions and transformers, and refining feature definitions to fully leverage
the information provided by input data. We have identified limitations in BERT
approaches for NER and sentiment analysis applications. For example, within the
biomedical domain, a study focused on the extraction of clinical concepts uses BERT for a
word-level extraction task (Yang et al., 2020). Meanwhile, BERT has shown promising
performance in sentence-level applications such as classification (Rasmy et al., 2021) or
text summarization (Yang et al., 2020). For sentiment analysis tasks using BERT, the study
on hate speech detection on online social media (Mozafari, Farahbakhsh ¢ Crespi, 2020)
encounters errors due to annotation rules or biases in the input data. Another study for the
detection of hate speech in different languages (Sohn ¢ Lee, 2019) is devoted to the ability
of Transformer to understand multiple characteristics of the language such as irony or
sarcasm. Possible solutions for these problems can be an in-depth analysis of contextual
data to identify features that can be used to fine-tune BERT parameters or identify text data
augmentation methods to introduce additional value to the input text and enrich the
complexity of the initial data set. Furthermore, for the optimization topic, we have
identified innovative NLP studies that utilize Transformers for quantization tasks, while
preserving model performance (Zafrir et al., 2019). The study focusing on BERT
quantization enables the integration of NLP applications on edge devices, demonstrating
promising results with minimal accuracy loss and reduced latency.

Finally, GPT architectures are becoming very popular considering the performance
demonstrated in content generation tasks and their potential to address NLP applications
(Tables 1 and 3). In our review, we have identified an innovative solution that aims to
connect information from two different data sources: text and video. The study has shown
that GPT can effectively leverage information presented at the text level and video level
and capture interaction between different sources (Li et al., 2021). Another study uses
GPT-2 to develop an agent that generates empathic responses in online mental health
support (Sharma et al., 2022). However, the sensitive nature of this application still
requires human involvement for evaluation.

Like most studies, the design of the present study is subject to limitations. We have
chosen the review methodology provided by Petersen, Vakkalanka ¢ Kuzniarz (2015)
because it provides strategic guidelines for conducting a thorough review. The inclusion
and exclusion criteria are included in Petersen’s methodology as a fundamental principle.
For this review, we adapt this principle to suit our specific objectives. Consequently, we
employed a series of filtering methods with a focus on the most important NLP studies. We
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are confident in the methodology provided by Petersen, Vakkalanka & Kuzniarz (2015)
and aware of the selection limitations in our current approach. First, the selection and
comprehensiveness of the articles included in the review can be influenced by the choice of
keywords and search terms. Second, the Total Smart Citation score used as an inclusion
criterion can be calculated only on articles that contain the DOI number. While this
research may result in incomplete coverage of the literature and potential omission of
relevant studies, it is important to emphasize that our objective was to focus on studies
with high impact in the NLP research area with Transformers. In future research, we aim
to overcome the above-mentioned implications by adopting a less rigorous selection
process. However, we are committed to ensuring the quality of the articles included in the
review. We are confident that the current selection process, incorporating Total Smart
Citation, allowed us to focus on articles with significant impact within the NLP research

domain.

Future directions and challenges

NLP has experienced significant improvements along with the emergence of Transformers
and large language models (LLMs). The models allow different approaches to various NLP
tasks and enable addressing a wide variety of domains. For example, within the medical
domain, Rasmy et al. (2021) successfully tackled the challenge of disease prediction from
electronic health records, while Lee ef al. (2020) and Yang et al. (2020) effectively addressed
complex NLP challenges like biomedical text mining and clinical concept extraction.
Significant progress has been demonstrated in other areas of NLP, like language-specific
tasks. For instance, Farahani et al. (2021) developed a Transformer-based model for
Persian language understanding. Additionally, we have identified other language-specific
tasks, such as hate speech detection (Sohn ¢ Lee, 2019) and false information prevention
(Ayoub, Yang & Zhou, 2021).

As for future research objectives, one potential direction could include multimodal
approaches for enhancing NLP tasks by combining different types of information. One of
the challenges of this particular task is the management process for different data types.
Thorough preprocessing methods are required to ensure that the most important data
characteristics are identified and fed to the NLP model, thereby improving the results.
Another challenge in the NLP field is the necessity for data set enhancement. A possible
solution for this problem is text augmentation techniques that can be used to increase the
size of the initial data set. The data set enhancement task can be tackled by applying deep
learning methods to create new features and enrich the complexity of the existing text data.
Hybrid approaches, combining transformers with traditional machine learning methods,
represent another direction for future research that can improve the outcome of NLP tasks.
In the text classification problem, hybrid approaches can achieve better generalization
within classes, leading to overall optimized results. Finally, a future direction worth
exploring involves the challenges and opportunities within domain fine-tuning. Good
results that outperformed traditional methods were acquired by model fine-tuning in
various tasks (Yang et al., 2020; Mozafari, Farahbakhsh & Crespi, 2020; Sohn ¢ Lee, 2019;
Balagopalan et al., 2020). However, the LLMs eliminate the necessity of fine-tuning in NLP
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tasks. This advantage elevates the new LLMs above previous state-of-the-art models and
paves the way for further experimentation across the NLP domain.

CONCLUSIONS

In recent years, NLP approaches have proven to be increasingly efficient in solving various
human language tasks. BERT-based models, GPT architectures, and other Transformers
successfully overcame problems from different areas of interest. This study reviewed NLP
solutions with Transformers that could be categorized into six applications, the most
common being the text classification domain. Additionally, by analyzing the data sets, we
identified and classified the studies into four distinct types, providing a systematic
classification based on the characteristics of the data sets. The challenges and limitations
that occur in NLP applications are closely dependent on the Transformer architectures.
Therefore, this review presents some of the research gaps from an architecture perspective.
We expect that efficient transformer training and a thorough study of the possibilities
offered by NLP methods can overcome the language limitations emphasized in this study.
By conducting this study, we identified compression approaches for BERT models that
succeeded in reducing the memory footprint without decreasing the performance for NLP
tasks. This represents an essential outcome for the successful use of edge architectures in
the NLP field. Furthermore, GPT and its derivative architectures have demonstrated
promising performance in text generation tasks, facilitating the development of automated
NLP solutions. These findings could serve as a valuable contribution for linguistics
specialists and computer science developers with a shared interest in NLP with
Transformers.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

The authors received no funding for this work.

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

¢ Georgiana Tucudean conceived and designed the experiments, performed the
experiments, analyzed the data, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

¢ Marian Bucos conceived and designed the experiments, performed the experiments,
analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the
article, and approved the final draft.

» Bogdan Dragulescu conceived and designed the experiments, performed the
experiments, analyzed the data, prepared figures and/or tables, authored or reviewed
drafts of the article, and approved the final draft.

o Catalin Daniel Caleanu conceived and designed the experiments, performed the
experiments, authored or reviewed drafts of the article, and approved the final draft.

Tucudean et al. (2024), Peerd Comput. Sci., DOl 10.7717/peerj-cs.2222 18/22


http://dx.doi.org/10.7717/peerj-cs.2222
https://peerj.com/computer-science/

PeerJ Computer Science

Data Availability
The following information was supplied regarding data availability:
This is a literature review.

REFERENCES

Acheampong FA, Nunoo-Mensah H, Chen W. 2021. Transformer models for text-based emotion
detection: a review of BERT-based approaches. Artificial Intelligence Review 54:3311-5829
Cham: Springer DOI 10.1007/s10462-021-09958-2.

Al-Yahya M, Al-Khalifa H, Al-Baity H, Alsaeed D, Essam A. 2021. Arabic fake news detection:
comparative study of neural networks and transformer-based approaches. Complexity
2021:1-10 DOI 10.1155/2021/5516945.

Ayoub J, Yang X]J, Zhou F. 2021. Combat COVID-19 infodemic using explainable natural
language processing models. Information Processing and Management 58(4):102569
DOI 10.1016/j.ipm.2021.102569.

Bagal V, Aggarwal R, Vinod PK, Priyakumar UD. 2022. MolGPT: molecular generation using a
transformer-decoder model. Journal of Chemical Information and Modeling 62(9):2064-2076
DOI 10.1021/acs.jcim.1c00600.

Bakker C, Theis-Mahon N, Brown S]J. 2023. Evaluating the accuracy of scite, a smart citation
index. Hypothesis: Research Journal for Health Information Professionals 35(2):26528
DOI 10.18060/26528.

Balagopalan A, Eyre B, Rudzicz F, Novikova J. 2020. To BERT or not to BERT: comparing speech
and language-based approaches for Alzheimer’s disease detection. In: Proceedings of the Annual
Conference of the International Speech Communication Association, INTERSPEECH, vol. 2020-
October. in Interspeech, vol. 2020-October. France: International Speech Communication
Association, 2167-2171 DOI 10.21437/Interspeech.2020.

Chang W-C, Yu H-F, Zhong K, Yang Y, Dhillon IS. 2020. Taming pretrained transformers for
extreme multi-label text classification. In: KDD20: Proceedings of the 26TH ACM SIGKDD
International Conference on Knowledge Discovery ¢~ Data Mining. New York: Association for
Computing Machinery, 3163-3171 DOI 10.1145/3394486.3403368.

Colon-Ruiz C, Segura-Bedmar I. 2020. Comparing deep learning architectures for sentiment
analysis on drug reviews. Journal of Biomedical Informatics 110:103539
DOI 10.1016/j.jbi.2020.103539.

Devlin J, Chang M-W, Lee K, Toutanova KN. 2018. BERT: pre-training of deep bidirectional
transformers for language understanding. ArXiv DOI 10.48550/arXiv.1810.04805.

Dhar S, Shamir L. 2021. Evaluation of the benchmark datasets for testing the efficacy of deep
convolutional neural networks. Visual Informatics 5(3):92-101
DOI 10.1016/j.visinf.2021.10.001.

Fan B, Fan W, Smith C, Garner H. 2020. Adverse drug event detection and extraction from open
data: a deep learning approach. Information Processing and Management 57(1):102131
DOI 10.1016/j.ipm.2019.102131.

Farahani M, Gharachorloo M, Farahani M, Manthouri M. 2021. ParsBERT: transformer-based
model for persian language understanding. Neural Processing Letters 53(6):3311-3847
DOI 10.1007/s11063-021-10528-4.

Fu Z. 2019. An introduction of deep learning based word representation applied to natural
language processing. In: Proceedings—2019 International Conference on Machine Learning, Big

Tucudean et al. (2024), Peerd Comput. Sci., DOl 10.7717/peerj-cs.2222 19/22


http://dx.doi.org/10.1007/s10462-021-09958-2
http://dx.doi.org/10.1155/2021/5516945
http://dx.doi.org/10.1016/j.ipm.2021.102569
http://dx.doi.org/10.1021/acs.jcim.1c00600
http://dx.doi.org/10.18060/26528
http://dx.doi.org/10.21437/Interspeech.2020
http://dx.doi.org/10.1145/3394486.3403368
http://dx.doi.org/10.1016/j.jbi.2020.103539
http://dx.doi.org/10.48550/arXiv.1810.04805
http://dx.doi.org/10.1016/j.visinf.2021.10.001
http://dx.doi.org/10.1016/j.ipm.2019.102131
http://dx.doi.org/10.1007/s11063-021-10528-4
http://dx.doi.org/10.7717/peerj-cs.2222
https://peerj.com/computer-science/

PeerJ Computer Science

Data and Business Intelligence, MLBDBI 2019. Piscataway: Institute of Electrical and Electronics
Engineers Inc., 92-104 DOI 10.1109/MLBDBI48998.2019.00025.

Gao S, Alawad M, Young MT, Gounley J, Schaefferkoetter N, Yoon HJ, Wu X-C, Durbin EB,
Doherty J, Stroup A, Coyle L, Tourassi G. 2021. Limitations of transformers on clinical text
classification. IEEE Journal of Biomedical and Health Informatics 25(9):3596-3607
DOI 10.1109/JBHI.2021.3062322.

Gavrilov D, Kalaidin P, Malykh V. 2019. Self-attentive model for headline generation. In:
Azzopardi L, Stein B, Fuhr N, Mayr P, Hauff C, Hiemstra D, eds. Advances in Information
Retrieval. ECIR 2019. Lecture Notes in Computer Science. Vol. 11438. Cham: Springer
DOI 10.1007/978-3-030-15719-7_11.

Gidiotis A, Tsoumakas G. 2020. A divide-and-conquer approach to the summarization of long
documents. IEEE/ACM Transactions on Audio, Speech, and Language Processing 28:3029-3040
DOI 10.1109/TASLP.2020.3037401.

Ham TJ, Lee Y, Seo SH, Kim S, Choi H, Jung SJ, Lee W. 2021. ELSA: hardware-software co-
design for efficient, lightweight self-attention mechanism in neural networks. In: 2021 ACM/
IEEE 48th Annual International Symposium on Computer Architecture (isca 2021), vol. 2021-
June. in Conference Proceedings Annual International Symposium on Computer Architecture, vol.
2021-June. Piscataway: Institute of Electrical and Electronics Engineers Inc., 692-705
DOI 10.1109/1SCA52012.2021.00060.

He J, You H, Sandstrom E, Nittinger E, Bjerrum EJ, Tyrchan C, Czechtizky W, Engkvist O.
2021. Molecular optimization by capturing chemist’s intuition using deep neural networks.
Journal of Cheminformatics 13(1):675 DOI 10.1186/s13321-021-00497-0.

Khurana D, Koli A, Khatter K, Singh S. 2023. Natural language processing: state of the art,
current trends and challenges. Multimedia Tools and Applications 82(3):3713-3744
DOI 10.1007/s11042-022-13428-4.

Lauriola I, Lavelli A, Aiolli F. 2022. An introduction to deep learning in natural language
processing: models, techniques, and tools. Neurocomputing 470(1):443-456
DOI 10.1016/j.neucom.2021.05.103.

Le NQK, Ho Q-T, Nguyen T-T-D, Ou Y-Y. 2021. A transformer architecture based on BERT and
2D convolutional neural network to identify DNA enhancers from sequence information.
Briefings in Bioinformatics 22(5):D506 DOI 10.1093/bib/bbab005.

Lee J, Yoon W, Kim S, Kim D, Kim S, So CH, Kang J. 2020. BioBERT: a pre-trained biomedical
language representation model for biomedical text mining. Bioinformatics 36:1234-1240
DOI 10.1093/bioinformatics/btz682.

Li Z, Li Z, Zhang J, Feng Y, Zhou J. 2021. Bridging text and video: a universal multimodal
transformer for audio-visual scene-aware dialog. IEEE/ACM Transactions on Audio, Speech, and
Language Processing 29:2476-2483 DOI 10.1109/TASLP.2021.3065823.

Lin T, Wang Y, Liu X, Qiu X. 2022. A survey of transformers. AI Open 3(120):111-132
DOI 10.1016/j.aiopen.2022.10.001.

Liu F, Li G, Zhao Y, Jin Z. 2020. Multi-task learning based pre-trained language model for code
completion. In: Proceedings—2020 35th IEEE/ACM International Conference on Automated
Software Engineering, ASE 2020. Piscataway: Institute of Electrical and Electronics Engineers
Inc, 473-485 DOI 10.1145/3324884.3416591.

Lukovnikov D, Fischer A, Lehmann J. 2019. Pretrained transformers for simple question

answering over knowledge graphs. In: Ghidini C, Hartig O, Maleshkova M, Svatek V, Cruz I,
Hogan A, Song J, Lefrangois M, Gandon F, eds. The Semantic Web-ISWC 2019. ISWC 2019.

Tucudean et al. (2024), Peerd Comput. Sci., DOl 10.7717/peerj-cs.2222 20/22


http://dx.doi.org/10.1109/MLBDBI48998.2019.00025
http://dx.doi.org/10.1109/JBHI.2021.3062322
http://dx.doi.org/10.1007/978-3-030-15719-7_11
http://dx.doi.org/10.1109/TASLP.2020.3037401
http://dx.doi.org/10.1109/ISCA52012.2021.00060
http://dx.doi.org/10.1186/s13321-021-00497-0
http://dx.doi.org/10.1007/s11042-022-13428-4
http://dx.doi.org/10.1016/j.neucom.2021.05.103
http://dx.doi.org/10.1093/bib/bbab005
http://dx.doi.org/10.1093/bioinformatics/btz682
http://dx.doi.org/10.1109/TASLP.2021.3065823
http://dx.doi.org/10.1016/j.aiopen.2022.10.001
http://dx.doi.org/10.1145/3324884.3416591
http://dx.doi.org/10.7717/peerj-cs.2222
https://peerj.com/computer-science/

PeerJ Computer Science

Lecture Notes in Computer Science. Vol. 11778. Cham: Springer
DOI 10.1007/978-3-030-30793-6_27.

Mastropaolo A, Scalabrino S, Cooper N, Palacio DN, Poshyvanyk D, Oliveto R, Bavota G. 2021.
Studying the usage of text-to-text transfer transformer to support code-related tasks. In: 2021
IEEE/ACM 43rd International Conference on Software Engineering (icse 2021). in International
Conference on Software Engineering. 10662 Los Vaqueros Circle, Po Box 3014, Los Alamitos, CA
90720-1264 Piscataway: IEEE Computer Society, 336-347 DOI 10.1109/ICSE43902.2021.00041.

Mozafari M, Farahbakhsh R, Crespi N. 2020. A BERT-based transfer learning approach for hate
speech detection in online social media. In: Complex Networks and Their Applications Viii, Vol 1,
vol. 881 SCI. Vol. 881, 928-940 DOI 10.1007/978-3-030-36687-2_77.

Nguyen B, Nguyen VBH, Nguyen H, Phuong PN, Nguyen T-L, Do QT, Mai LC. 2019. Fast and
accurate capitalization and punctuation for automatic speech recognition using transformer and
chunk merging. In: 2019 22nd Conference of the Oriental COCOSDA International Committee
for the Co-ordination and Standardisation of Speech Databases and Assessment Techniques,
O-COCOSDA 2019. Piscataway: Institute of Electrical and Electronics Engineers Inc., 1-5
DOI 10.1109/0-COCOSDA46868.2019.9041202.

Nicholson JM, Mordaunt M, Lopez P, Uppala A, Rosati D, Rodrigues NP, Grabitz P, Rife SC.
2021. scite: a smart citation index that displays the context of citations and classifies their intent
using deep learning. Quantitative Science Studies 2(3):882-898 DOI 10.1162/qss_a_00146.

Petersen K, Vakkalanka S, Kuzniarz L. 2015. Guidelines for conducting systematic mapping
studies in software engineering: an update. Information and Software Technology 64(10):1-18
DOI 10.1016/j.infsof.2015.03.007.

Potamias RA, Siolas G, Stafylopatis A-G. 2020. A transformer-based approach to irony and
sarcasm detection. Neural Computing and Applications 32(23):17309-17320
DOI 10.1007/s00521-020-05102-3.

Radfar M, Mouchtaris A, Kunzmann S. 2020. End-to-end neural transformer based spoken
language understanding. In: Proceedings of the Annual Conference of the International Speech
Communication Association, Interspeech, vol. 2020-October. in Interspeech, vol. 2020-October.
France: International Speech Communication Association, 866-870
DOI 10.21437/Interspeech.2020.

Radford A, Narasimhan K. 2018. Improving language understanding by generative pre-training.
Available at https://www.semanticscholar.org/paper/Improving-Language-Understanding-by-
Generative-Radford-Narasimhan/cd18800a0fe0b668a1cc19f2ec95b5003d0a5035#citing-papers.
(accessed 24 May 2023).

Rasmy L, Xiang Y, Xie Z, Tao C, Zhi D. 2021. Med-BERT: pretrained contextualized embeddings
on large-scale structured electronic health records for disease prediction. npj Digital Medicine
4(1):230 DOI 10.1038/s41746-021-00455-y.

Rogers A, Kovaleva O, Rumshisky A. 2020. A primer in bertology: what we know about how bert
works. Transactions of the Association for Computational Linguistics 8:842-866
DOI 10.1162/tacl_a_00349.

Rothe S, Narayan S, Severyn A. 2020. Leveraging pre-trained checkpoints for sequence generation
tasks. Transactions of the Association for Computational Linguistics 8:264-280
DOI 10.1162/tacl_a_00313.

Sharma A, Lin IW, Miner AS, Atkins DC, Althoff T. 2022. Towards facilitating empathic
conversations in online mental health support: a reinforcement learning approach (extended
abstract). In: De Raedt DRL, ed. IJCAI International Joint Conference on Artificial Intelligence.
5339-5343.

Tucudean et al. (2024), Peerd Comput. Sci., DOl 10.7717/peerj-cs.2222 21/22


http://dx.doi.org/10.1007/978-3-030-30793-6_27
http://dx.doi.org/10.1109/ICSE43902.2021.00041
http://dx.doi.org/10.1007/978-3-030-36687-2_77
http://dx.doi.org/10.1109/O-COCOSDA46868.2019.9041202
http://dx.doi.org/10.1162/qss_a_00146
http://dx.doi.org/10.1016/j.infsof.2015.03.007
http://dx.doi.org/10.1007/s00521-020-05102-3
http://dx.doi.org/10.21437/Interspeech.2020
https://www.semanticscholar.org/paper/Improving-Language-Understanding-by-Generative-Radford-Narasimhan/cd18800a0fe0b668a1cc19f2ec95b5003d0a5035#citing-papers
https://www.semanticscholar.org/paper/Improving-Language-Understanding-by-Generative-Radford-Narasimhan/cd18800a0fe0b668a1cc19f2ec95b5003d0a5035#citing-papers
http://dx.doi.org/10.1038/s41746-021-00455-y
http://dx.doi.org/10.1162/tacl_a_00349
http://dx.doi.org/10.1162/tacl_a_00313
http://dx.doi.org/10.7717/peerj-cs.2222
https://peerj.com/computer-science/

PeerJ Computer Science

Sohn H, Lee H. 2019. MC-BERT4HATE: hate speech detection using multi-channel BERT for
different languages and translations. In: 2019 International Conference on Data Mining
Workshops (ICDMW). Piscataway: IEEE Computer Society, 551-559
DOI 10.1109/ICDMW.2019.00084.

Souza F, Nogueira R, Lotufo R. 2020. BERTimbau: pretrained BERT models for Brazilian
portuguese. In: Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial
Intelligence and Lecture Notes in Bioinformatics). Vol. 12319, 403-417
DOI 10.1007/978-3-030-61377-8_28.

Sung C, Dhamecha TI, Mukhi N. 2019. Improving short answer grading using transformer-based
pre-training. In: Lecture Notes in Computer Science (including subseries Lecture Notes in
Artificial Intelligence and Lecture Notes in Bioinformatics). Vol. 11625, 469-481
DOI 10.1007/978-3-030-23204-7_39.

Whang T, Lee D, Lee C, Yang K, Oh D, Lim H. 2020. An effective domain adaptive post-training
method for BERT in response selection. In: Proceedings of the Annual Conference of the
International Speech Communication Association, INTERSPEECH, vol. 2020-October. in
Interspeech, vol. 2020-October. France: International Speech Communication Association, 1585-
1589 DOI 10.21437/Interspeech.2020.

Xie H, Qin Z, Li GY, Juang B-H. 2021. Deep learning enabled semantic communication systems.
IEEE Transactions on Signal Processing 69:2663-2675 DOI 10.1109/TSP.2021.3071210.

Yang X, Bian J, Hogan WR, Wu Y. 2020. Clinical concept extraction using transformers. Journal
of the American Medical Informatics Association 27(12):1935-1942
DOI 10.1093/jamia/ocaal89.

Yang L, Ng TLJ, Smyth B, Dong R. 2020. HTML: hierarchical transformer-based multi-task
learning for volatility prediction. In: The Web Conference 2020—Proceedings of the World Wide
Web Conference, WWW 2020. Association for Computing Machinery, Inc. New York: ACM,
441-451 DOI 10.1145/3366423.3380128.

Yang L, Zhang M, Li C, Bendersky M, Najork M. 2020. Beyond 512 tokens: siamese multi-depth
transformer-based hierarchical encoder for long-form document matching. In: CIKM "20:
Proceedings of the 29th ACM International Conference on Information ¢ Knowledge
Management. ASSOC Computing Machinery. New York: ACM, 1725-1734
DOI 10.1145/3340531.3411908.

Yu S, SuJ, Luo D. 2019. Improving bert-based text classification with auxiliary sentence and
domain knowledge. IEEE Access 7:176600-176612 DOI 10.1109/ACCESS.2019.2953990.

Zafrir O, Boudoukh G, Izsak P, Wasserblat M. 2019. Q8BERT: quantized 8Bit BERT. In: 2019
Fifth Workshop on Energy Efficient Machine Learning and Cognitive Computing—NeurIPS
Edition (EMC2-NIPS). New York: Institute of Electrical and Electronics Engineers Inc., 345-339
DOI 10.1109/EMC2-NIPS53020.2019.00016.

Zhang T, Xu B, Thung F, Haryono SA, Lo D, Jiang L. 2020. Sentiment analysis for software
engineering: how far can pre-trained transformer models go? In: Proceedings—2020 IEEE
International Conference on Software Maintenance and Evolution, ICSME 2020. in Proceedings-
IEEE International Conference on Software Maintenance. New York: Institute of Electrical and
Electronics Engineers Inc., 345-380 DOI 10.1109/ICSME46990.2020.00017.

Zhang X, Zhang Y, Zhang Q, Ren Y, Qiu T, Ma J, Sun Q. 2019. Extracting comprehensive clinical
information for breast cancer using deep learning methods. International Journal of Medical
Informatics 132:103985 DOI 10.1016/j.ijmedinf.2019.103985.

Tucudean et al. (2024), Peerd Comput. Sci., DOl 10.7717/peerj-cs.2222 22/22


http://dx.doi.org/10.1109/ICDMW.2019.00084
http://dx.doi.org/10.1007/978-3-030-61377-8_28
http://dx.doi.org/10.1007/978-3-030-23204-7_39
http://dx.doi.org/10.21437/Interspeech.2020
http://dx.doi.org/10.1109/TSP.2021.3071210
http://dx.doi.org/10.1093/jamia/ocaa189
http://dx.doi.org/10.1145/3366423.3380128
http://dx.doi.org/10.1145/3340531.3411908
http://dx.doi.org/10.1109/ACCESS.2019.2953990
http://dx.doi.org/10.1109/EMC2-NIPS53020.2019.00016
http://dx.doi.org/10.1109/ICSME46990.2020.00017
http://dx.doi.org/10.1016/j.ijmedinf.2019.103985
http://dx.doi.org/10.7717/peerj-cs.2222
https://peerj.com/computer-science/

	Natural language processing with transformers: a review
	Introduction
	Survey methodology
	Results
	Discussion
	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


