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Abstract— Along with energy conservation, it has been a consumption so that the sensed data is safely delivered even
critical issue to maintain a desired degree of coverage in wéless iy the event of breaking the confidence of coverage.
sensor networks (WSNSs), especially in a mobile environment Certain topology control algorithms such as Span [8] and

By enhancing a variant of Random Waypoint (RWP) model CCP 121 h b desi df . L d
[1], we propose Mobility Resilient Coverage Control (MRCC) [2] have been designed for assuring connectivity an

to assureK-coverage in the presence of mobility. Our basic goals coverage. Span adaptively elects coordinators from all the
are 1) to elaborate the probability of breaking K-coverage with nodes in the network. Its goals are to ensure that sufficient

moving-in and moving-out probabilities, and 2) to issue wak-up  coordinators are elected so that every node is in the radio
calls to sleeping sensors to meet user requirement &f-coverage 10 of 4t least one coordinator and to rotate the coomfisat

even in the presence of mobility. Furthermore, by separatig the . . .
. L L 4 through the withdrawal mechanism in order to ensure that
mobility behavior into average and individual, the probability of

breaking K-coverage can be precisely calculated, hence reducing@ll nodes share the task of providing global connectivity.
the number of sensors to be awakened. Our experiments with NS With the help of Span, CCP was devised to provide the

show that MRCC with the individual probability achieves better specific coverage degree requested by an application with a
coverage by 1.4% with 22% fewer numbers of active Sensors yo.onwalized protocol that only depends on local states of
than that of existing Coverage Configuration Protocol (CCP)[2]. . )
sensing neighbors.
|. INTRODUCTION In contrast to the above algorithms which consider station-

A wireless sensor network comprises numerous sensoasy WSNs, we consider mobility in guaranteeidgcoverage.
each with a limited computation, communication, and sensifo properly model the mobility of objects, [9] suggested a
capability in an unmanned mode. While energy efficiency ischeme wherein mobile objects are uniformly distributedrov
a WSN is a paramount issue because of the limited batterycell. Each chooses a directionand speed;, uniformly at
lifetime, a rigid assurance oK-coverage characterizes therandom in intervals [@x) and [0Vi...], respectively. With
monitoring quality provided by a WSN in a designated regiormptional operation othinking time, an RWP model similar to
hence, addressing this problem is of utmost importance. Djf] has been a commonly used synthetic model for mobility
ferent applications, such as the intruder detection, quaeesl in Mobile Ad-hoc Networks (MANETS) [7,10]. However
detection system in a multi-hop WSN, and distributed detetitis model fails to provide a steady state in that the average
tion based on data fusion, require different degrees ofisgnsnodal speed consistently decreases over time, hence ittis no
coverage [2, 3]. Mobility, which induces a fault in coverageragmatic. Therefore [11] suggested a modified RWP model
and connectivity in a WSN, is one of the sources that makas be able to reach a steady state. For the coverage problem,
solutions of the above problems harder [1, 4], and the samd4$ chose a directiord € [0,27) and a speed < [0,Vinaz]
true for Mobile Ad Hoc networks (MANETS) [5-7]. In consid-according to distribution density functiong(6) and fv (v),
ering mobility for WSNs, the biggest concern is maintainang respectively. Its approach is that, when lacking in sensars
connected and covered network, while minimizing the powsensor node can give better coverage by sweeping the field of



interest. [1] used a mobility model for choosing a waypoint
uniformly like RWP so as to build a robust connectivity
topology, a Local Minimum Spanning Tree. Unlike [1], we
consider the mobile sensor conditioned on the maximum pos-
sible area of movement, rather than sensing area, for cgeera
In [12], the authors suggested several algorithms thattiiyen
and minimize existing coverage holes based on a Voronoi (a) Moving in (b) Moving out
diagram and then computed the desired target positionsewvher Fig. 1. Probability of Moving in vs. Moving out
sensors capable of movement should move, while sensors in

our scheme are not required to specify their destinations.

. . . . e average and individual probabilities with the follogin
The rest of this paper is organized as follows: Section W ) 9 - P Y
. . . assumptions of our mobility model; 1) All nodes are randomly
introduces the basic concept and corollarieKeafoverage. In

. o . distributed within a circle of areal, with sensing radius?
addition, we reformulate the average and individual prabab ] )
and the total number of nodéé is known, 2) for a short time

ities in our mobility model. We will explain the experiments ) | of lenatht h nod ind dently t q
: . . . interval of len , each node moves independently towar
conducted with NS2 for our scheme in Section Ill. Finally the g P y

. . . . a random direction iff0, 2), with a constant speed that is
conclusion and future work are mentioned in Section IV. ) o ; i )
uniformly distributed in[0, v,,q.] and it may stay still for a

Il. MoBILITY MODEL AND MRCC FrROTOCOL while, and 3) the locations of sensors are known using either
As proposed in [2] the definition oK -coverage is that any GPS or trilateration.

point in a concerned field is covered by at le#Stsensors.  Under these assumptions, within a range intervathich
Based on this definition we want to devise corollaries giving a function of timet, two observations can be made which
the surplus number of sensors to assure the degree of ceversgn model probabilistically 1) that a new neighbor sensor
by issuing wake-up calls to sleeping sensors. moves into the detection range of nodén Fig. 1 (a) and 2)
that an existing neighbadr moves out of the detection range
C(a, R) in Fig. 1 (b), P,..; andP,, .., respectivelyC(a, R) is
denoted as the circle of radiug centered at node.

COROLLARY 1 If a given topology of a WSN is assured by
an optimal algorithmfor K -coverage regardless of deployment
distribution of a set of sensors, an active sensor node has to

_ o ) 1) Probability of Moving in C(a, R), Pm..: Suppose node
keep at least k-1 neighbors in its sensing range R.,.

a is located at point. with its neighborb at pointb as shown
Fig. 1 (a). The maximum detection range of nad&s R and
the distance between nodeandb is = wherex is larger than
R. Also let pointc be an intersection of a circle made by point
a with radiusR and a circle made by maximum movement of
point b with velocity v,,,4, over timet. Thenbc becomes =
Based on the corollaries of necessary conditioretov- , " and the probability that nodemoves into the detection

erage we plan to devise a mobility-resilient topology cohtr range of node: within time ¢ is the probability that nodé

for coverage with a modified RWP model for mobility in thgy,gyes into circleC(a, R), which is exactly the shaded area
following sections so that initiating some of sleeping $88S petween two circles as shown in Fig. 1 (a). This probability

COROLLARY 2 In a given topology assured by an optimal
algorithm for K-coverage, when a sleeping sensor initiates
its sensing activity within its sensing range, it should have at
least k neighbors on already active duty.

prevents frailty ofK'-coverage. can be calculated in terms of the following two cases.
A. Probabilities in Mobility Model Case 0 <r < 2R
. . _— R+7r R+r
Like RWP of [7], we consider four probabilities of sensors P = / QW_‘”ﬁdw = / M_lxdx 1)
: r  Ag mr2 g Aar?

moving-in/out, in an average and individual way. Furthereno

. . . . . _ 2 2 0 _ 2 2\

we reformulate the moving-in probability with the locationWheréd: = a1 R*+aer —stmczw‘id ;W((PH-?“) -R%) =

. . . . 2 _ _ z°+R°—r _ _

areaA, of outside sensors which deemed to move in wh|l7é(27"Rt’“ 2)0“12 = Zcab = arccos =5 ==, andaz = Zcba =
z“4+r“—R

[1] used 4, in the conditional part. We compare the differ#¢oS — a5
ence in calculating moving-in probability with [1] and dei Case ll: » > 2R



_ r=R o 0 1 R? ™R oy Al J Avg. Probability of In/CQut
P [y [ A, s
"k Agq mr? r—r Aa T >o0.8 ...m! 23 Iczt """""""
r—R QWRQJL' r+R 2A1l‘ = 0.6 /“‘
= —le' + 3 dﬂ,’ S ',"
R Aar r—r Adr So0.4 R
,R2(T —2R) + /H_R 2A1mdw @) éo.z 5/’\
r2(r + 2R) r_r Aar? 05"

. . . . o r of lvbl\?i ng Circfoe, f(t) %0
The first fraction in Eq. (1) explains the conditional prob-
ability about the existence of the sensor at painand the
second fraction is the ratio of areh to total area of nodé’s
0.5
movement. Unlike [1], in Eg. (1) and (2) we considerégas o4
a conditional probability because the probability of locatof Zo3
outside sensors is representedAy not Ao. The first term of ;Zj L
Eq. (2) considers the case that the movement circle is large  o~“““——————, e
i . i r of Mwving Circle, f(t) r of Moving Gircle, f(t)
than the sensing circle of senserso that the former circle () Moving in (b) Moving out
includes the latter. The second term in Eq. (2) represents a . _ _ _ _
. . . . . Fig. 3. Probability of Moving In/Out according to distanceaztive sensor
situation where there is an intersection between movement

circle and a sensing circle of sensar

Fig. 2. Pp.i VS. Pm.o
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2) Probability of Moving out C(a, R), Pom..: The probabil- Fig. 2 ericts the functions a?,, ; a.ndﬁm,o considering
all equations from (1) to (5) according to for R, = 10

ity that. one of neighbors in.sic.je ?irC@(?’R) moves OL.J,t of the whose value decides the stiffness of these functions, ret th
detection range of node within time ¢ is the probability that ,on6tonic increase nor decrease. Whlke, ; starts at0.2
nodeb moves out of circleC(a, R), more specifically, which and decreases gradually,.., increases expeditiously. Eq. (1)
is the shadowed area outside of detection circle made by ndbgough Eq. (5) have been devised for average probability
a as shown in Fig. 1 (b). There are three cases depending™BRaning that regardless of distance variable from the

. . . . . area of interest, every sensor has the same probability. But
the interaction between sensing circléq, R) of a given node .~ . . 1y S€ probability
intuitively at given same timeé sensors at near outside rim or

and the range of the mobile node which can be enumerajgdije perimeter have larger probability of moving in or out
as, 1) intersection, 2) eclipse, or 3) inclusion, which can kespectively. Therefore if we specify this individual pedtility

formulated in the following manner, of moving in and out, each sensor can make more accurate
_ decision. This insight can be formalized in the following
Case :0<r <R equations,
Proe R%—xﬂdx—/R 2ot ) @A) A er <R R<z<R+
m.o— o AO 2 - R A0T2 5 2 r 5 ST T
R2
where As = (7 — ao)r? — ay R? + zRsin ;. Prnilx=o = s r>2R,R<z<r—R
Case ll:. R<r <2R :Tl r>2Rr—R<z<r+R (6)
_ r—R 2 p2 R and
Pm.o:/ Iren(r —R7) i ) da +/ e Ao g
0 Ao r r—r Ao mr2 As
R — 0<r<RR-r<z<R
m(R+T) 3 2As2zx wr
=1 (r—R)”+ Y dx. 4 (r? — R?)
or r—Rr 4107 — R<r<2R,0<zx<r—R
_ T
Case lll: r > 2R Prnojx=o = As
p) R<r<2Rr—R<z<R
R 2 2 2 2 2
—= 2rx w(r° — R*) w(r*— R°)R (r? — R?)
Pmm) = — = ~ 7 —
. Ao dx A2 (5) = r>2Rr—R<z<R. (7)

In Eq. (4) the first term shows that the center of moving circleCompared to Eq. (1) through Eq. (5), these questions are
larger thanC(a, R) ranges from 0 tor — R resulting in the formulated by taking out the conditional probability, like
moving circle encompasses the circlés, R) while the second 27z/Ao, of a sensor’s location in average probabilities.

term accounts for the intersection between moving circlé an Fig. 3 shows these individual probabilities Bf, ; and P,, .,
circle C(a, R). with R = 10 according tor. Depending on the distance



to a particular sleeping sensaop,,; has peak value while Based on the equations, Eq. (1) through Eqg. (5), depicting
Pm.. has only gradual increase regardlessrofCompared the average probabilities of sensors moving in/out, we can
to Fig. 2 plotting average probabilities, Fig. 3 shows thfé)rmulate the probability of breaking th&-coverage of a

. . . o . sleeping sensor, giveN;, and N,;. Suppose there are random
noticeable difference meaning that using individual ptuliiy vari;blssN andgN about th; nunp1Eer of sensarmving-

in deciding coverage assurance in mobility is more accuradgt sensors from inside and sensaomsving-in sensors from

than average probabilities. outside, respectively. Then the probability of breakihg
coveragePp considering two random variables;,, and N,:
B. MRCC Protocol Mechanism gives us two following cases, one of which is o, = K

and the other of which is foN;, = K + ¢,
Nin
=

P(
1
Nip
> P(Npi<l—a|Npo=1)P([Nno=1),8)
l=a+1

(6]
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Fig. 4. Diagram of Status Transition in sensors for MRCC —
9 9 where P(Ny.i < I | Npo = 1) = X020 (V) Pl —

. P*m..i)Nnt_] andP(Nm..o = l) = (Nzn)Pino(l - P*m.o)Nin_l-
Usually topology control mechanism operates between rout- . .
) ] In the above a function ot, »r = v,,4, - t, determines
ing layer and MAC layer so that the routing layer use

ﬁ1e period of information exchange, the probabiliy, ; and

information of rigid infrastructure of a WSN, built by the_ . G .
9 y P...., and therefore the maximum probability with information

topology control algorithms [2, 8]. Besides these basicmec . .
pology gort [2, 8] ! ! about both of constank and active sensor’s distance from

anisms of becoming active sensors, we need additionalgrulin . L
a sensor deemed to be sleeping. For calculating individual

ft iti f tatus f I ing t ti . - o .
° Aran5| on (?[ Ze'nsozr za?hs rom ﬁdeTplng O‘t:C Ile sfnsobreaklng probabilities, Eq. (8) can be modified by replacing
s suggested in [2,8], three solid fines with (1), (2) anﬂw binomial distributions given above with the enumeratio

53) are _;he transmtonz of becommglmaryh ictn;t_aé;er:ors of individual probability of each sensor, given by Eq. (6)7) (
O provide guaranteed coverage over whole fiesiobing As observed from Fig. 2Pg in Eq. (8) is determined

sensors which want to imary active sensors need to be, _— - . . .
ber y by P,.. and P,,, which are monotonically descreasing and

asychronized to figure out their roles, otherwise a grou . . .
Y 9 group Cc)iecreasmg, respectively. Therefore we set some predefined

sensors are blindly set to wake up to cover the same Cover?lgr%shold value to awaken sleeping sensors, govenr@bhy
hole at the same time. Once the roles of each sensor is deci%d ’

reshold.
we need to choose some gfeeping sensors which have
breaking probability calculated by Eq. (8) lower than prede I1l. EXPERIMENTS WITHNS2
fined threshold value. Two dotted lines of (4) and (5) explain \We used NS2 implementation of CCP [2] as an optimal
these situations where each of sleeping sensors asynatsignoa|gorithm to assuré -coverage in a variety of coverage degree

figure out the probabilities to becomesecondary sensor. cases.
After each sensor does a probing operation about deciding
duty sensors fo -coverage by an optimal algorithm, as stated : ’ e B Prob
in Corollary 1 and 2 each sleeping sensor is required to be =0-6jl=—fotual B Pro.
K-covered by the optimal algorithm and therefore from the %04
point of each sleeping sensor it can observe the number of Eo,z
activeinside sensorsv;, in its radiusR,. We can determine ol - " J
the number ofoutside active sensorsy,., by probing the r of Mving Grcele, f(t)
neighborhood of the given sensor, from to 2R because Fig. 5. Comparison of Three Breaking Prob. in 200 runs

sensor field connectivity requireB. > 2R, to be satisfied

whereR, is the communication radius [2]. Hence the distance Fig. 5 shows the benefit of using average and individual
between sensors can be measured based on transmissidn sfgedability in the situation of breaking-coverage. Two curve
during K-coverage configuration. lines explain the mathematical plots for Eq. (8) while the



dotted line is made from the actual breaking probability afven in the presence of faults. EnsurlRgoverage guarantees
NS2. As the figure illustrates, there is a gap between averapat a particular area is covered most of time, to a specific

and individual probabilities, and furthermore, the dottack

shows the same behavior of individual probability.

Prob. SchemeAgvs.A; | Coverage Achieved(%) Avg. No. A. N.f

MRCC w/ Ag 90.694.7* 67.3/89.1

MRCC w/ A4 96.6/97.3 65.2/84.7

Coverage Scheme Coverage Achieved(%) Avg. No. A. N.t

CCP 93.992.7" 87.1/90.9
MRCC w/ Avg. P. 94.7/93.2 77.6/88.4
MRCC w/ Ind. P. 94.4/94.1 71.1/84.6

TABLE |

COMPARISONS OFA,4 VS. Ag AND AVG. VS. IND. PROB. IN 10 RUNS

' 1-Coverage ’ 2-Coverage
TAvg. No. of Active Nodes among 120

degree. Mobility of sensors is one of the major hurdles in
achieving K-coverage due to the uncertainty in locating a
competent sensor for coverage.

In light of the above mentioned problems, we have formu-
lated the average conditional probabilities of moving-itda
have achieved a significant reduction in the number of active
sensors, as well as a higher achieved coverage. Furthermore
for individual probability, we have articulated the varat of
probability as a function of the distance and have improved
results than that for the average probability case. Thegefo
with fewer numbers of sensors for the same coverage, we
believe that a significant amount of power can be saved,
leading to the longevity of lifespan of a WSN.

In the future, we will measure power savings obtained by
considering battery depletion, as well as how to decide the

The simulation results from NS2 in Table | validate thgvake up time based on residual power afiéeping sensor.
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