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Abstract— Maximum rank distance codes are the equivalent in
rank-metric of Reed-Solomon codes whose subcodes have been
widely studied. In this paper we characterize subspace subcodes
of MRD codes and we show that it is possible to construct
efficient polynomial-time encoding-decoding procedures for these
subcodes. In a second part we show that subfield subcodes
of Maximum rank distance codes can be represented in some
sense by the direct sum of Maximum rank distance codes of
smaller length and same minimum distance. We then derive
an algorithm correcting some error-patterns beyond the error-
correcting capability of the codes.

I. INTRODUCTION

Many publications concern specific subcodes of the optimal
family of Reed-Solomon. There have been significant work
on their subspace (or subgroup) subcodes, as well as subfield
subcodes, since many of the interesting families of codes can
be derived from this family of polynomial codes [5], [8], [1].

Maximum rank distance codes (MRD codes) are equivalent
in rank metric to RS codes [2], [7]. They have fast decoding
algorithms up to their error-correcting capability [3], [2], [7],
[6]. Therefore, studying subcodes of rank codes is of interest in
designing new codes for which there exist decoding algorithms
up to some rank distance.

In this paper we classify subcodes of rank codes that
are constructed by taking the words of the codes whose
coordinates lie in subspaces or in subfield of the field alphabet.
In particular, we design a systematic encoding procedure for
subspace subcodes, and we design specific decoders, of lower
complexity than using the decoder for the initial code. A
particular subclass of subspace subcodes of great interest is the
class of subfield subcodes. We show that, in some sense, they
are similar to the direct sum of maximum rank distance codes
over a smaller field. For these codes we show how to correct
some error-patterns beyond the error correcting capability, by
decoding several times in maximum rank-distance codes of
smaller size.

II. MAXIMUM RANK DISTANCE CODES

Let GF (q) be the base field and GF (qn) be an extension
field of GF (q).

Definition 1 (Rank of a vector): Let e = (e1, . . . , en) ∈
GF (qn)

n, then, the rank of e is the the rank of the n × n
q-ary matrix obtained by extending every component ei over
a basis of GF (qn)/GF (q). It is denoted Rk(e)

A (n, k, d) MRD-code G over the field GF (qn) is defined
by a generator matrix of the form
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where g1, . . . , gn ∈ GF (qn) are linearly independent over the
base field GF (q). We define [i] := qi, when i ≥ 0 and [i] :=
qn−i when i < 0.

This code can be defined in terms of a parity check matrix
H such that

GHT = 0, (II.2)

where
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, (II.3)

and h1, . . . , hn ∈ GF (qn) are linearly independent over the
base field GF (q). These codes are optimum for rank distance
(their minimum distance is d = n − k + 1), and there exists
polynomial-time decoding algorithms decoding up to their
error-correcting capability, [2], [3], [7].

III. SUBSPACE SUBCODES OF RANK CODES

Let G be the code with generating matrix (II.1) and parity-
check matrix (II.3). Let Vm be a m-dimensional subspace of
the extended field GF (qn) considered as a vector space over
GF (q). Let c = (c1, . . . , cn) ∈ G, such that cj ∈ Vm, j =
1, . . . , n.

We denote by (G | Vm) the set of all such code words and
refer to this set as the subspace subcode. The dimension m
must be greater than d−1 to avoid triviality. The code (G | Vm)
is a group code (i.e., GF (q)-linear) but not GF (qn)-linear.
Thus, generally speaking it is not straightforward to design an
efficient encoding procedure for group codes, [8].

In our case however, we show these subspace subcodes can
be put into one to one correspondence with MRD codes over
the same alphabet but of smaller length. This can be done with
simple linear transformations over the base field. Therefore,
it enables us to design an efficient encoding and decoding
procedure.



A. Characterization
Let b = (β1, . . . , βm) be a basis of Vm over GF (q). Let

c = (c1, . . . , cn), cj ∈ Vm for all j. The vector c is written
in a unique manner under the form

c = bU = (β1, . . . , βm)U, (III.4)

where U = (Uij)
m,n
i=1,j=1 is a q-ary m× n matrix. The vector

c is a code word of G if and only if

cHT = (β1, . . . , βm)UHT = 0. (III.5)

The subspace subcode (G | Vm) is defined completely by
the fixed basis (β1, . . . , βm) and the set of m × n matrices
U with coefficients in GF (q) satisfying the condition (III.5).
This condition is equivalent to the following one:

(β1, . . . , βm)
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= 0, (III.6)

where

vi =
n

∑

j=1

Uijhj , i = 1, . . . , m. (III.7)

Note that, given (v1, . . . , vm) one recovers uniquely ma-
trix U by taking the representation of every coordinate vi

in the basis (h1, . . . , hn). The subspace subcode (G|Vm) is
completely defined by the fixed basis (β1, . . . , βm) and by the
set of all vectors (v1, . . . , vm) over the extended field GF (qn)
satisfying the condition (III.6).

Condition (III.6) is equivalent to

(v1, . . . , vm)
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Relation (III.8) implies that v = (v1, . . . , vm) is a code
word of a GF (qn)-linear MRD code with parameters [m, m−
d + 1, d]. From now on this code will be denoted LG(Vm). A
parity-check matrix of LG(Vm) is given by

H(Vm) =
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Definition 2: The code LG(Vm) is called the parent code
of (G|Vm).

Thus, any subspace subcode of a MRD code is uniquely
characterized by a MRD code with the same minimum dis-
tance but of smaller parameters. The subspace subcode (G|Vm)
has cardinality qn(m−d+1).

We have the following proposition.
Proposition 1: Let b = β1, . . . , βm be a basis of Vm

considered as a m-dimensional vector space over GF (q). Then
the mapping

c ∈ (G|Vm) 7→ v = (v1, . . . , vm) ∈ LG(Vm),

is a bijection, and preserves the rank of vectors (i.e. Rk(c) =
Rk(v)).

B. Coding and decoding of subspace subcodes

Generally speaking, subspace subcodes are group codes, and
there is no simple way to characterize their structure such as
generating matrices or some parity-check matrix describing
them in a compact way,see [5], [8]. However, thanks to our
previous characterization we can design an efficient way to
encode subspace subcodes of MRD codes.

Let x = (x1, . . . , xm−d+1) ∈ GF (qn)
m−d+1 be an infor-

mation vector. Let G(Vm) be a generating matrix of the parent
code LG(Vm). The encoding procedure is the following:

1) Compute y = xG(Vm);
2) Determine the q-ary matrix U = (Uij), such that for all

i = 1, . . . , m, we have yi =
∑n

j=1 Uijhj ;
3) Compute c = (β1, . . . , βm)U ;

Vector c is a codeword of the subspace subcode (G|Vm). The
complexity of the encoding procedure consists in (m−d+1)m
multiplications in GF (qn), if we neglect the operations over
the base field GF (q).

Suppose we receive the vector y = c+e, where c ∈ (G|Vm)
and e has coefficients in Vm and has rank t ≤ b(d − 1)/2c.
There are two ways to decode:

• In the code G by using the standard decoding algorithms
for G. The complexity is ≈ (d−1+t)n+t3 multiplications
in GF (qn) if we take the decoding algorithm described
in [3].

• By decoding in the parent code LG(Vm). Namely,
yHT def

= (s1, . . . , sd−1) = eHT . Since e has rank t, we
can write e = (β1, . . . , βm)E, where E = (Eij)

m,n
i=1,j=1

is a m × n matrix of rank t over GF (q). Let εi =
∑n

i=1 Eijhj for i = 1, . . . , m. We get the following
equation

(ε1, . . . , εm)H(Vm)T = (s
[n]
1 , s

[n−1]
2 , . . . , s

[n−d+2]
d−1 ).

Since (ε1, . . . , εm) = (h1, . . . , hn)ET has rank t, it can
be recovered by one decoding in LG(Vm). Afterwards,
by expanding the elements εi on the basis h1, . . . , hn we
get E and then e = (β1, . . . , βm)E. By neglecting the
operations over the base field, the overall complexity of
this algorithm is ≈ (d− 1)m + tn + t3 multiplications in
GF (qn).

IV. A PARTICULAR CASE: SUBFIELD SUBCODES

Previous section showed that subspace subcodes of rank
codes could be completely classified by designing a simple
rank-preserving bijection between a maximum rank distance
code and the considered subspace subcode. This is very dif-
ferent from the Reed-Solomon case, where even determining
the order of subspace subcodes is not an easy problem, since
it depends on the structure of the considered subspace with
respect to the action of the Frobenius automorphism, [4].

Now we are more particularly interested in subfield sub-
codes. In Hamming metric, subfield subcodes of Reed–
Solomon, or GRS codes provide very interesting families
of decodable codes (BCH codes, classical Goppa codes). In
rank metric, they can be studied as a subfamily of subspace



subcodes and we have properties of previous section, but they
can also be considered by themselves.

Namely we have the following theorem.
Theorem 1: Let H be a parity-check matrix of a [n, n−d+

1, d]-MRD code C over GF (qn). Let s be a positive integer
dividing n and let

A =







a1 · · · as

...
. . .

...
a
[d−2]
1 · · · a

[d−2]
s






.

where the ai ∈ GF (qs) for all i = 1, . . . , s form a linearly
independent family over GF (q). Therefore, A is a parity-
check matrix of a [s, s − d + 1, d]-MRD code over GF (qs).

Then, there exists a non-singular q-ary matrix S of size
n×n, such that a parity-check matrix HGF (qs) of (C|GF (qs))
is equal to:

HGF (qs) =











A 0 · · · 0
0 A · · · 0
...

...
. . .

...
0 0 · · · A











S.

The theorem means that, somehow, the subfield subcode
of a maximum rank distance code of full length (i.e. the
length of the code is equal to the extension degree) is a direct
sum of maximum rank distance codes taken over the subfield.
Moreover, it also implies that, whatever be the MRD code
over GF (qn), if we fix a basis of GF (qn)/GF (qs), then the
subfield subcode is uniquely determined by a q-ary matrix S.

The direct sum structure of the subfield subcode can be used
to decode beyond the error-correcting capability of the code.
Namely, suppose one receives a vector y = c + e, where c is
a codeword of (C|GF (qs)), where C has minimum distance d
and where e is some vector with coefficients in GF (qs) and
of rank t.

If t ≤ (d−1)/2, then y can be straightly decoded by using
a decoder for the subfield subcode as described in previous
section.

Now we consider another type of algorithm. We compute
the syndrome

eST







AT · · · 0
...

. . .
...

0 · · · AT







def
= s.

If we define
s

def
= (s1| · · · |ss)

eST def
= (e1| · · · |es),

where each ei has length n/s, we obtain the following
equations to solve:

eiA
T = si, ∀i = 1, . . . , s,

where A is a parity-check matrix of a maximum rank distance
code with minimum distance d. Therefore, if ei has rank less
than (d−1)/2

def
= C for all i, the vector e can be recovered, by

completing s-decoding steps in the MRD code of parity-check
matrix A.

To evaluate the probability of such an event, we have to
evaluate

P
def
= Pr(Rk(e1) ≤ C, . . . , Rk(en/s) ≤ C|Rk(e) = t)

Whenever s = 2, computing the number of such occur-
rences divided by the number of possible vectors, we can show
that

P ≈ 2n/2(C−t)−(t−C)2 .

Hence if, for example q = 2 and t = C + 1, we have

P ≈ 2−n/2+1.
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