BERNSTEIN’S SOCKS AND P-COHERENCE

Appendix A. Technicalities
A.1. Proofs of Section 2

PROOF OF THEOREM 1. The equivalence clposi(¥) =
Cnz(¥) holds since in the derivation tree of a sequent
¢ 1> g, applications of the closure rule can be lifted up
to the root and joint in a single inference step. The other
equivalence traces back to Walley (1991). g

A.2. Proofs of Section 4

PROOF OF PROPOSITION 4. As for T, the equivalence
clposi(¥4) = Cnz«(¥) holds since in the derivation tree
of a sequent ¢ 1> g, applications of the closure rule can be
lifted up to the root and joint in a single inference step.
Next, for the equivalence between items (1)-(3), first of
all, notice that posi(4 UX=) C clposi(4UX=) C Cng+(9).
Hence, (3) implies (2) implies (1). For the remaining im-
plications we reason as follows. Assume that (2) holds,
and assume f + & € posi(¢4 UX=), for every & > 0. This
means f € cl(posi(¢ UX=)). Suppose f € X<, then since
Y.< is open, f+ & € X< for some § > 0, contradicting P-
coherence of posi(4 UX=). We therefore conclude that
f ¢ X<, and that (3) holds. Now, assume (2) does not hold,
ie. f€X<and f € posi(4 UX>). Hence, —f is in the inte-
rior of X2, meaning that forsome § >0, —f—8=g¢€ ¥y,
From this we get that —1 = £5/ € posi(4 UX>): (1) does
not hold. ]

PROOF OF PROPOSITION 5. Since (1) always implies (2),
we need to verify the other direction. Assume Cnz+ (%) is
not P-coherent. By Proposition 4, —1 € Cng+ (%), and thus
—€ € Cnz+(¥9), for every € > 0. Let f € Zg. If (*) holds
there is € > 0 such that f +¢& € = C Cnz+(%). Hence,
by closure under linear combinations, f+ €+ (—¢€) = f €
Cng* (g)

Assume (b) holds. It is enough to prove that —B C
posi(BU {—1}). Fix b € B. By hypothesis —éb —
Zle Abi = —1, with 4; > 0 and € > 0, for some
{bl,...7b[} C B. Hence —b = g(—1+ Zf:lkibi) S
posi(BU{—1}). We thus conclude that Cng+(¥) is log-
ical inconsistent. O

In the next Proposition we explicit another property of
Y= and verify that implies (*¥).

Proposition 1 Assume that ¥~ contains a basis B of £z
and for every b € B there is a finite {by,...,by} C B such
that b +Zf:1 Aib; = € > 0, with A; > 0. Then condition (*)
holds

Proof It is enough to check that, for b € B, there is € > 0
such that —b + & € £=. But this is immediate since by
hypothesis we know there is a finite {b1,...,b;} C B such
that b+ Y/, Aib; = € > 0, with A; > 0. Hence —b+¢€ =

Zle Aib;, which is in 2 since the latter is a cone that
includes B. |

PROOF OF PROPOSITION 8. This follows by Proposition
1 and the fact that Bernstein’s polynomials form a partition
of unity. ]

PROOF OF PROPOSITION 9. Assume that a polynomial
f(0) belongs to (15). If there exists a monomial of f(0)
of degree ¢ less than d, then we can multiply it for the
Bernstein partition of unity of degree d — ¢. The resulting
polynomial will then belong to (17). The opposite direction
of the proof is obvious. O
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