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Abstract

In multi-label classification, a datapoint can be assigned to more than one class simulta-
neously. Input space transformation methods can be used to transform the input space
so that classification algorithms can perform better. Although existing algorithms used in
binary or multi-class classifications can be used with multi-label datasets, this leads to one
transformation per label and hence is very costly. Also, considering each label indepen-
dently ignores consideration of any label associations in the transformation process which
is a missed opportunity. In this work, a new input space transformation algorithm, Multi-
label Neighbourhood Component Analysis (ML-NCA), is proposed. ML-NCA performs
one single linear transformation of the input space in a supervised fashion, that transforms
to a space in which k nearest-neighbour based algorithms are expected to perform well.
ML-NCA considers all the labels together while finding the single transformation of the
input space, therefore omitting the need for per-label transformations. This also implicitly
takes advantage of label associations. An extensive set of experiments and detailed analysis
demonstrate that the transformation found by ML-NCA is able to significantly improve the
performance of multi-label-specific k nearest neighbour algorithms.

Keywords: multi-label, knn, input space transformation

1. Introduction

Multi-class classification models assign at most one class to a datapoint. However, real-
world problems exist where a datapoint should be assigned to more than one class at the
same time. In other words, a datapoint can be labelled with multiple classes. For example,
an image can contain beach, mountains and sea at the same time (Boutell et al., 2004;
Luo et al., 2019; Chen et al., 2019). Such problems are known as multi-label classification
problems (Tsoumakas and Katakis, 2007).
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Multi-label classification problems can be formally defined as follows. Let xi be a dat-
apoint from a d-dimensional input space X of real and/or categorical attributes. Also,
let the set of all possible labels for a specific multi-label classification problem be L =
{λ1, λ2, . . . , λq}, from which a subset of labels, Li ⊆ L, is relevant to the datapoint xi. Here
labels in Li are called the relevant labels, and labels in (L−Li) are called the irrelevant la-
bels for xi. Then a typical multi-label dataset is defined as D = {(xi,yi)|1 ≤ i ≤ n}, where
n is the number of datapoints in the dataset, xi = {xi1,xi2, . . . , xid} is a vector indicating
the ith datapoint. The vector yi = {yi1,yi2, . . . , yiq} is a binary vector indicating the label
assignments Li for the ith datapoint. Here yij = 1 if λj ∈ Li, that is, the jth label is appli-
cable to the ith datapoint, and yij = 0 if λj /∈ Li. The objective of multi-label classification
is to learn a model h, that predicts the relevance of each label to a new datapoint, t, i.e.
h(t).

In the field of multi-label learning, input space transformation is challenging, as the
labels share the input space. Label-specific positive and negative class partitions being a
key aspect of multi-label datasets, has been thoroughly explored for transforming features
in the input space. In most supervised transformation cases, a point in the feature space
is given more than one transformation under the Binary Relevance (BR) (Boutell et al.,
2004) framework. In BR, a single datapoint is given L transformations for L labels — one
for each label. Sometimes, pairwise label discrimination has been the focus of the transfor-
mation (Weng et al., 2018; Huang et al., 2017). In such cases, the transformation depends
on the class memberships with respect to label pairs. Overall, the research on feature
transformation is skewed towards obtaining a number of discriminative sets of features.

Nearest-neighbour based methods for multi-label classification are particularly attractive
because they are ”lazy” methods—that is, they need minimal or no computation in the
training phase. As a result as new datapoints become available, models can be easily
updated. Also, they allow easy interpretation of predictions as explanations can be easily
generated based on comparison to nearest neighbours. Although there are a number of
nearest-neighbour methods proposed in the multi-label literature (Spyromitros et al., 2008;
Zhang and Zhou, 2007; Younes et al., 2008; Cheng and Hüllermeier, 2009), they typically
perform relatively poor compared to approaches based on other methods (SVM, Decision
trees, etc.) (Pakrashi et al., 2016).

This indicates a significant opportunity for improvement in nearest-neighbour based
methods for multi-label classification. This work addresses this opportunity using super-
vised input space transformation. This preserves the benefits of nearest-neighbour methods
while improving the classification performance. In this work, a single transformation of the
input space is obtained in a supervised way considering all the labels together. This offers
massive savings in computation compared to one-transformation-per-label approaches.

The key contributions of this paper are as follows

• A new linear supervised input space transformation method, Multi-label Neighbour-
hood Component Analysis (ML-NCA), for multi-label datasets. ML-NCA obtains just
one input space transformation by considering all the labels together, thereby saving
huge computation time compared to approaches that consider each label individually.
This single feature transformation is used by all labels of a multi-label dataset.
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• A detailed experimental study demonstrating the effectiveness of ML-NCA, indicating
that further research in this direction will be fruitful.

The rest of this article is structured as follows. Relevant related work is discussed in
Section 2. The proposed ML-NCA method is described in Section 3. The experiment setup
is described in Section 4 and the results of this experiment is discussed in Section 5. Finally,
Section 6 concludes the paper and discusses ongoing and future work.

2. Related Work

In recent years, feature transformation, either in terms of a reduced feature subset or ex-
traction of a set of new attributes, has been a popular approach in multi-label classification.
The goal is to map the features into one or more subspaces where the positive and negative
classes of labels are more separable. Additionally, some methods also aim to reduce the
cost of computation by removing redundant features using techniques including PCA (Abdi
and Williams, 2010), random subspace for decision trees (Ho, 1998), and locality preserv-
ing projections (He and Niyogi, 2004). Unsupervised feature selection is one of the early
choices in machine learning and it has been widely explored in the domain of single label
learning. A variety of schemes including feature-similarity measures (Mitra et al., 2002)
and Multi-cluster feature selection (MCFS) (Cai et al., 2010) exist in literature.

In the multi-label context, a few semi-supervised feature transformation techniques are
found. One of the most important is by Qian and Davidson (2010)–where reconstruction
error is used to determine how well an instance is represented using its k nearest neighbours,
and the features are selected corresponding to that information. In (Xu et al., 2018) prob-
abilistic neighbourhood similarities are used to learn correlations in the feature space, and
correlation information in the label space is optimized by preserving the feature-label space
consistency. This mechanism is used to extract label information in a semi-supervised multi-
label learning scenario and to select a set of discriminative features. (Jiang et al., 2018)
employs the Hilbert-Schmidt Independence Criterion (HSIC) to determine the feature-label
interaction, and obtain a regression coefficient sparse matrix.

Wrapper methods are also used for multi-label feature selection (Yin et al., 2015; Pereira
et al., 2018). Label specific feature extraction is an effective tool for learning multi-label
datasets but it has a disadvantage of decomposing a multi-label problem into L sub-
problems, one for each label. The most notable among them is LIFT (Zhang and Wu,
2015), which uses label-specific positive and negative class clustering to note the key data-
points, followed by a distance based feature extraction.

Several multi-label-specific nearest-neighbour methods are proposed in the literature.
Multi-label k-nearest-neighbours (MLkNN) (Zhang and Zhou, 2007) was the first lazy ap-
proach in multi-label classification which follows a binary relevance approach. Instead of a
standard k-NN method, however, MLkNN uses the maximum a-posteriori (MAP) (Kelleher
et al., 2020) approach combined with k-NN. BRkNN (Spyromitros et al., 2008), is an efficient
implementation of a direct binary relevance based extension of standard k-NN. Dependent
multi-label k-nearest-neighbours (DMLkNN) (Younes et al., 2008) extends MLkNN to ex-
plicitly take label associations into account. Instance based learning by logistic regression
for multi-label learning (IBLR-ML) (Cheng and Hüllermeier, 2009) considers the labels of
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the neighbourhood of a query instance as features. Then it derives the relevance of a label
based on the influences of all the labels in this feature set using a logistic regression model.
The method IBLR-ML+ (Cheng and Hüllermeier, 2009) is an extension of IBLR-ML that
includes the original input space features along with the label predictions as inputs to the
regression models. A stacking based approach, Stacked-MLkNN (Pakrashi and Mac Namee,
2017), combining two levels of MLkNN also resulted in improved results.

Deep learning approaches have also been used to improve multi-label learning. Chen
and Lin (2012) use Partially disentangling latent relations for multi-label deep learning
(PDLRMDL) to learn the correlation of labels. Several feature learning classifiers for each
label that also preserve some overlapping feature representations through self attention
are incorporated in (Lian et al., 2021). Learning Discriminative Features using Multi-label
Dual Space (LDFM) (Braytee and Liu, 2021) learns a projection using an autoencoder
which maps the original feature space to a semantic space and vice-versa. Label correlation
and class-imbalance focused binary tree classifiers are employed in (Law and Ghosh, 2021).
(Huang et al., 2015) learns label-dedicated features to address multi-label classification.
(Mishra and Singh, 2021) integrates feature construction and SMOTE-based transformation
to tackle the class-imbalance of multi-label datasets. (Xu et al., 2016) improves over the
computation of label-specific features for each label by considering a fuzzy-rough set based
scheme. (Mishra and Singh, 2020) uses feature-similarity to find redundant features, thereby
reducing complexity.

In this work, a single linear supervised transformation of the input space is proposed.
After the transformation, nearest-neighbour methods are expected to perform well. Gen-
erally, feature extraction or transformation methods tend to be used in a per-label binary
relevance fashion. There have been very few attempts to learn a single supervised feature
transformation which can serve all the labels. In ML-NCA, this aspect is addressed.

3. ML-NCA

In this work, a new method—Multi-label Neighbourhood Component Analysis (ML-NCA)—
is proposed. ML-NCA performs a supervised linear transformation of the input space for
multi-label datasets. The expectation is – after the transformation of the input space, k
nearest neighbour algorithms will perform well with respect to Euclidean distance.

This work starts from Neighbourhood Component Analysis (NCA) (Goldberger et al.,
2004), and makes it appropriate for a multi-label context. ML-NCA is specifically designed
for multi-label datasets. It considers all target labels together in the cost function that it
optimises and produces a single transformation. As one transformation matrix is learned,
computation time is reduced compared to approaches that learn one transformation matrix
per label. Also, as all the labels are considered together while transforming the input space,
label associations are considered, albeit indirectly.

The goal of NCA is to learn a Mahalanobis distance measure that maximises nearest-
neighbour classification performance at test time. As the test data is not known at the
time of learning the distance measure, leave-one-out cross-validation performance on train-
ing data is used as an approximation of performance on test data. As the leave-one-out
classification error as a cost function is discontinuous with respect to the transformation
matrix, A, (Goldberger et al., 2004) uses a differentiable alternative based on stochastic
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neighbour selection. The idea is to find a transformation, A, in a way that the probabil-
ity of a datapoint xi being correctly classified under a stochastic nearest-neighbour rule is
maximised.

In the case of ML-NCA, the focus is on finding a transformation, A, which maximises the
probability of a datapoint receiving correct label assignments under the stochastic nearest-
neighbour rule. The ML-NCA method is explained below.

The probability of datapoint xj being selected as a nearest neighbour for datapoint xi

with a stochastic nearest-neighbour rule, pij , is defined as

pij =
exp(−||Axi −Axj ||2)∑
k 6=i exp(||Axi −Axk||2)

, pii = 0 (1)

For ML-NCA, the probability, pi, that xi will be classified with the highest degree of correct
label assignment using the stochastic neighbour selection rule is

pi =
∑
j

sij × pij (2)

sij = 1− Jaccard(yi,yj) (3)

here sij is the degree of similarity between the label assignments yi and yj . Jaccard com-
putes the Jaccard distance between the two binary vectors (label assignments). Therefore
if two label assignments are identical, the Jaccard distance will be 0 and the similarity will
be 1—and vice-versa.

The target of ML-NCA is to maximise the number of datapoints that have maximal cor-
rect label assignments, under the stochastic neighbourhood selection rule. So, the objective
function to be maximised can be defined as:

f(A) =
∑
i

∑
j

sij × pij =
∑
i

pi (4)

For multi-class datasets, as in NCA (Goldberger et al., 2004), sij is either 0 or 1 as the
class assignments of datapoints are exclusive. In ML-NCA, sij can be a real value in the
range [0, 1]. sij is 0 when there is no similarity between yi and yj , and 1 indicates identical
label assignments in yi and yj . This is computed once at the beginning of training for all
training datapoints.

The gradient of f(A) can be computed by differentiating Eq. (4) with respect to A as

δf

δA
= −2A

∑
i

∑
j

sij × pij

(
(xi − xj)(xi − xj)

T −
∑
k

pik(xi − xk)(xi − xk)T

)
(5)

During training, like in NCA, a stochastic gradient can be used, and an exact gradient
computation can be avoided to save on computation time, and therefore the sums in Eq.
(5) can be approximated. Using this gradient, Eq. (4) is maximised. This can be done
using any gradient based optimisation method, but for this work gradient descent was used.
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Table 1: Multi-label datasets used in this work
Total Single

Dataset Instances Inputs Labels Labelsets Labelsets Cardinality Density MeanIR

yeast 2417 103 14 198 77 4.237 0.303 7.197
birds 322 260 20 89 55 1.503 0.075 13.004
emotions 593 72 6 27 4 1.869 0.311 1.478
cal500 502 68 174 502 502 26.044 0.150 20.578
foodtruck 407 21 12 116 74 2.290 0.191 7.094
medical 978 1449 45 94 33 1.245 0.028 89.501
PlantPseAAC 978 440 12 32 8 1.079 0.090 6.690
enron 1702 1001 53 753 573 3.378 0.064 73.953

32 10 1.252 0.046 37.315

4. Experiment Design

A detailed experiment has been designed to test the effectiveness of ML-NCA, The ob-
jective of this experiment is to understand if the ML-NCA method can generate a single
effective transformation with respect to all labels for multi-label nearest neighbour algo-
rithms. To evaluate the effectiveness of ML-NCA a comparison of the performance of
nearest-neighbour-based multi-label classification algorithms with and without the ML-
NCA transformation is performed. The nearest-neighbour-based multi-label classification
algorithms used are BRkNN and MLkNN.

Eight multi-label datasets1are used in our experiments, as listed in Table 1. In Table 1
Instances, Inputs and Labels indicate the total number of datapoints, the number of predic-
tor variables, and the number of potential labels, respectively. Total Labelsets indicates the
number of unique combinations of relevant labels in the dataset, where each such unique
label combination is a labelset. Single Labelsets indicates the number of datapoints having
a unique combination of relevant labels. Cardinality indicates the average number of labels
assigned per datapoint. Density is a normalised, dimensionless indicator of cardinality com-
puted by dividing the value of cardinality by the number of labels. MeanIR (Herrera et al.,
2016) indicates the average degree of label imbalance in a multi-label dataset—a higher
value indicates more imbalance. These label parameters together describe the properties of
the datasets which may influence the performance of the algorithms.

For this experiment BRkNN and MLkNN were used as ML-NCA is specifically targeted
to be used with nearest-neighbour algorithms. BRkNN was used because it is a direct
extension of k nearest neighbours to the multi-label context, and MLkNN is used as it is a
well-known multi-label specific nearest-neighbour algorithm. The target of the experiment is
to understand how much improvement the ML-NCA transformation leads to when combined
with BRkNN and MLkNN. The ML-NCA transformation followed by BRkNN and MLkNN
are will be indicated as ML-NCA-BRkNN and ML-NCA-MLkNN respectively.

For each dataset, a 5 × 2 folds stratified cross-validation experiment was performed.
For both BRkNN and MLkNN a total of 12 values of k were explored in the range of
k ∈ {2, 4, 6, . . . , 24}. The smoothing parameter for MLkNN is constant at 1. All datasets

1. Datasets sourced from: http://mulan.sourceforge.net/datasets.html
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were scaled in the range of [0, 1] before the experiments. For each value of k, the results of
cross-validated label-based macro-averaged F-Scores were then compared. When ML-NCA
is used, for each fold the training folds was first scaled, then a transformation, A, was found
through ML-NCA. Next, the input space of the testing fold was transformed using A.

Hamming loss is a popular evaluation metric to measure multi-label algorithm perfor-
mance. However, Hamming loss suffers from the same problems as simple classification
accuracy when used in multi-class problems with imbalanced classes—the majority class
performance overwhelms the minority classes (Kelleher et al., 2020). In this study macro-
averaged F-score was chosen over Hamming loss for evaluation as it gives a better indication
of how well the algorithms perform over the different labels on average.

The ML-NCA implementation uses gradient descent to learn the input transformation
matrix A. The resultant transformed space has the same dimensionality as original dataset
for this experiment. The learning rate and momentum was set to 0.1 and 0.9, respectively,
based on initial exploration. A total of 100 epochs were performed for all datasets except
medical, for which 10 epochs were performed due to excessive execution time. For all
datasets, the transformation matrix A is initialised randomly from a normal distribution
with mean 0 and standard deviation of 0.01.

The implementations of ML-NCA and BRkNN were performed by the authors in R2,
and the implementation of MLkNN was from the utiml library (Rivolli and de Carvalho,
2018), also in R.

5. Results

The objective of this analysis is to understand if the ML-NCA stage is effective in obtaining
a single transformation with respect to all the labels that can improve upon the nearest
neighbour based algorithms in a multi-label classification context. The label-based macro-
average F-Score results (for the best k value found through the cross-validation experiments)
for each approach on each dataset is shown in Table 2 (this shows the mean and standard
deviation over all folds). The upper triangle of Table 3 shows simple win/lose/tie counts
of the approach in the row with respect to the approach in the column. ML-NCA-MLkNN
attained better results than MLkNN for all the datasets, and ML-NCA-BRkNN attained
better results than BRkNN for seven of the datasets, but did not lead to an improvement
for the yeast dataset.

From Tables 2 and 3, the effectiveness of ML-NCA is clearly evident. To further under-
stand if ML-NCA makes a significant performance difference, Wilcoxon’s signed rank test
(Demšar, 2006) was performed between each pair. The resulting p-values are shown in the
lower triangle of Table 3. Note that, this test is performed to understand if the performance
of a pair of algorithms were significantly different or not when the pair is considered in iso-
lation. Table 3 indicates that ML-NCA-MLkNN was significantly better than MLkNN at
significance level α = 0.01, and ML-NCA-BRkNN was significantly better than BRkNN at
significance level α = 0.05. This indicates that the transformation found by ML-NCA was
able to help BRkNN and MLkNN significantly improve their performances. The effective-
ness of ML-NCA at learning this transfromation is illustrated by the convergence of each of

2. https://github.com/phoxis/mlnca
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Table 2: Label-based macro-averaged F-Scores results. Each values is the mean label-based
macro-averaged F-Score (± standard deviation) for the best cross-validated k val-
ues.

MLkNN ML-NCA-MLkNN BRkNN ML-NCA-BRkNN

yeast 0.3674 ± 0.01 0.3682 ± 0.01 0.3757 ± 0.01 0.3622 ± 0.01
birds 0.2670 ± 0.03 0.3050 ± 0.02 0.2901 ± 0.03 0.3174 ± 0.02

emotions 0.6179 ± 0.02 0.6394 ± 0.02 0.6159 ± 0.02 0.6438 ± 0.02
CAL500 0.0604 ± 0.00 0.0793 ± 0.00 0.0831 ± 0.01 0.0943 ± 0.00

foodtruck 0.1114 ± 0.02 0.1394 ± 0.01 0.1373 ± 0.01 0.1407 ± 0.01
medical 0.2351 ± 0.01 0.2865 ± 0.01 0.1493 ± 0.02 0.2583 ± 0.01

PlantPseAAC 0.1077 ± 0.01 0.2196 ± 0.02 0.0701 ± 0.02 0.1576 ± 0.02
enron 0.0861 ± 0.01 0.1106 ± 0.01 0.0939 ± 0.01 0.1309 ± 0.01

Table 3: Significance test. Upper diagonal: win/lose/tie. Lower diagonal: Wilcoxon’s
Signed Rank Test p-values. Significance levels: ***: α = 0.01, **: α = 0.05,
*: α = 0.1.

MLkNN ML-NCA-MLkNN BRkNN ML-NCA-BRkNN

MLkNN 0/8/0 3/5/0 1/7/0
ML-NCA-MLkNN 0.0059 *** 6/2/0 3/5/0

BRkNN 0.3897 0.0344 ** 1/7/0
ML-NCA-BRkNN 0.0086 *** 0.5000 0.0178 **

the folds from the cross-validation experiment for the yeast and medical datasets that are
shown in Figure 1. Note that, the objective function in Eq. (4) is being optimised.

It is also interesting to note that ML-NCA-BRkNN was able to perform better compared
to ML-NCA-MLkNN in five of the datasets, just as BRkNN was able to perform better on
the same number of datasets compared to MLkNN. Therefore, it looks like ML-NCA method
was able to transform the input space effectively, and the final performance of the classifier
will depend on the nearest-neighbour classifier used, as expected.

To investigate the importance of the value of k used, the mean (over folds) label-based
macro-averaged F-Score and the related standard errors for each value of k are plotted in
Figure 3 and 2 for BRkNN and MLkNN, respectively. Figure 3 compares the performance of
ML-NCA-BRkNN vs BRkNN, and Figure 2 compares the performance of ML-NCA-MLkNN
vs MLkNN, for different values of k.

In Figure 3, ML-NCA-BRkNN is shown to consistently outperform BRkNN, except for
the yeast and foodtruck datasets. Generally a similar performance trend is seen in the case
of ML-NCA-MLkNN in Figure 2, which was consistently able to outperform MLkNN except
for the yeast and birds datasets where some amount of overlap of the plots can be observed.
Overall, Figures 3 and 2 show the effectiveness of the ML-NCA transformation.

The best k values found through cross-validation for each dataset are shown in Table
4. These values of k were used to generate the scores in Table 2. The k values are almost
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Figure 1: ML-NCA convergence for each of the 5 times 2 folds from the cross-validation
experiment. yeast and medical datasets were run using gradient descent with 100
and 10 epochs respectively (see Section 4).

Table 4: Best k-values for nearest-neighbour methods found through cross-validation.
MLkNN ML-NCA-MLkNN BRkNN ML-NCA-BRkNN

yeast 8 8 6 8
birds 2 2 2 2

emotions 12 8 14 22
CAL500 22 2 4 4

foodtruck 8 2 2 2
medical 22 2 2 2

PlantPseAAC 22 6 2 2
enron 2 2 2 2

the same for BRkNN and ML-NCA-BRkNN. But almost always have a much higher value
for ML-NCA-MLkNN than for MLkNN. Looking at Figure 2, for the datasets for which
the k values are higher in MLkNN, it starts with a low performance and slightly improves
as k is increased; while ML-NCA-MLkNN starts with a much higher value and then the
performance starts to drop as k is increased.

The experiments and the detailed analysis indicate that ML-NCA did improve the per-
formance of BRkNN and MLkNN consistently, and therefore is an effective transformation
method to be used with nearest neighbour based multi-label methods.

6. Conclusions and Future Work

This paper proposes Multi-Label Neighbourhood Component Analysis (ML-NCA), a new
supervised linear input space transformation method for multi-label datasets. ML-NCA
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(h) PlantPseAAC

Figure 2: Change of label-based macro-averaged F-score with standard errors with respect
to the number of nearest-neighbours k for MLkNN vs ML-NCA-MLkNN

builds upon NCA (Goldberger et al., 2004) to work with multi-label datasets. The novelty
of this work is that ML-NCA finds a single supervised linear transformation of the features of
a multi-label dataset (over all labels), in which k nearest neighbour methods are expected to
perform well. The linear transformation is computed such that in the transformed space the
number of datapoints having a high degree of correct assignments is maximimsed under the
stochastic nearest-neighbour rule. Therefore, after the transformation, a nearest-neighbour
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Figure 3: Change of label-based macro-averaged F-score with standard errors with respect
to the number of nearest-neighbours k for BRkNN vs ML-NCA-BRkNN

based algorithm is expected to perform better than in the original space. Extensive ex-
periments show that the transformation found using ML-NCA is consistently effective, and
leads to significantly better results compared to when no such transformation is performed.
The results are encouraging, which motivates further investigation. A detailed experimental
study in terms of datasets and competing methods would be an initial plan for exploration,
including methods with unsupervised input space transformations or non-linear supervised
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input space transformations. The dimensionality reduction property of NCA in the input
space transformation, is also currently being investigated in the multi-label context. It
would also be interesting to also address the label frequency imbalance common in multi-
label datasets in this transformation approach.
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