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Abstract

Neural Architecture Search (NAS) has been widely applied to automatic neural architec-
ture design. Traditional NAS methods often evaluate a large number of architectures,
leading to expensive computation overhead. To speed-up architecture search, recent NAS
methods try to employ network estimation strategies for guidance of promising architec-
ture selection. In this paper, we have proposed an efficient evolutionary algorithm for NAS,
which adapts the most advanced proxy of synthetic signal bases for architecture estimation.
Extensive experiments show that our method outperforms state-of-the-art NAS methods,
on NAS-Bench-101 search space and NAS-Bench-201 search space (CIFAR-10, CIFAR-100
and ImageNet16-120). Compared with existing works, our method could identify better
architectures with greatly reduced search time.

Keywords: Neural Architecture Search, Evolutionary Algorithm

1. Introduction

Nowadays neural architecture search has been widely applied to automatic neural archi-
tecture design in many domains, including image classification (Zoph et al., 2018; Real
et al., 2017), object detection (Wang et al., 2020b; Peng et al., 2019; Ghiasi et al., 2019),
semantic segmentation (Chen et al., 2019; Nekrasov et al., 2019; Liu et al., 2019a), speaker
recognition (Ding et al., 2020) and etc. NAS aims to search architectures with outstand-
ing performance in given search spaces and datasets. Traditional NAS methods include
random search (Bergstra and Bengio, 2012), reinforcement learning (Zoph and Le, 2017;
Zoph et al., 2018), evolutionary algorithms (Real et al., 2017; Wei et al., 2020; Lopes et al.,
2021), bayesian optimization (Kandasamy et al., 2018; White et al., 2021; Ru et al., 2021),
and predictor-based methods (Wen et al., 2020; Lu et al., 2021; Ning et al., 2020; Dudziak
et al., 2020; Wu et al., 2021). Although those methods could get promising results, they
are computationally expensive to train networks from scratch to convergence for hours and
days. To reduce training cost, some weight-sharing methods (Liu et al., 2019b; Pham et al.,
2018; Guo et al., 2020) have been proposed to share weights among subnets sampled from
a supernet. However, those shared weights are under-trained so as to have limited ability
to deliver optimal architectures.
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Recently, to speed-up architecture search, some methods try to employ network estima-
tion strategies for guidance of promising architecture selection. NPENAS (Wei et al., 2020)
guides the evolutionary search by two predictors: a graph-based uncertainty estimation net-
work and a performance predictor. In addition, some proxy methods have been proposed to
estimate network performance, delivering architecture ranking according to proxies. Zero-
cost proxies use initial parameters with a single forward or backward propagation pass to
rank architectures (Abdelfattah et al., 2021; Mellor et al., 2021). Accordingly, a zero-proxy
estimator adopted by G-EA (Lopes et al., 2021) guides evolutionary algorithm(EA) to ex-
plore search space, which can efficiently rank offspring on NAS-Bench-201. In addition,
ProxyBO (Shen et al., 2021) combines BO with zero-cost proxies to select promising archi-
tectures. As there is a trade-off between the performance and time complexity of estimation
strategies, proxies delivering better architecture ranking with reasonable training cost would
provide better guidance for search. Li et al. (2021) has proposed a proxy based on Syn-
thetic Signal Bases(SSB) to measure the intrinsic capability of networks, which outperforms
zero-cost proxy methods in terms of ranking with near-zero training cost. Therefore, we
are motivated to try the most advanced estimation proxy SSB on evolutionary algorithm,
in order to search for better architectures with reduced search time.

In this paper, we propose an Efficient Evolutionary algorithm for NAS (EENAS),
which adapts the SSB proxy (Li et al., 2021) to EA, leading to improved architecture
search with greatly reduced search time. Compared with previous works, our method has
three following advantages.

e The adaption of SSB proxy could enhance the exploration and exploitation of EA, and
significantly accelerate NAS. Traditional EA methods have no estimation on offspring
at each EA iteration, leading to catastrophic training cost for optimal architecture
search. At each iteration of our EENAS, only the best offspring estimated by SSB
proxy is trained. As SSB proxy could provide reasonable estimation on offspring
with near-zero processing time (a few seconds for one single batch of data, much less
than network training cost), EENAS could get much better architecture with greatly
reduced search time.

e EENAS progressively optimizes SSB proxy with the increase of evaluated architec-
tures, so that the architecture estimation delivered by SSB proxy is continuously
improved, which would provide better guidance for architecture search.

e Extensive experiments show that our EENAS outperforms state-of-the-art methods
on NAS-Bench-101 (Ying et al., 2019) search space and NAS-Bench-201 (Dong and
Yang, 2020) search space (CIFAR-10, CIFAR-100 and ImageNet16-120). Especially,
EENAS successfully gets the optimal architecture on NAS-Bench-201 CIFAR-100 in
each repeated experimental trial.

2. Related Work

Neural Architecture Search. Zoph and Le (2017) is the first to bring NAS into research,
since then many works have been proposed to explore search spaces for neural architectures
with outstanding performance on given datasets. In general, NAS contains three compo-
nents: search space, search method and evaluation strategy.
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Search spaces determine the upper bound of NAS performance, which are usually classified
into global search spaces (Zoph and Le, 2017; Xie and Yuille, 2017; Tan et al., 2019) and
cell-based search spaces (Zoph et al., 2018; Liu et al., 2019b). Within cell-based search
spaces, some benchmarks with fully trained neural networks have been developed, including
NAS-Bench-101 (Ying et al., 2019) and NAS-Bench-201 (Dong and Yang, 2020). As NAS
experiments usually take high computation resources to train and evaluate networks, those
benchmarks offer a convenient way of performance comparison for NAS methods.
Evaluation strategies deliver estimation of network performance. Synaptic saliency met-
rics (Lee et al., 2019; Wang et al., 2020a; Tanaka et al., 2020) measure the loss change of
removing a certain parameter, which are often applied in model compression. Fisher (Theis
et al., 2018) estimates the loss change of removing activation channels. NASWOT (Mellor
et al., 2021) uses activation patterns in untrained networks to estimate performance of archi-
tectures. KNAS (Xu et al., 2021) uses the Gram matrix of gradients to rank architectures.
TE-NAS (Chen et al., 2021) and NASI (Shu et al., 2021) have employed the theory of Neural
Tangent Kernel (NTK) (Jacot et al., 2018) for architecture estimation. Shu et al. (2022)
proposes HNAS which consistently boosts training-free NAS in a principle way. GenNAS (Li
et al., 2021) uses the combinations of synthetic signal bases, which can represent a wide
range of complicated real-world signals, to rank architectures with near-zero training cost,
and gets outstanding ranking performance on NAS-Bench-101 and NAS-Bench-201 search
spaces. Evaluation strategies that deliver efficient and reliable architecture estimation could
provide better guidance for optimal architecture search.

Search methods provide architecture search strategies for search space exploration. Tradi-
tional NAS methods usually get expensive computation in network training, which include
random search (Bergstra and Bengio, 2012), reinforcement learning (Zoph and Le, 2017;
Zoph et al., 2018), evolutionary algorithms (Real et al., 2017; Wei et al., 2020; Lopes et al.,
2021), bayesian optimization (Kandasamy et al., 2018; White et al., 2021; Ru et al., 2021),
and predictor-based methods (Wen et al., 2020; Lu et al., 2021; Ning et al., 2020; Dudziak
et al., 2020; Wu et al., 2021).

To reduce training cost, weight-sharing among subnets sampled from a supernet is widely
adopted for NAS methods (Liu et al., 2019b; Pham et al., 2018; Guo et al., 2020). For
example, DARTS (Liu et al., 2019b) and DARTS-PT (Wang et al., 2021) make continuous
search spaces so as to optimize the supernet via gradient-based methods. ENAS (Pham
et al., 2018) trains a controller to identify architectures through optimal subgraph search
within a large computational graph, which uses weight-sharing to accelerate the training
of sampled networks. However, those shared weights are under-trained, which have limited
ability to deliver optimal architectures.

Recently, NAS methods attempt to employ network estimation strategies for architec-
ture selection. NPENAS (Wei et al., 2020) guides the evolutionary search by two predictors:
a graph-based uncertainty estimation network and a performance predictor. G-EA (Lopes
et al., 2021) adopts a zero-proxy estimator to guide EA for architecture search. Prox-
yBO (Shen et al., 2021) combines bayesian optimization(BO) with zero-cost proxies to
select promising architectures. Those methods could deliver promising architectures with
much efficient search time, casting light on future NAS research.

Evolutionary Algorithm is one of the most popular methods in NAS. Traditional EA
selects parents with top performance from a population of architectures, and then generates
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Figure 1: Pipeline of traditional EA

offspring through mutation or crossover (illustrated in Figure 1). At each iteration, the
offspring are evaluated and promising ones are added into the population. Xie and Yuille
(2017) performs a Russian roulette process to determine which individual will survive or
be discarded among the population according to their fitness. REA (Real et al., 2019)
proposes an aging evolution which replace the oldest individual in the population with
the most promising offspring. However, the time cost is catastrophic to evaluate multiple
offspring in order to select the most promising one. Instead, methods (e.g. NPENAS (Wei
et al., 2020), and G-EA (Lopes et al., 2021)) employing estimation strategies are proposed
for promising architecture selection. Therefore, we are motivated to try the most advanced
estimation proxy SSB (Li et al., 2021) on evolutionary algorithm, in order to search for
better architectures with reduced search time.

3. EENAS Algorithm

For a certain task, EENAS is to search for the optimal architecture in given search space
with efficiency. The performance of architectures is evaluated by accuracy, which usually
takes expensive training cost for validation. To reduce training cost, EENAS adapts the
most advanced estimation proxy SSB (Li et al., 2021) to efficiently estimate EA offspring.
In addition, the SSB proxy is progressively optimized with the increase of evaluated archi-
tectures (with validated accuracy), so as to deliver more reliable estimation.

3.1. EENAS Framework

EENAS adopts evolutionary algorithm for search space exploration. As shown in Algo-
rithm 1, EENAS is to identify the architecture of highest validated accuracy in search
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Algorithm 1 EENAS

Input: Search space A, Max iteration 7, Population size PS, Random probability &,
Random pool size RPS, Parent candidate size PCS, Mutation size MS, Proxy update
interval M

Output: The architecture with highest validated accuracy

1: population <— empty queue

2: history < ()

3: while size of population < PS do

4:  arch = RandomArchitecture()

5. accuracy = Validated Accuracy(arch)

6:  history = history U (arch, accuracy)

7. population.add(arch)

8: end while

9: proxy < OptimalSSB(history)

10: for iter from 1 to 7 do

11:  if Random() >= & then

12: candidates + Random.sample(population, PCS)

13: parent <— architecture of highest validated accuracy in candidates
14: of fspring < MUTATE(parent, MS)

15: removal < parent

16:  else

17: of fspring <— Random.sample(A\history, RPS)

18: removal < architecture of lowest validated accuracy in population
19:  end if
20:  individual < Estimator(of fspring, proxy)
21:  individual.accuracy = ValidatedAccuracy (individual)
22:  history = history U (individual, individual .accuracy)
23: if individual.accuracy > removal.accuracy then
24: population.add(individual)

25: population.delete(removal)

26:  end if

o7:  if dter! = 0 and iter%M == 0 then

28: prozxy < OptimalSSB(history)

29:  end if

30: end for

31: return Architecture with highest validated accuracy in history

space A with given iterations 7. The population contains architectures with validated ac-
curacy, which are initialized with PS architectures randomly sampled from search space A
and validated by training. Architectures with validated accuracy in the population are kept
in history(Lines 3-8). Then the estimator SSB proxy is initialized with the initial history by
function OptimalSSB() (Line 9), which will return the optimal proxy for the given history.

At each iteration, offspring will be generated by either parent mutation (Line 14) or
random selection (Line 17). With a probability no less than &, offspring are generated by
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Figure 2: Examples of offspring produced by mutation on NAS-Bench-201 and NAS-Bench-
101 search spaces, with 1x1, 3x3, and MP referring to 3x3 convolution, 1x1 convolution,
and 3x3 max-pool, respectively.

parent mutation. And the parent is the architecture with the highest validated accuracy
in parent candidate set, randomly sampled from the population. Mutation is conducted
by randomly replacing one operation with another (e.g. NAS-Bench-201 search space in
Figure 2(a)), or adding/removing an edge between two nodes (e.g. NAS-Bench-101 search
space in Figure 2(b)). To avoid local optimization, offspring will also be generated by
random sampling from search space outside the history, with a probability less than £. We
suggest that the number of sampled offspring (RPS) should be much larger than that of
mutated offspring (MS), in that random sampling might have less chance to get outstanding
architectures.

Instead of evaluating offspring by expensive training, SSB proxy is employed as an
estimator to efficiently return the promising architecture (with lowest proxy score) of all
offspring (Line 20). Only the promising architecture is evaluated by training to get its
validated accuracy (Line 21), and then kept in the history (Line 22). At the end of each
iteration, the population is updated (Lines 23-26) in the way that 1) mutated offspring with
higher validated accuracy (better) than its parent will replace its parent; and 2) random
offspring better than the worst architecture in the population will replace the worst archi-
tecture. As such, the population could be progressively improved and no architecture would
dominate the population. In order to get more reliable offspring estimation, the SSB proxy
is progressively optimized with the increase of history in every M iterations (Lines 27-29).

Figure 3 illustrates the search procedure for optimal architecture on NAS-Bench-201
CIFAR-100 via t-SNE, where architecture ranking is encoded by different colors. The
rankings of all architectures on NAS-Bench-201 search space are shown in Figure 3(a),
with the red star representing the optimal architecture. In the first iteration (Figure 3(b)),
offspring (square points) of the initial population (round points) are generated by mutation,
from which the most promising architecture (magenta triangle point) is figured out by SSB
estimator. Later in the third iteration (Figure 3(c)), more offspring are generated by random
sampling from the rest of the search space, and another promising architecture is detected.
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Figure 3: Visualization of optimal architecture search on NAS-Bench-201 CIFAR-100 via
t-SNE. (a) The ranking of all architectures on NAS-Bench-201 search space. (b) The first
iteration with offspring generated by mutation. (c¢) The third iteration with offspring gen-
erated by random sampling. (d) The sixth and finial iteration with optimal architecture
returned from offspring. Note that the round points, square points, magenta triangle point,
and red star denote population, offspring, most promising offspring, optimal architecture,
respectively.

Finally in the sixth iteration (Figure 3(d)), the optimal architecture is among the mutated
offspring and successfully returned by SSB estimator.

3.2. Estimation by SSB Proxy

Efficient architecture estimation is an important guidance for offspring selection. Here,
we take the most advanced SSB proxy (Li et al., 2021) for architecture estimation, which
contains four types of synthetic signal basis: (1) 1-D frequency basis (SinlD defined in
Equation 1, with x and y representing pixel indices); (2) 2-D frequency basis (Sin2D defined
in Equation 2); (3) Spatial basis (Dot and GDot); and (4) Resized input signal (Resize).
Dot is defined as randomly setting k % pixels to +1 on zeroed feature maps according
to biased Rademacher distribution (Montgomery-Smith, 1990), and GDot is generated by
applying a Gaussian filter with ¢ = 1 on Dot and normalizing between +1.

SinlD : sin(27fz + ¢) or sin(2wfy + ¢), (1)
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Sin2D : sin(2nf,x + 27f,y + ¢), (2)

For a certain architecture estimation task, function OptimalSSB() (Lines 9 and 28
in Algorithm 1) will search for the optimal synthetic signal basis combination in given
SSB search space. Spearman’s p is taken to evaluate the estimation performance of SSB
combination. SSB combination with highest Spearman’s p will be returned as the best
SSB proxy. SSB proxy can efficiently estimate an architecture by calculating the MSE
loss between feature map tensor and synthetic signal tensor, detailed in Li et al. (2021).
Architecture with lowest proxy score (MSE loss) will be returned by function Estimator()
(Line 20 in Algorithm 1) as optimal architecture.

As it is time expensive to get SSB combinations from SSB search space, SSB com-
binations are searched only once with initial architecture history, and those with higher
Spearman’s p are kept in a proxy pool. In later SSB proxy optimization, Spearman’s p of
each combination in the proxy pool is recalculated according to updated history, based on
which the best SSB combination is returned by OptimalSSB().

4. Experimental Results

In this section, we take NAS-Bench-101 search space (Ying et al., 2019) and NAS-Bench-
201 search space (Dong and Yang, 2020) as benchmark, and compare the performance of
EENAS with state-of-the-art NAS methods. Estimation performance of SSB proxy (Li
et al., 2021) is also studied.

4.1. Benchmark

NAS-Bench-101 search space is the first benchmark for image classification on CIFAR-10,
which contains 423,624 different cell-based architectures. The maximum number of nodes
and edges for each cell are 7 and 9, respectively. Each node can be chosen from operators
of 1x1 convolution, 3x3 convolution, and 3x3 max-pooling. The edges between two nodes
are represented by a 7 x 7 upper-triangular binary matrix.
NAS-Bench-201 search space contains 15625 different architectures, stacked by repeated
cells. For each cell, the number of edges and nodes are fixed at 6 and 4, respectively.
Different from NAS-Bench-101, the edge in NAS-Bench-201 represents an operation that
can be chosen from a candidate pool with 1x1 convolution, 3x3 convolution, 3x3 avg-
pooling, skip-connect, and zeroize. NAS-Bench-201 provides results of each architecture on
three datasets: CIFAR-10, CIFAR-100 and ImageNet16-120.

Both search spaces provide validation accuracy and test accuracy in three different runs.
We take the average validation accuracy as the return for function Validated Accuracy() in
Algorithm 1, and employ average test accuracy for experimental evaluation.

4.2. Parameter Setting

In our experiments, the parameters of our algorithms are set as follows: max iteration for
architecture search 7 = 90; population size PS = 10 and parent candidate size PCS = 4;
probability to generate random sampled offspring & = 0.2; random pool size for sampled
offspring RPS = 400; mutation size for mutated offspring MS = 10; SSB proxy update
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Table 1: Performance Evaluation of SSB proxy by Spearman’s p (QiteX refers to X
iteration).

@initialization @itel0 @ite20 @Qite30 @ite4d0 @ite50 Qite60 @Qite70 @ite80

Mean 0.912 0.918 0920 0928 0931 0934 0931 0934 0.930
Std 0.041 0.041  0.025 0.027 0.036 0.026 0.030 0.028  0.030
Max 0.962 0.951 0964 0957 0954 0972 0.966 0.968  0.970
Min 0.783 0.817 0853 0.841 0.858 0.864 0.849 0.857 0.849

interval M = 10. We maintain a SSB proxy pool of size 20. All results are reported based
on the average of 50 repeated trials.

4.3. Performance Evaluation on SSB Proxy

As SSB Proxy is employed as important guidance for architecture search in EENAS, we
firstly evaluate the performance of SSB proxy on architecture estimation. We randomly
sample 1000 architectures from NAS Bench-101 search space, to calculate Spearman’s p (Li
et al., 2021) of SSB proxy on different EENAS iterations.

As shown in Table 1, the Spearman’s p is getting better with the increase of iterations,
indicating that the estimation accuracy of SSB proxy could be improved with the increase
of evaluated architectures. Therefore, progressively updating SSB proxy is necessary in
optimal architecture search. As we find that p becomes relatively stable after 40 iterations,
we stop updating SSB proxy after 40 iterations in the following experiments.

Table 2: Comparison of EENAS vs. state-of-the-art NAS methods on four benchmarks.

NAS-Bench-201

Method Validated No. - NAS-Bench-101 - ypap 10(VALID)  CIFAR-100  ImageNet16-120

Traditional Methods

RS 100 6.41+0.14 9.274+0.30 28.41+0.73 54.48 +0.55

RL 100 6.36 = 0.12 9.15+0.25 28.35 + 0.66 54.21 + 0.66

REA 100 6.32 +0.20 8.824+0.30 27.33+0.78 53.59 + 0.51

NAS-BOWL 100 5.95+0.14 8.68 +0.30 26.70 £ 0.41 53.32+0.34
‘Weight-sharing Methods

ENAS ~7 8.17 +0.42 46.11 + 0.58 86.04 + 2.33 85.19+2.10

DARTS-PT ~18 7.79 +£0.61 15.33 £2.23 34.03 +2.24 61.36 +1.91
Predictor-based Methods

BRP 100 6.18 +0.19 8.774+0.29 26.82 + 0.50 53.43 +0.59

WeakNAS 100 6.01 +0.12 8.64 +0.27 26.78 +0.49 53.51 +0.32

Proxy-based Methods
G-EA 100 6.77 £ 0.21 8.73+0.25 26.82 +0.38 53.39 +0.23
ProxyBO 100 6.00 £ 0.15 8.58 +0.12 26.68 +0.18 53.19+0.31
EENAS 100 5.82 4+ 0.04 8.49 4+ 0.03 26.49 £0.00 52.74 4+0.07

Benchmark Optimal / 5.68 8.48 26.49 52.69
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Figure 4: Average test error vs. No. of evaluated architectures. Black dash lines refer to
global optima.

4.4. Comparative Studies of EENAS vs. State-of-the-art NAS Methods

Now that we are to compare the performance of EENAS with State-of-the-art NAS Meth-
ods, including some traditional methods (RS (Bergstra and Bengio, 2012), RL (Zoph and
Le, 2017), REA (Real et al., 2019), NAS-BOWL (Ru et al., 2021)), weight-sharing methods
(ENAS (Pham et al., 2018), DARTS-PT (Wang et al., 2021)), predictor-based methods
(BRP (Dudziak et al., 2020) , WeakNAS (Wu et al., 2021)), and proxy-based methods
(G-EA (Lopes et al., 2021), ProxyBO (Shen et al., 2021)). All baselines are implemented
according to their original papers.

Table 2 shows the average test accuracy (with mean+ std) of optimal architecture iden-
tified by EENAS against state-of-the-art NAS methods in 50 repeated trials. The second
column shows the validated number of architectures, while the last row delivers the average
test accuracy of optimal architecture reported by the benchmarks. Compared with other
baselines, EENNAS delivers lowest average test accuracy with smallest standard deviation.
That is, EENAS could get the best architecture on the benchmarks in average, with the
same number of validated architectures. Specially, EENAS can successfully identify the
optimal architecture on NAS-Bench-201 CIFAR-100 in every trial.

Figure 4 demonstrates the change of average test error in the process of architecture
search. We can see that with the increase of evaluated architectures (iterations), the average
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Figure 5: Average test error vs. architecture search time. Black dash lines refer to global
optima.

test error delivered by architecture identified by EENAS drops fastest among all baselines.
That is, EENAS could identify better architectures with more efficient search time, because
architecture evaluation takes the most expensive training cost in search time.

As different baselines have different process time for each search iteration, we have done
further experiments to study the change of average test error with the increase of search
time. As shown in Figure 5, EENAS outperforms other baselines by delivering better
architectures that drop the average test error fastest.

5. Conclusion

In this paper, we propose an efficient and effective NAS method for optimal architecture
search, by adapting SSB proxy to evolutionary algorithm. Extensive experiments show that
our method outperforms state-of-the-art NAS methods on NAS-Bench-101 search space and
NAS-Bench-201 search space (CIFAR-10, CIFAR-100 and ImageNet16-120). Compared
with other baselines, our method could identify better architectures with greatly reduced
search time.
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