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1 Proofs

Theorem 1. The procedure 7™ is a Bayes procedure, that means for any other
decision procedure m we have

By 1%, 9), )] < Exy [1l{(x,9), )] - (1)

Proof. Let S C V be the set of already observed covariates, then the expected
remaining costs for a decision procedure 7 is given by

EXV\s7y[l((x>y)v7T7 S)|XS] .

We will prove by induction that for any S C V', and any decision procedure ,
we have

Exv\sﬂ[l((xv y)a 7T*7 S)‘XS] < Exv\&y[l((xv y)v ™, S)|XS] :
The claim then follows by setting S := (.

Base case: S=V. We have

1 (xg) = argminE,[c, ;|xs] .
icl

Therefore 7*(xg) is a Bayes procedure, and as a consequence
Eyley,n(xs) [Xs] < Byley mixs) [Xs] -
And therefore
EXV\s,y[l((Xﬂ y)7 ™, S)‘XS] < EXV\syy[l((xv y)? e S)|XS] .
(Since S =V, and we have
Exysll((x,9), 7%, S)|xs] = Ey[l((x,y), 7, 5)[xs] = Eyley = (s)|xs] ,

and the same analogously for 7.)
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Induction step: S C V. Assume that for all S U {i}, where i € V'\ S, the
induction assumptions holds, that is

ExV\(Su{i})vy[l((x7 y)vﬂ—*’ Su {7’})|XSU{2}] S EXV\(SU“}),y[Z((X7 y)aﬂ—v Sy {z})‘XSU{l}] :

Let 7 denote a Bayes procedure. Using the structure of the loss function as
defined in the main article, we have

Cy 7 ifw(x)eL
Ey l yY)s T ) S = Ex v () ’
V\SJ/[ ((X y) ™ )|XS] V\S7y[{cﬁ(x) —i—l((x,y),fr,SU {fr(x)}) else. |XS]
Cy i if 4 €L 5
> min V\sﬂ/[ Y - ; [xs]
i€LU(V\S) ¢ +l((x,y), 1, SU{i}) else.
XV\sﬁL/ Cy7z|Xs} if7 e L,
zELU V\S i+ Exy s yll((x,9), 7, S U{i})[xs] else.
xV\SyC?JllXS} ifiEL,
eLU(V\S ¢+ Ewl Exy\ supn o [ y), 7,8 U{i}) [xsugiy] ‘Xs} else.

XV\57 Cy2|XS] ifielL,

(1)
> min . .
ieLU(V\S) | ¢; + Eml By suip . (L), 7, S U{i}) [xsug] |xs} else.

— XV\s’y Cy leS] ifielLl
ZELU V\S) ¢+ EXV\S y ((X7 y)a T, 5 U {Z})‘Xs] else.
- ]EXV\Svy [L(( 7, 9)[xs]

where in the line marked by (1) we used the induction assumption. The last
line follows from Lemma 1. Since 7 is a Bayes procedure, we must have equality
in the second and fifth line. Therefore 7* is also a Bayes procedure. O

Lemma 1.

EXV\SJ/[CU, |XS] ZfZ erL,

Ex l ) ) *7S i )
neall(Cew) . S)lxsl = i) {Cz + By gy [((69), 7%, S U{i})|xs]  else.

Proof.
Cyo if 7*(xg) € L
EX ! ) ’ *,S = IEx v (xs) ’
el [{ ety +H0), 7, S U (xs))) - else el
Exv\s,y Cy, rr*(xs)|XS] if 7* (XS) elL,
Cr=(xs) + ]EXV\S y[l((X, y)7 W*, SU {W*(Xs)})b{s] else.
y[Cy.me (xs) [Xs] if m*(xs) € L,
*(xs) T Exv\s,y[l((xv y)a ™, 5U {W*(XS)}”XS] else.
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1. Case: 7*(xg) € L. Then because of the definition of 7*, we have

Eyley,ilxs] ifiel,

E T (x =
[y s X5 iELU(V\S) {ci + Exy s wll((x,y), 7, S U{i})[xs]  else.

2. Case: 7*(xs) ¢ L. Then because of the definition of 7*, we have

Cﬂ'*(xs) + Exv\s,y[l((X7 y)aﬂ-*v Su {W*(XS)}”XS]

. Eylcy.i|xs] ifielL,
= min
i€LUV\S) | ¢ + Exp 50 [l((x,9), 7%, S U {i})[xs] else.




