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A Contour plots of the residuals in each problem
A.1 Gaussian copula toy problem

(a) p(ξ1, ξ2|so) (b) p(ξ1, ξ3|so) (c) p(ξ2, ξ3|so)

(d) pε(ξ1, ξ2), ε = 0.1% (e) pε(ξ1, ξ3), ε = 0.1% (f) pε(ξ2, ξ3), ε = 0.1%

(g) pε(ξ1, ξ2), ε = 25% (h) pε(ξ1, ξ3), ε = 25% (i) pε(ξ2, ξ2), ε = 25%

Figure 1: Gaussian copula toy problem: visualizing the distribution of the residuals at so and the
distribution pε(ξξξ) of the residuals within ε-balls of different radii.



A.2 M/G/1 problem

(a) p(ξ1, ξ2|so) (b) p(ξ1, ξ3|so) (c) p(ξ2, ξ3|so)

(d) pε(ξ1, ξ2), ε = 0.1% (e) pε(ξ1, ξ3), ε = 0.1% (f) pε(ξ2, ξ3), ε = 0.1%

(g) pε(ξ1, ξ2), ε = 25% (h) pε(ξ1, ξ3), ε = 25% (i) pε(ξ2, ξ2), ε = 25%

Figure 2: M/G/1 problem: visualizing the distribution of the residuals at so and the distribution
pε(ξξξ) of the residuals within ε-balls of different radii.
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A.3 MA(2) problem

(a) p(ξ1, ξ2|so)

(b) pε(ξ1, ξ2), ε = 0.1%

(c) pε(ξ1, ξ2), ε = 25%

Figure 3: MA(2): visualizing the distribution of the residuals at so and the distribution pε(ξξξ) of the
residuals within ε-balls of different radii.
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A.4 Lotka-Volterra problem

(a) p(ξ1, ξ2|so) (b) p(ξ1, ξ3|so) (c) p(ξ2, ξ3|so)

(d) pε(ξ1, ξ2), ε = 0.1% (e) pε(ξ1, ξ3), ε = 0.1% (f) pε(ξ2, ξ3), ε = 0.1%

(g) pε(ξ1, ξ2), ε = 25% (h) pε(ξ1, ξ3), ε = 25% (i) pε(ξ2, ξ2), ε = 25%

Figure 4: Lotka-Volterra problem: visualizing the distribution of the residuals at so and the distribu-
tion pε(ξξξ) of the residuals within ε-balls of different radii.
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B Contour plots of approximate posterior learned by each method in MA(2)

(a) True posterior

(b) REG-ABC posterior

(c) AGC-ABC posterior

Figure 5: MA2 problem: the contour plots of the posteriors learned in each method with simulation
budget N = 2, 500.
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