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Appendix A Mechanical Turk experiment, simulations, and re-
sults

In this section, we expand upon the results discussed in Section 5. We design and run an experiment
that a real platform may run to design a rating system. We follow the general framework in
Section 4. We first run an experiment to estimate a (6, y), the probability at which each item
with quality 6 receives a positive answer under different questions y. Then, we design H(y), using
our optimal (3 for various settings (different objectives w and matching rates g). Then, we simulate
several markets (using the various matching rates ¢g) and measure the performance of the different
rating system designs H, as measured by various objective functions (2).

A.1 Experiment description

We now describe our Mechanical Turk experiment. We ask subjects to rate the English proficiency
of ten paragraphs. These paragraphs are modified TOEFL (Test of English as a Foreign Language)
essays with known scores as determined by experts (Educational Testing Service, 2005). Subjects
were given six answer choices, drawn randomly from the following list: Abysmal, Awful, Bad, Poor,
Mediocre, Fair, Good, Great, Excellent, Phenomenal, following the recommendation of Hicks et al.
(2000). Poor and Good are always chosen, and the other four are sampled uniformly at random
for each worker. One paragraph is shown per page; returning to modify a previous answer is not
allowed; and paragraphs are presented in a random order. This data is used to calibrate a model
of ¢ for optimization, i.e. to simulate a system with a set of questions ), where each question y
corresponds to a adjective, “Would you characterize the performance of this item as [adjective] or
better?”.!

Different experiment trials are described below. Pilots were primarily used to garner feedback
regarding the experiment from workers (fair pay, time needed to complete, website/UI comments,
etc). All trials yield qualitatively similar results in terms of both paragraph ratings and feedback
rating distributions for various scales.

Pilot 1 30 workers. Similar conditions as final experiment (6 words sampled for paragraph ratings,
all uniformly at random, 5 point scale feedback rating), with identical question phrasing, “How
does the following rate on English proficiency and argument coherence?”.

!The data from the experiment is also used for a separate paper, Garg and Johari (2018). In that work, we analyze
the full multi-option question directly, but the main focus is reporting the results of a separate, live trial on a large
online labor platform.
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Figure 1: Additional information for MTurk experiment

Pilot 2 30 workers. 7 words sampled for paragraph ratings, 6 point scale feedback rating, with
the following question phrasing: “How does the following person rate on English proficiency
and argument coherence?”.

Experiment 200 workers. 6 words sampled for paragraph ratings, with 2 fixed as described above,
5 point scale feedback rating. Question phrasing, “How does the following rate on English
proficiency and argument coherence?”.

We use paragraphs modified from a set published by the Educational Testing Service (Educa-
tional Testing Service, 2005). There are 10 paragraphs, 5 each on 2 different topics. For each topic,
the paragraphs have 5 distinct expert scores. Paragraphs are shortened to just a few sentences, and
the top rated paragraphs are improved and the worst ones are made worse, preserving the ranking
according to the expert scores.

Figure 1a shows time spent on each page of the experiment, Figure 1b shows the time spent per
paragraph, and Figure lc shows the cumulative density function for time spent by workers. The
paragraphs are presented to workers in a random order. No workers are excluded in our data and
all workers were paid $1.00, including the ones that spent 2-3 seconds per page. 7/60 workers in
the pilots received a bonus of $0.20 for providing feedback. The instructions advised workers to
spend no more than a minute per question, though this was not enforced.

The instructions for the main experiment were as follows: “Please rate on English proficiency
(grammar, spelling, sentence structure) and coherence of the argument, but not on whether you
agree with the substance of the text.” No additional context was provided.

A.2 Calculating optimal § and H

Figure 2 shows the empirical 1/3(0, y) as measured through our experiment. The colors encode the
true quality as rated by experts (light blue is best quality, dark blue is worst); recall there are 10
paragraphs with 5 distinct expert ratings (paragraphs 0 and 5 are rated the best, paragraphs 4 and
9 are rated the worst).

With the S calculated and visualized using the methods in Section 3, we now find the optimal H
for various settings using the methods in Section 4. We view our set of paragraphs as representative
items © from a larger universe of paragraphs. In particular, we view our worst quality paragraphs
as in the 10th percentile of paragraphs, and our best items as in the 90th percentile. In other
words, from the empirical 1&, we carry out the methods in Section 4 using a ¢ s.t. P(.1,y) =

(¥(4,9) + ¥(9,9)/2 (and similarly for (.3,y),%(.5,9),¥(.7,y),¢(.9,y), where e.g. ¥(4,y) is the
empirical rate at which paragraph 4 received a positive rating on question y.
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Figure 2: Paragraph rating distribution — for paragraph 6 and rating word y, the empirical 121(9, Y)
is shown. Colors encode the true quality as rated by experts (light blue is best quality, dark blue
is worst).
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Figure 3: Optimal H(y) varying by w(61,62) using Mechanical Turk data

Then, we solve the optimization problem for H stated in Section 4. From the above discussion,
we want to find an H such that the worst rated paragraphs in our experiment have a probability
of receiving a positive rating that is approximately 5(.1).

Figure 3 shows the optimal H calculated for various platform settings. These distributions
illustrate how often certain binary questions should be asked as it depends on the matching rates
and platform objective. For example, as Figure 3a shows, when there is uniform matching and
the platform cares about the entire ranking (i.e. has Kendall’s 7 or Spearman’s p objective), it
should ask most buyers to answer the question, “Would you rate this item as having ‘Fair’ quality
or better?”.

Several qualitative insights can be drawn from the optimal H. Most importantly, note that the
optimal designs vary significantly with the platform objective and matching rates. In other words,
given the same empirical data 121, the platform’s design changes substantially based on its goals
and how skewed matches are on the platform. Further, note that the differences in H follow from
the differences in § that are illustrated in Figure 1: when the platform wants to accurately rank
the best items, the questions that distinguish amongst the best (e.g., “Would you rate this item as
having ‘Good’ quality?”) are drawn more often.



A.3 Simulation description

Using the above data and subsequent designs, we simulate markets with a binary rating system as
described in Section 3.1. Our simulations have the following characteristics.

e 500 items. Items have i.i.d. quality in [0, 1]. For item with quality 6, we model buyer rating
data using the v collected from the experiment as follows. In particular, we presume the items
are convex combinations of the representative items in our experiment — items with quality
6 € [.1,.3] are assumed to have rating probabilities ¥(0,y) = a(.1,y) + (1 — a)(.3,y),
where a = (6 — .1)/.2. Similarly for # in other intervals. This process yields the 3 shown in
Figure 2b.

e In some simulations, all items enter the market at time £k = 0 and do not leave. In the others,
with entry and exit, each item independently leaves the market with probability .02 at the
end of each time period, and a new item with quality drawn i.i.d. from [0, 1] enters.

e There are 100 buyers, each of which matches to an item independently. In other words,
matching is independent across items, and items can match more than once per time period.

e Matching is random with probability as a function of an item’s estimated rank 6 according to
score, rather than actual rank. In other words, the optimal systems were designed assuming

item 6 would match at rate g(6); instead it matches according to g(d), where 6 is the item’s

rank according to score. We use both g =1 and linear search, g(0) = #.

e ) is the set of 9 adjectives from our MTurk experiments.

e We test several possible H: naive with H(y) = |71|’ and then the various optimal H calculated
for the different sections, illustrated in Figure 3.

A.3.1 Simulation results

Figure 4 contains plots from a simulated system that has binary ratings. Figures 4a, 4b are with
uniform search (¢ = 1), Figures 4c and 4d plot the objective prioritizing the worst items, and
Figures 4e and 4f are with linearly increasing search. For each setting, we include both plots with
and without birth/death.

Together, the results suggest that the asymptotic and rate-wise optimality of our calculated
£ hold even under deviations of the model, and that the real-world design approach outlined in
Section 4 would provide substantial information benefits to platforms.

Several specific qualitative insights can be drawn from the figures, alongside those discussed in
the main text.

1. From all the plots with uniform search, the H designed using our methods for the given setting
outperforms other H designs, as expected, and the optimal 5 (for the given setting) significantly
outperforms other designs both asymptotically and rate-wise.

2. Qualitatively, again with uniform search, heterogeneous item age also does not affect the results.
In fact, it seems as if the optimal 8 and best possible H (given the data) as calculated from our
methods outperforms other designs both asymptotically and rate-wise. Note that this is true
even though items entering and leaving the market means that the system may not enter the
asymptotics under which our theoretical results hold.



3. Figures 4c and 4d show the same system parameters as Figures 4a, 4b, i.e. uniform search.
However, while 4a, 4b show Kendall’s 7 correlation over time, 4c and 4d show the objective
prioritizing bottom items (w = (1 — 01)(1 — 62)(01 — 62)). Note that the 8 calculated for the
actual objective outperforms that calculated for Kendall’s 7, including asymptotically.

Similarly, complementing the fact that H design changes significantly with the weight function,
these plots show the value of designing while taking into account one’s true objective value
— the different designs perform differently. Mis-specifying one’s objective (e.g. designing to
differentiate the best items when one truly cares about the worst items) leads to a large gap in
performance (e.g. see the gap between the dark green and red lines in 4c and 4d).

Note that comparing the performance of 8 for the misspecified objective and H for the true
objective is not a fair comparison: the former differentiates between all items (though potentially
not in a rate-optimal way), while H is constrained by reality, i.e. ¢ and .

4. Now, consider Figures 4e and 4f, which plot the system with linearly increasing search. Note
that, contrary to expectation, the optimal 3 for uniform search outperforms the 5 for the actual
system simulated, with linear search! This pattern is especially true for small time k& and with
item birth/death.

This inversion can be explained as follows. Uniformization occurs with heterogeneous age and
matching according to observed quality: new items of high type are likely to be mis-ranked
lower, while new items of low type are more likely to be mis-ranked higher. (We note that this
may not matter in practice, where the search function itself is fit through data, which already
captures this effect.) These errors are prominent at low time & and with item birth/death, i.e., in
the latter our system never reaches the asymptotics at which the linear S is the optimal design.

This pattern can be seen more clearly by comparing the two 8 curves in Figures 4e, without
item birth/death. At small k, when errors are common and so search is more effectively uniform,
the B for uniform matching performs the best. However, as such errors subside over time, the
performance of the 8 for linear search catches up and eventually surpasses that of uniform
optimal £5.
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Figure 4: Simulations from data from Mechanical Turk experiment — Binary rating system



Appendix B Supplementary theoretical information and results

We now give some additional detail and develop additional results. Section B.1 contains the formal
specification and update of our deterministic dynamical system. Section B.2 gives our algorithm,
Nested Bisection, is far more detailed pseudo-code. Section B.3 formalizes our earlier qualitative
discussion on how matching rates affects the function 8. Section B.4 includes a convergence result
for functions Sys as M increases. Finally, Section B.5 contains simple results on how one can learn
(0, y) through experiments, even if one does not have a reference set of items © with known quality
before one begins experiments.

B.1 Formal specification of system state update

Recall that (0, X) is the mass of items with true quality # € © C [0,1] and a reputation score
x € X C[0,1] at time k. Let By = {6 : ni(0) = nip—1(0) + 1}. These are the items who receive an
additional rating at time k; for all @ € Ef, ng(0) = ni_1(#). Our system is completely deterministic,
and evolves according to the distributions of the individual seller dynamics.

For each 0 € Ej,x,2', define w(f, x,2’) as follows:

w(@,z,2") = B(O){nk(0)x — nk_1(0)2" = 1} + (1 — B(0))[{nk(0)x — nx_1(0)2’ = 0}.

Then w gives the probability of transition from x’ to x when an item receives a rating. We then

have:
pr+1(0, X) / / / w(0, z, 2" dzug(dx’, db) + / / k(dx, db).
By Jo'=0 JzeXx e

It is straightforward but tedious to check that the preceding dynamics are well defined, given our
primitives.

B.2 Detailed algorithm

Here, we present the Nested Bisection algorithm, which is described at a high level and summarized
in pseudo-code in the main text, in more detail.



ALGORITHM 1: Nested Bisection given in more detail

Data: Set size M, grid width §, match function g /* Assume § << min; t; — t;—1 */
Result: Sy levels {tg...ta-1}

Function main (M, 9§, g)

to=0,tyy_1 =1

(=1-3t5u=1-6

while v — ¢ > §/2 do

_ r+L

JM—2 =55
ratelas; = —gm—21og(tar—2)

{j1..-jm—3} = CalculateOtherLevels(jpr—a, ratelass, g)
ratefrst = —g1 log(l - tl)

if ratefrst < ratejgs: them £=jpr_o

else u=jp_o

{t1...tp—2} = CalculateOtherLevels(u, g)

tM_Q =Uu

return {¢; }

Function PairwiseRate (ty—1, tm, Gm, gm—1)

Im—1 Im—1 gm

—_m=1 — 9m
return —(9m71 + gm) log |:(1 _ tmfl) 9m—1t9m (1 _ tm)g"L*1+gm + t:;m_—l1+gm tfrzn—ﬁrgm

Function CalculateOtherLevels (jy—2, Tateiarget, 9)
/* Given target rate from current guess jy—2, sequentially fix other levels. */
foreach me M —3...1do

‘ Jm = BisectNextLevel(jm41, ratearget Gm> Gm+1)
return {.71 .. .j]\/[_g}
Function BisectNextLevel (j,, rateiarget, Gm—1, Gm,)
£=0,7r=jm—0
while r — ¢ > 6/2 do

jm—l = TTH

ratem - Paz'rwz'seRate(j,,L_l, jma 9m—1, gm)
if rate,, < rateigrger then r =g,
else {=j,_1

return r




B.3 Formalization of effect of matching rates shifting

Matching concentrating at the top items moves mass of 5(6) away from high 6, and subsequently
mass of H(y) away from the questions that help distinguish the top items, as observed in Fig-
ures 1b and 3b above. Informally, this occurs because when matching concentrates, top items are
accumulating many ratings more ratings comparatively, and so the amount of information needed
per rating is comparatively less. We formalize this intuition in Lemma B.1 below.

The lemma states that if matching rates shift such that there is an index k& above which matching
rates increase and below which they decrease, then correspondingly the levels of 3, (i.e. t;) become
closer together above k.

Lemma B.1. Suppose k, g, g such thatVj € {k+1...M—1},9; > g;, andV¥j € {0...k—1},9; < gj,
and gy = gr. Then, t; > fz.

Proof. This proof is similar to that of Lemma 3.1, except that with the matching function changing
the overall rate function can either increase, decrease, or stay the same. Suppose the overall rate
function decreased or stayed the same when the matching function changed from g to g. Then
gm—2 > gu—2 and the target rate is no larger, and so tj,;_o > 1?7\4_2. Then, t3,_4 > 53‘\/1_3 (a smaller
width is needed because the matching rates are higher and the rate is no larger, and the next value
also increased). This shifting continues until ¢ ; > tr +1- Then, t; > tr.

Suppose instead that the overall rate function increased when the matching function changed
from § to g. Then g1 < g and the target rate is larger, and so ¢} > . Then, t3 > t5 (a lzirger
width is needed and the previous value also increased). This shifting continues until ¢ _; > t;_;.
Then, ¢} > ;. O

B.4 Limit of f as M — oo

Let B}, denote the optimal 8 with M intervals for weight function w, with intervals {S}”M } =
{[seM, M)} and levels t¥M. Let qua(0) = i/M when 6 € [s¢M s¥M), ie. the quantile of
interval item of type € is in.

Then, we have the following convergence result for 5.

Theorem B.1. Let g be uniform. Suppose w such that qunr converges uniformly. Then, VC €
N, 3% s.t. 582N+1 — BY uniformly as N — oo.

The proof is technical and is below. We leverage the fact that, for g uniform, the levels of B9,/
can be analytically written as a function of the levels of 8. We believe (numerically observe)
that this theorem holds for the entire sequence as opposed to the each such subsequence, and for
general matching functions g. However, our proof technique does not carry over, and the proof
would leverage more global properties of the optimal 5j;.

Furthermore, the condition on w is light. For example, it holds for Kendall’s 7, Spearman’s p,
and all other examples mentioned in this work.

This convergence result suggests that the choice of M when calculating a asymptotic and rate
optimal /3 is not consequential. As M increases, the limiting value of W}, increases to 1 (i.e. the
asymptotic value increases), but the optimal rate decreases to 0. As discussed above, with strictly
increasing and continuous [, the asymptotic value is 1 but the large deviations rate does not exist,
i.e. convergence is polynomial.

This result could potentially be strengthened as follows: first, show convergence on the entire
sequence as opposed to these exponential subsequences, as conjectured; second, show desirable
properties of the limiting function itself. It is conceivable but not necessarily true that the limiting



function is “better” than other strictly continuous increasing functions in some rate sense, even
though the comparison through large deviations rate is degenerate.

B.5 Learning ¢(0,y) through experiments

Now, we show how a platform would run an experiment to decide to learn ¢ (6,y). In particular,
one potential issue is that the platform does not have any items with know quality that it can use
as representative items in its optimization. In this case, we show that it can use ratings within the
experiment itself to identify these representative items. The results essentially follow from the law
of large numbers.

We assume that |©] = L representative items ¢ € {1... L} are in the experiment, and each are
matched N times. The experiment proceeds as follows: every time an item is matched, show the
buyer a random question from ). For each word y € ), track the empirical 1&(2, y), the proportion
of times a positive response was given to question y. Alternatively, if ) is totally ordered (i.e. a
positive rating for a given y also implies positive ratings would be given to all “easier” y'), and
can be phrased as a multiple choice question, data collection can be faster: e.g., as we do in our
experiments: ) consists of a set of totally ordered adjectives that can describe the item; the rater is
asked to pick an adjective out of the set; this is interpreted as the item receiving a positive answer
to the questions induced by the chosen answer and all worse adjectives, and a negative answer to
all better adjectives.

First, suppose the platform approximately knows the quality 6; of each item ¢, and ; are evenly
distributed in [0,1]. Suppose the items are ordered by index, i.e. 8; < 63 < -+ < 0. Then let

U(0,y) = zﬁ(z, y) when 6 € [0;_1,0;]. Call this procedure Known TypeFEzxperiment.

Lemma B.2. Suppose 1(0,y) is Lipschitz continuous in 6. With KnownTypeEzperiment, zﬁ(z, y) —
Y(0;,y)Vy uniformly as N — oo. As L — oo, ¥(0,y) — ¥(0,y)V0 uniformly.

~

Proof. The proof follows directly from the Strong Law of Large Numbers. As N — oo, Vi, ¥(i,x) —
¥ (0;, z) uniformly. Now, let L — oo. Ve, 3L s.t. VL > L', V0, Ji s.t. [0—0;] < e. ¥(0, x) is Lipschitz
in 6 by assumption, and so ¥(6,z) — (6, ) uniformly. O

We now relax the assumption that the platform has an existing set of items with known qualities.
Suppose instead the platform has many items L of unknown quality who are expected to match N
times each over the experiment time period. For each item, the platform would again ask questions
from ), drawn according to any distribution (with positive mass on each question). Then generate

A~

P(0,y) as follows: first, rank the items according to their ratings during the experiment itself.

Then, for each y, »(0,y) is the empirical performance of the fth percentile item in the ranking, i.e.
P(0,y) = Y(0;,y) for 0 € [%, %] Call this procedure UnknownTypeExperiment.

Lemma B.3. Suppose 1(0,y) is Lipschitz continuous in 0. With Unknown TypeEzperiment, 1&(9, y) —
(0, y)Vy, 0 uniformly as L, N — oco.

Proof. Fix L. Denote each item in the experiment as ¢ € {1...L} (with true quality 6; # 6;),
and each item has N samples. Without loss of generality, assume the items are indexed according
to their rank on the average of their scores on the samples, defined as the percentage of positive
ratings received. ¢ = 1 is then the worst item, and ¢ = L is the best item according to scores in the
experiment.

For (6, z) increasing in 0, as N — oo, Pr(6; > 0;]i < j) — 0 almost surely by SLLN, and for
a fixed L, {6;} this convergence is uniform. Furthermore, by SLLN, ¢)(i,z) — ¢(6;,2) as N — cc.
Recall 1&(9,:3) = zﬂ(z,x) for 6 € [%, %]

10



Now, let L — oo. Ve, L' s.t. VL > L', V0,3i s.t. |0 — ;| < e. (0, x) is Lipschitz in 6 by
assumption, and so ¥ (0, z) — (6, x) uniformly. O

Appendix C Proofs

In this Appendix section, we prove our results.

Sections C.1-C.3 develop rate functions for P, and Wj. While rates for P, follow immediately
from large deviation results, the rate function for W requires more effort as the quantity is an
integral over a continuum of (61, 62), each of which has a rate corresponding to that of Py (61, 62).

Then in Section C.4 we prove Theorem 3.1 and Lemma 3.1.

Section C.5 then contains additional necessary lemmas required for the proof of the algorithm
and convergence result, Theorem B.1. The main difficulty for the former is showing a Lipschitz
constant in the resulting rate if a level ¢; is shifted, which requires lower and upper bounds for ¢; and
tar—o, respectively. For the former, we need to relate the solutions of the sequence of optimization
problems used to find Sy; as M increases. It turns out that both properties follow by relating the
levels of By to those of Bops_1.

These additional lemmas are used to prove the algorithm approximation bound (Theorem 3.2)
and the convergence result (Theorem B.1) in Section C.6 and C.7, respectively.

Finally in Section C.8 we prove the comments we make in the main text about Kendall’s 7
and Spearman’s p rank correlations belonging in our class of objective functions, with asymptotic
values of W}, maximized when s is equispaced in [0, 1].

C.1 Rate functions for Py (6;,0>)

Lemma C.1.

lim —% log [u((zk(61) — w(62)) < 0[61,02)] = inf {g(01)I(al61) + g(62)1(al62)}

k—o0

where I(a|ll) = sup,{za — A(z]0)}, and A(z|0) is the log moment generating function of a single
sample from x(01) and g(0) is the sampling rate.

Proof. Timg,c — & log [u((4(01) — 2(62)) < 0[61,05)

1
— Jiny —plog | | (o) = l01)(on(62) 2 al0n)da 1)
k—o0 ]C acR
— i 2t —kg(61)1(al6r) ,—kg(62)1(al62)
= kli)ngo k: log [/GER e e da (2)
= in]% {9(01)1(al01) + g(62)I(alb2)} Laplace principle (3)
ac

O]

Where (2) is a basic result from large deviations, where kg(6;) is the number of samples item
of quality 6; has received.

Note that this lemma also appears in Glynn and Juneja (2004), which uses the Gartner-Ellis
Theorem in the proof. Our proof is conceptually similar but instead uses Laplace’s principle.

Recall that KL(a|[b) = alog 2 + (1 —a) log 1=2 is the Kullback-Leibler (KL) divergence between
Bernoulli random variables with success probabilities a and b respectively. It is well known that
for a Bernoulli random variable with success probability ¢,

I(alt) = KL(al|t)

11



Then, we have

Lemma C.2. Let 01 > 0y and 1(a|0) = KL(a||3(0)). Further, Let Py(01,02) = 1 — Pyp(61,02).
Then,

— lim %log?k(el,ﬁg) = ;Ielﬂg {9(61)1(al01) + g(02)I(alb2)}, (4)

k—o0

Proof. Follows directly from Lemma C.1.

1
— lim — log P (61,0
Jim - log k(01,02|5)

) 1
= lim —-log[l + pux(x(01) — 2x(02) < 0161, 02) — py(zx(01) — 21 (62) > 0/61,02)]

) 1
= lim —-log [2up(24(61) — x4 (02) < 0101, 02) + i (2x(61) — 24(62) = 0/61,62)]

. 1
= lim —-log [py(zx(61) — xk(62) < 061, 62)]

k—o0

= ;Ielﬂg {9(01)I(al01) + g(02)I(a|b2)} Lemma C'1
O

C.2 Laplace’s principle with sequence of rate functions

In order to derive a rate function for W = (limy Wj) — Wy, we need to be able to relate its rate to
that of Py(61,602). The following theorem, related to Laplace’s principle for large deviations allows
us to do so.

Theorem C.1. Suppose that X is compact with finite Lebesque measure (X ) < oco. Suppose that
¢(z) has an essential infimum ¢ on X, that on(z) has an essential infimum ¢ . that both ¢ and
all o, are nonnegative, and that v, — @ uniformly:

lim sup |¢n(z) — ¢(x)] = 0.

n—oo zeX

Then:

1
lim log/ e (@) dy = — . (5)
X

n—oo N

Proof. First, we note that for all z and n, e () < ¢7"2n. Therefore, letting (%) denote the
LHS of (5), we have:

1
(*) S lim log/ einfndj]j = _f’
X

n—oo N

where the last limit follows from the fact that ¢, converges uniformly to ¢, so that ¢ — ¢.
Next, for € > 0 let A,(e) = {z : pp(x) < ¢ + €} and let A(e) = {2 : p(z) < p+€}. It
follows (again by uniform convergence) that for all sufficiently large n, A(e/2) C A,(e), so that
w(A(e/2)) < pu(An(e)) for all sufficiently large n. Further, pu(A(e/2)) > 0, since ¢ is the essential
infimum. B
Since:

/ e " Wdg > p(An(e))e " ET,
X
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it follows that: )
> _p— im —
(¥) 2 —¢ — e+ lim —logu(An(e)).

To complete the proof, observe that since (A, (¢)) is bounded below by a positive constant for all
sufficiently large n, the last limit is zero. Therefore:

(x) > —p—e
Since € was arbitrary, this completes the proof. ]

Remark C.1. Let X = [0,1] x [0,1], ¢n(61,02) = —Llog P,,(61,02). Then, all the conditions for
Theorem C.1 are met.

C.3 Rate function for W,

Our next lemma shows that we can obtain a nontrivial large deviations rate for Wy when § is a
step-wise increasing function.

Recall Wk = f91>02 w(@l, 92)Pk(91, eglﬂ)d(el, 02)

Let Fk(gl,eg) =1- Pk(«91,92).

Further, let Wy, = (limy W) — Wy, = f91>02 w(01,02)Py(01,02]8)d(01,02). (recall we assumed
w integrates to 1 without loss of generality).

Lemma C.3. Suppose 3 is piecewise constant with M levels {t;}. Let g; = infyes, g(0) = g(s;)
Then,

.1 — . ) A
— klgrolo z logWy = ogznguﬁq Clbrelﬂg {git11(altit1) + gil(alt;)} =7, (6)

where I(alt) = KL(al|t) as defined in Lemma C.2.

Proof. When f is step-wise increasing with M levels {¢;}, then

Wy = Z / w(61,02)Pr(61,02|8)d(01,02)
0<i<j<M Y 02€5i,01€S5;

as Pg(61,602) = 0 when 3(61) = 3(62).
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—limy 00 % log W3,

1 —

=~ lim dog [ w(61,0)Pu(01,6219)d(61,62) (7)
k—oo 91>92
1 _

= jim o Y f w(0h.02) P4 (01, 02|)d(01. 02) ®)
k—o0 0<icj<M ?02€5:,61€5;

— — max (hm 1 llog/e s w(91,92)Pk(9j,9i\5)d(91,92)]) 9)
2€0;,01€5;

0<i<j<M \ k—oo k
1 _
= — max su lim — |logw(61,62)P(0;,0; 10
OSi<j<M61€Sj,0P;€Si (k_’oo k [ & ( ! 2) k( ! |B)}> ( )
1. —
= — max su lim —log Px(0;,0; 11
0<i<j<M elesj,g;esi <’H°° OB (05 ’5)> 1D
1.
= i inf — lim —log P(6;,0; 12
0<i<j <M 6€8) 6265 ( hooo k8 + (05, ’B)) (12)
= i inf inf 01)I(alt; 02)1(alt; 1
OSQEQMQIE§?QQESi;gR{g( 1)1 (alt;) + g(62)I(alt:)} (13)
= min inf {gj1(alt;) + gil(alt:)} (14)
= in | inf {gip1I(altiy1) + gil(alti)} (15)

The last line follows from adjacent t;,¢;41 dominating the rate due to monotonicity properties.
Line (10) follows from Theorem C.1.
Line (9) follows from: Va$ > 0, limsup,_, [e log (Ziv a‘;)} = max)¥ lim sup__, e log(a$), which
is a finite case version (with fewer assumptions) of Theorem C.1. See, e.g., Lemma 1.2.15 in (Dembo

and Zeitouni, 2010) for a proof of this property.
O

Lemma C.4. 3(0) is piecewise constant <= 3c(B) > 0 s.t. —limy_o0 7 log(Wy) = ¢(B).
Proof. — follows directly from Lemma C.3: inf,ecr {gi+11(alti+1) + gil(alt;)} > 0 when t; # t;y1,

which holds when ( is piece-wise constant with the appropriate number of levels.

<= Consider § that is not piece-wise constant. Recall that we further assume that g is non-
decreasing, and discontinuous only on a measure 0 set. Following algebra steps similar to those in
Lemma C.3, but for general j3:

1 — 1 —
— lim —logWj = — lim log/ w(6y,02)Pr(61,02]8)d(61,02) (16)
k—oo k k—oo k 01>65
. R
- 9;252 < klggo k log P (6, 0i|ﬁ)> (17)
=0 (18)

Where the last line follows from 3 continuous at some 61, and so limg, 5, P (61,62|3) = 1.
Intuitively, what goes wrong with continuous 3 is that Py (61, 62|3) does not converge uniformly:

Vé, ]{3, 392 75 91 F}c(el, 92) > €
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i.e. close by items are very hard to distinguish from one another. Then, because the large deviations
rate of Wy, is dominated by the worst rates under the integral, we don’t get a positive rate.
O

C.4 Proofs of Lemma 3.1 and Theorem 3.1

Remark C.2. The KL divergence for two Bernoulli random variables is continuous and strictly
convex, with minima at a = b, when a,b € (0,1). Note that inf,{g;KL(a||t;) + g(i + 1) KL(a||ti+1)},
for all feasible g, is also continuous and strictly convex in t;, t;y1, with minima at t; = t;y1.

One consequence of the above fact is that fixing either ¢; or ¢;41 and moving the other farther
away monotonically increases KL, while moving it closer decreases KL.
C.4.1 Proof of Theorem 3.1

Proof. We use the same notation as the proof for Lemma C.3.
Part 1.

k—o0 k—o0

lim Wy = lim Z [/ w(b1,62) Py (01,02]8)d(01,02) (19)
0<i<j<M 02€5;,01€5;

- Z / w(f1,02)d(61,62) 20)
0<i<j<M Y P2€5i,01€5;

(20) follows from bounded convergence and Pj(01,62|3) — 1 for 6; € S;,t2 ¢ S;. Thus choosing s
to maximize (20) maximizes the asymptotic value of Wj.

Part 2. Follows directly from Lemma C.3. O

C.4.2 Proof of Lemma 3.1

PTOOf. Recall T(t) L _ llmk_mo % log(W—Wk) = minogiSM_g infaeR {gi+1KL(a| ‘tiJrl) + gzKL(a| |t2)}
We show the following:
r(t) =

min (log(l — 1) 9,

i1 9i—1 g; —9i—1—9i

9i N y - -
log [(1 — i) B9 (1 — ;) B Toi g i ST for 1l <i< M —1,

log(tMg)gM—2>

and t* maximizes r,(t) <= all the terms inside the minimization r,(t*) are equal. Further, the
optimal levels t* are unique. The result immediately follows, that {¢;} is the unique solution that
equalizes the rates inside the minimization, by noting that the optimal r has tg = 0,¢3;,_1 = 1.

We first prove the alternative form for r. Note that {g;—1KL(a||ti—1) + ¢:KL(al|t;)} is convex
in a, and so we can find an analytic form for the infinum over a.

15



Let a; = arginfocp, | 419i-1KL(allti—1) + g:;KL(al[t;)}
= Va, [9i-1KL(a4|[ti-1) + g:KL(a;[[t;)] = 0

= Vg, |gi-1 | ailog i + (1 —a;)log e + g; | a; log il + (1 —a;)log G| = 0
ti-1 1—tiy ti 1t

; 1—a; —a;
= gi—1 (! —1 +gi (1 ——l
g 1<0g21 Ogl tl_1> g(og Ogl t) 0

gi—1+9; gi—1 9i
a; i1 t;
= 1 =1 —— |
Og<1—az‘) Og<1—ti—1> +Og(1—tz‘>
1
. ti_ gi—1 t: 9gi Gis1t9;
Qaj _ i—1 i gi—179
1—ai 1—ti_1 1—t7;
1
c tio1 gi—1 t; 9i gi_1+9;
a; 1+C,W ere c [(1—ti1> T

Then,
9i—1KL(as|[ti—1) + ¢:KL(a;|t;)

— 1—a
= gi—1alog — —i—gzalog + gi—1(1 — )log_i + 9i(1 — a) log —
ti1 1 ti1 1 t;
1—ti —ti gi—1+9i gi 9i
a |(gi—1+ gi)log 1 —|—gz 1 log ﬁ + g;log +log(1 — a)%-1+9 —log(1 — t;_1)%1(1 — t;)%
11— 7
= (9i—1 + gi)log(1 — a) —log(1 — t;—1)% (1 — £;)” (21)
1
to gi—1 t: 9 gi_1+9; 9i—1 9i
= —(gi-1+gi)log | |1+ [<1Ztll> (1 lt) ] 1 ] (L —ti—q) o179 (1 — tz’)gi‘ﬁgi]
- hi— — U
9i—1 gi—1 9i
= —(gi—1 + gi) log [(1 = tiy) SO (1 — ) % 1 e 1”1] (22)
gi— gi
Where line (21) uses % = c and (g;—1 + g;)logc = log [(1 Zt111> 1 (ltflt) } Note that the

first and last rates emerge, respectlvely, by plugging in tg = 0,tp; = 1, which holds trivially at the
optimum from monotonicity.

We note that a similar derivation, of the large deviation rate for two binomial distributions with
different probability of successes and match rates, appears in Glynn and Juneja (2004). In that
work, the authors seek to optimize the g in order to identify the single best item out of a set of
possible items, and a concave program emerges. In this work, because we optimize the probability
of successes and care about retrieving a ranking of the items, no such concave or convex program
emerges.

Now we show that t* maximizes r,(f) <= all the terms inside the minimization r,(t) are
equal.

equalizes = optimal. Let r(i) be the ith term in the minimization, starting at ¢ = 1. Note
that (holding the other fixed) increasing ¢; increases the ith term monotonically and decreases the
(¢ 4+ 1)th term monotonically. Suppose 5 s.t. 7(i) = r(j)Vi,j. To increase the minimization term,
one must increase r(i),Vi. To increase (1), t; must increase, regardless of what the other levels
are. Then, to increase 7(2), t must increase . .. to increase r(M —2), t);_o must increase. However,
to increase r(M — 1), tps—o must decrease, and we have a contradiction. Thus, one cannot increase
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all terms simultaneously.

equalizes <= optimal. Suppose t maximizes r(t) but the terms inside the minimization are
not equal. Then 3i s.t. (i) = min; r(j) and either r(i) # r(i — 1) or r(i) # r(i + 1). r(i) can be
increased without lowering the overall rate. This method can be repeated Vi : 7(i) = min; r(j) and
so t would not be optimal, a contradiction.

Uniqueness follows from the overall rate unique determining ¢1,ty/_o and so iteratively uniquely
determining the rest. O

C.5 Additional necessary lemmas

Now, we begin the set-up that will lead to a proof for Theorem 3.2. It turns out that proving the
theorem requires, in the process, essentially proving our convergence result with M — oo, Theo-
rem B.1. For Theorem 3.2, we need a lower bound for t1 as a function of M. This seems hard
to do in general. Luckily, in our case, there is a property for how t* changes when M is doubled.
Using this property, we can derive that t; > O(M~3).

Recall that step-wise increasing § with M intervals S; = [s;, s;+1) has levels {tz}f\i 61, where
t() = 1,tM_1 = 1, and S0 £ O7 SM £ 1.
Furthermore, we use the following notation for the large deviation rate

gi—1 9i—1 94

_(gifl + gl) log (1 o ti,l)gi*1+gi (1 — ¢t )91 1+9z + tgz 1+97,t91 119 (23)

fori € {1...M — 1}, which implies r; = —gj log(1 — ¢1) and ry;—1 = —gpr—2 log(tar—2)-
We further use r™ =1 to be the rate achieved by the optimal 8y; with M intervals.

Lemma C.5. Suppose g uniform, i.e. g; = 1,Vi and that Bps has values {t;}; M= 1. Then Banr—1
has values {t}}2272, where th;, = t;,¥i € {0 -1}, t) = (1—\/1—t1) and thy, 5 =
3 1+ Vi)

Proof. We first set the values t),, = ¢; and then optimally choose the remaining values ¢}, k odd.
Then, we show that the resulting large deviation rates between all adjacent pairs are equal. Then,
by the proof of Lemma 3.1, which showed that equalizing the rates between adjacent intervals is a
sufficient condition for optimality, S2a/—1 has the levels {¢;}:2 2M 2,

Let 7’ denote rates between adjacent ¢ as r does for t. Supposing th, = t1, we find ¢} such that
ri =rh and t] < th.

—log(1—1t}) = —2log [\/(1 -t —1t) + t’lt’z}
()L~ th) + 4t +20/(1— £)(1 — th)t41h

(
= tﬁzi(l— 1—t’2>:;(1—\/1—t1)

= 1-1]

Similarly, 15y, 5 = rhy;_o When thy, o= 2 (1 + /Ea_2). It follows that 7| =15 =15y, o =1hy o
by choosing such ¢}, t5,, .
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Next, we find ¢}, € (t},_,,t;, ) for k € {3,5,...2M — 5} such that the rates r; = _,.

—2l0g [\/(1— ) (1 —t, )+ \/t;t;_lJ = —2log [/(1- ¢, ,m )+t
e VIt w i
= t, = ——, where c =
L+e \/ t;€71 - \/ t;€+1

Now, we show that 7, = Vj,k by showing that the difference between each rate r; and its
analogous rate 74, is constant Ty =1,V k by assumption and so r}, = 7“ , Vi, k follows.

rv—1 = —logty—o and 14, o, = —logi 5 (14 /ty—2). Thus if r; = —logz for some xz, then
ro; = — log% (1 4+ /x) would imply that all the rates are equal. Thus, it is sufficient to show that

Ot )0 )+ ] = 3 [ VA 6008+ Va2

= [\/<1—1ic) 1—t)+ %—Fcti 2

where ¢ = [

- % [1 +V(@—tis) (1 —t;) + \/ti_ltz} (25)
VT =T — I —tilr
Vi -V

The proof for (25) is algebraically tedious and is shown in Remark C.3 below.
Then, by the proof of Lemma 3.1, which shows that equalizing the rates inside the minimization

terms implies an optimal {¢;}, S2a7—1 has the levels {¢/}:2 2M 2,
O]
Remark C.3.
2
c c 1
1-— e (l—ti)—i- mti :i [1+\/(1—ti_1)(1—ti)+\/ti_1ti}

\/1—751—\/1—751‘1}2
N —

where ¢ = [

Proof. Let x = \/t;,y = V1 —t;,2 = /i1, and w = /T —1{;_1. Note that z > z,w > y,y =

1—x2w—1—z Then,

— )2 )2
c __-wP 1 @e2)
c+1 2-—-2xz-2yw c+1 2-—2xz-—-2yw

(To show the above two equalities, factor out ﬁ from numerator and denominator, and substi-

tutey =1 — 2%, w=1-22).

18



Now, the left hand side:

[\/(1—1ic> (1—t) + %—Fcti 2

o [Ve A Ve we]

T2 21z — 2yw
(=2’ + (y —w)?2? + 2ay(z — 2)(w — y)

y-—wr=w-y\(z-2?2=2—=2

2 —2xz — 2yw
_22y2 + w?a? — 2wzyz
N 2 —2xz — 2yw

The right hand side:

% |:1 + \/(1 — ti_l)(l - ti) + \/ti—ltz}
1

5 1+ (wy + z2)]

Multiplying both sides by 2 — 2xz — 2yw, we have:

!\/(1—1ic> (1—t;) + %ﬂti 2

= 2% +wPa? — 2wayz = 1 — (wy + x2)?

= % [1 + V(A —tic) (1 —t;) + \/ti—lti}

=221 —2?) 4+ (1 — 2%)2? — 2wayz = 1 — w’y? — 222 — 2wayz
=22 20222 22 =1 (1 - 23 (1 — 2?) — 2222
=0=0

Corollary C.1. Suppose g uniform, i.e. g; = 1,Vi. Ve > 0,IM s.t. VM' > M, ™' < e.

Proof. Let M = 2N M’ = 2N+1 1 for some N. We show that rM’ < %rM. The corollary follows
by noting that X < 1K VK’ > K and that r¥ < o0, VK.

MM = _og ¥, +log
= —logt¥ , +1log [; + ;\/z%} Lemma C.5
= log % Ml L
thio 2 M,
> —%log t%,z \/tj\]‘fffj > t%ﬁ
— M < %T’M
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Corollary C.2. Suppose g uniform, i.e. g; = 1,Vi. ¥d > 0,4AN s.t. VM > N, maxy ti” — té\/l_l < 9.

Proof. This corollary follows directly from Corollary C.1. If the rates are upper bounded, then so
are the level differences.
We first find where the rate is minimized given a width between levels of §

Ty = argmwin—Zlog [\/(1 —z—0)(1—z)+ \/x(x+5)}

11
— -5
2 2

Then given an upper bound of € on the rate, there is a bound on § determined by the largest
possible difference at levels symmetric around %

r’ = —2log [2 (% — 5)(% +0)

= —log [1 — 462}

1
Zevvhen(5>§\/1—€_E

Lemma C.6. Suppose g is non-decreasing in 0. Then, tyr_o > 1 — ﬁ

Proof. Note that, with uniform matching, Vo € (0,1],y € [0,1 — 2| the rate with values t;—1 =
y,t; = y+x is no more than the last with t);_o = 1 —x. With width z, in other words, the extreme
points have a larger rates than the middle points. For i ¢ {1, M —1}:

r; = igf{gi_lKL(aHti_l) + g:KL(al|t;)}
)

= i%f{KL(aHy) + KL(ally + 2)} uniform matching
= —2log [(1-9)}(1 -y~ )} + 3 (y+ ) (26)
= —log [(1-9)(1 =y —2) +yly+ ) +2[(1 - )(1 — y — )yly + 2)]

< —log(1 —z)

Where line (26) follows from line (22).

By the proof of Lemma 3.1, the optimal levels equalize the rates between each level. Then,
when ¢ is non-decreasing, gyr—2 > g, V0 € {1... M — 3}. Then, at the same level differences, the
rate corresponding to the last level is no smaller. Thus, to equalize the rates, the last width must
be no larger than any other width. Thus, tj;_o > 1 — % O

. . . N+1_ N
Lemma C.7. With uniform matching (g; = 1), r? Tl %73 .
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Proof. Let K =2V, K’ =2N*1 — 1. Note that tf_; > 1 by Lemma C.6.

K — K = _logth 5 +log tﬁ;_Q
1 1
= —logtl¥ , +log [2 + 21 /tg_z] Lemma C.5
) 1 1 n 1 1
2t 2
K2 5,
K \~3 Lok 1o 1ok =5 -k 3 K 1
< log (tK_z) 5 (tK—Q) —+ 5 (tK—Q) S (tK—2) When tK—Z c 5, 1
r 1
— K > K
5
O
Lemma C.8. With uniform matching (g; = 1), 3C > 0 s.t. VM, t}1 > CM 3.
Proof. By Lemma C.7, 3C5 > 0 s.t. rM > 0 5 Moga MT  Thep
—log(1—tM) =M
> 025—f10g2 M]
o t{w >1—exp [_025—[log2 M]}
1
>1—exp [—CgM_ 10%52}
-1 1 —
Ze C3 M~ Toe52 e—zgl—e x for z € [0, 1]
e
— 3C>0st. M >CcM3
O

Corollary C.3. With monotonically non-decreasing g, AC' > 0 s.t. VM, t{” > CM—3.

Proof. The result follows from noting that )/ with uniform matching lower bounds the first value
with any other monotonically non-decreasing g, which is a direct application of Lemma B.1 — scale
g such that g = 1. Then, g; > 1,5 > 1 and go < 1. Then, the condition of the lemma holds.  [J

Lemma C.9. The run-time of NestedBisection is O(Mlog2 %), where § is the bisection grid width
and M is the number of intervals.

Proof. The outer bisection, in main, runs at most log, % + 1 iterations. Each outer iteration calls
BisectNextLevel M — 3 times, and the inner bisection in each call runs for at most log, % iterations.
Thus the run-time of algorithm is O(M log? 3). O

C.6 Proof for Theorem 3.2

Finally, we are ready to prove Theorem 3.2. It follows from formalizing the relationship between &,
the bisection grid width, and €, the additive approximation error in the rate function.
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Proof. Recall M is the number of intervals (levels) in 5. We use j,t,t* to denote the levels in a
certain iteration, the returned levels, and the optimal levels, respectively. We use 7(-) to denote the
individual rates between returned levels, i.e. (1) = —gy log(1 —t1), r(m) = {gm-1KL(am||tm-1) +
gmKL(am||tm)},m e {2...M =2}, 7(M —1) = —gp_olog(tp—2), and use 7* to denote the optimal
rate.

By Lemma C.6, t};_o > 1— ﬁ By assumption, t}, , < 1—4¢. Thus, ¢}, , € [1— ﬁ, 1—4],
the starting interval for the outer bisection.

First, suppose the outer bisection terminates such that ty;—o < tj, 5 + . We prove that this

case always occurs below.

In this case, r*—r(M—1) is at most —gar—2log(t},_o)+9n—21og(th;_5+0) = grr—2log (t%’&ia).
For all m € {M —2...2}, in the final CalculateOtherLevels call the algorithm will use bisection
to match the corresponding rate with this last rate, (M — 1) = —gpr—o2log(tar—2), setting t,,—2 to
the smallest value such that r(m) < r(M — 1) (i.e. the right end of the final interval is chosen).
Then, VYm € {M —2...2}, r(m) € [r(M — 1) — €(6),r(M — 1)], where €(d) is an upper bound
on the change in the rate functions with a shift of § in one of the parameters.
For now, assume 7(1) = —g; log(t1) > r(M — 1). We prove that this occurs below. Then,

r(m) >r(M —1) — €(9) Yme{l...M}
> —grm—2log (o +6) — €(0)

Now we characterize €(d) in the region [t} + 0,t},_5 + 0]. In particular, we want to bound the

3 9 .
rate loss from the other levels r(m), m > 1 after the gp/—2 log (t]t‘{fﬁ ) loss in in (M — 1). Note
M—-2
that the only source of error is a level shifting right by 6. ;(-) denotes individual rates between
levels j in an intermediary iteration. Let a be the minimum point inside the rate infimum after

the shift by 4.

() = sup [9i—1KL(ai|[ti—1) + giKL(as|[t;) — gi—1KL(aj||ti—1 + 6) — g:KL(aj|[t;)]
i—1,lg

< sup [gi—1KL(aj][ti—1) + g:KL(ag[[t;) — gim1KL(aj|[tim1 + ) + g:KL(ag[|t;)] ai is inf point
ti—1,ti
tic1+0 1—t;1—96
= sup ¢i_1 [a; log = e + (1 —a})log 21]
ti—1,ti ti—1 11—t
tic1+0
< sup gi—1 [aé log — 1+ } 2nd term negative
ti—1,t; i—1
ti+0 *
< gM—2 [103; lt* ] tj > 11,95 < gm—2
1
. thy_o+0 46
= r(m) > 1" — gn-2log (M*Z) —gM-2 [log — }
YR ty
0 o
> — gm—2— —gM-2— log(l+x) <=z
U2 ty
M—-1 1 1
> 7" —dgp— — th >1-
T —09Mm 2[M—2+t’{} M=2 = M —1

By Corollary C.3, 3C > 0 s.t. t§ > CM™3 = 7r(m) > r* — gy o [% + CM?’}. Then, let

€
gy —2 |5 +CM3

5 Supposing the algorithm terminates in such an iteration, it finds an e-optimal
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M—-1

M1 3
8 in time O <M log? 22 (O }) — 0 (Mlog? M),

€

Next, we show that the algorithm only terminates the outer bisection when v < ¢}, , + 0. The
claim follows from ¢ < tj, 5 being an algorithm invariant. The initial £ = 1 — ﬁ < thyo
by Lemma C.6. ¢ can only be set to be > 3, , if in the current iteration, jy—o > t3,_, and
rj(1) < rj(M —1). However, if jy—o > t},;_,, then r;j(1) > r;(M — 1) (jm > t;,Vm), following
from a shifting argument like that given in Lemma 3.1 and that the inner bisection is such that
ri(m) <rj(M —1),m e {2... M — 2}, i.e. all the values t,, >ty . Thus, £ < t}, , is an algorithm
invariant and u > t}, 5, +0 = u—4{ > 6.

Finally, we show that r(1) > r(M — 1) at the returned {¢;}. By assumption, in the initial it-
eration, u > t3, o, and recall that the returned {t;} such that tj;_o = u from the final iteration.
As shown in the previous paragraph, jas—2 > t}3,_o = 7;(1) > rj(M —1). Thus, if the algorithm
terminates in the first iteration, then (1) > r(M — 1). In any subsequent iteration, u is changed
only if rj(1) > r;(M — 1) at its new value. Thus, r;(1) > r;j(M — 1) is an algorithm invariant, and
r(l) >r(M —1).

The algorithm terminates in finite time. Thus, it terminates when tpy—o = u < t},_, + ¢ and
finds a (e, M, g)-optimal 3 in time O (M log? ).
O

In Theorem 3.2, there is an guarantee of an additive error away from the optimal rate. To
instead have a multiplicative error bound for uniform matching, one can use the lower bound on
the optimal rate from Lemma C.7, 3C > 0 s.t. r* > CM 3. Then, for uniform matching, the
algorithm returns a (1 — €) multiplicative approximation in time O (M log? %)

C.7 Proof of Theorem B.1

Let B} denote the optimal 8 with M intervals for weight function w, with intervals s®M and levels

tYM_ Let qun(0) = i/M when 6 € [s¥M] sl?‘ff), i.e. the quantile of interval item of type 6 is in.
Then we have the following convergence result for 3;;.

Theorem B.1. Let g be uniform. Suppose w such that g,y converges uniformly. Then, YC €
N, 38Y s.t. BgZN_H — BY uniformly as N — oo.

Proof. Note that the condition on ¢ implies that IM s.t. VM > M,V6,3xy such that 6§ €

[sthon stan)
zoM > STzoM1)-
Let M) = 9M — 1, M" — 4M — 3, M7 — 29M — 21 4 1. § € S%QMJ,S%QMW) — Buld) =

M M M
blagm) € [thGMjfl,thgMjJrl] Then,
Burr(0) = tlznr
— M’
lzg(2M—1)|

C [tfggMJ—lvtfggMJH} Lemma C.5
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And, for general ¢,
Bara(0) = t%Z(Qququ)J
€ [tﬁszJ—?qvtfﬁZ(mMuﬂ}
- [t%Engjdwt%[]a:gMjﬂ]
C [tf_\igMj—l7 tf_\iGMJ+1:| Lemma C.5

Then, YN' > 1,0: Bynr s oney4(0) € [tjl\gaMJ—l’t]L\geMJ'f‘l] and

|62N’M_2N’+1(0) - BM(Q)‘ < tf_\ggMJ+1 - t%@Mjfl

K’ K’
By Corollary C.2, V6 > 0,3dK s.t. VK' > K, i |41~ blagrcr)—1 < 20.
By the Cauchy criterion, 35 s.t. Sc_1)ov4 — S uniformly.
By change of variables, 33 s.t. Scon 1 — (8 uniformly. O

Corollary C.4. For Kendall’s tau and Spearman’s rho correlation measures, 36 s.t. fon —
uniformly as N — oo.

Proof. For Kendall’s tau and Spearman’s rho, {s;} is spaced such that Vi, j,s; — s;—1 = s; — 1.
Thus, zy = 6 meets the criterion. ]
C.8 Kendall’s tau and Spearman’s rho related proofs

Definition C.1 (see e.g. Embrechts et al. (2003); Nelsen (2007)). The population version of
Kendall-tau correlation between item true quality and rating scores is proportional to

Wy L 2/ Py(61, 02)d61d0s
61>05

Similarly, given items with qualities 01,0, 03, the population version of Spearman’s rho correlation
between item true quality and rating scores is

WP L6 / (61, 05)d01 By
91>92,93

Lemma C.10. Spearman’s p can also be written as being proportional to f91>92(01—92)Pk (01,02)d0:1dbs,
i.e. with w(91,92) = (91 — 92)

Proof. Recall Py(61,03) =
Pr((6y — 0)(a} — o) > 0)

= / Pr(zh — 2 > 0)df,d02d03 + / Pr(zk — 2% < 0)d6db>dbs
01>92,93 91<92,03
01 1
= Pr(zk — 2% > 0) [ / dQQ] df1dbs + Pr(zk — 2% < 0) [ / d@% dfydbs
01,03 62=0 01,03 02=01

_ / Pr(ck — 2k > 0)0)] + Pr(s§ — af < 0)(1 —0y)] do o
01,03

= / [Pr(m’f —ak<0)+06 [Pr(x’f — 2k >0) = Pr(zf — 2k < 0)” dbdos
61,03
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Similarly,
Pr((61 — 02) (2% — 25) < 0) =
= / [Pr(mlf — 2k >0)+6, [Pr(zlf —zk < 0) — Pr(zf — 2% > O)” df,dbs
01,03

= / [Pr(xlg — ¥ >0)+6; [Pr(xlg —zk < 0) — Pr(zk — 2% > ())” d6,dbs
61,03

Where the second equality follows from 61, 03 interchangeable. Then

W =3 / (01 — 0s) Py (61, 02)d0: 0
01,02

_ / 6(01 — 0s) Py (01, 02)d01d0
01>02

O]

Note that Spearman’s p is similar to Kendall’s 7 with an additional weighting for how far apart
the two values that are flipped are.

Lemma C.11. When w is constant, i.e. for Kendall’s T rank correlation, the intervals s that
mazximize (20),

/ w0, 02)d(0,0) = 3 (sirt — s)(si41 — 55) 27)
02€5;,01€S;

0<i<j<M 0<i<j<M

. are {s; = 1M,

Lemma C.12. When w is (01 — 02), i.e. for Spearman’s p rank correlation, the intervals s that
mazximize (20),

/ w(017 92)d(91, 92) (28)
0<i<j<M v 02€5i,01€S5;

are {s; = ﬁ}%o, i.e. the same as those for Kendall’s T.

Proof.

/ w(@l, 92)d(91, (92) = / (91 — 62)d(91, 92)
02€8;,01€S; 0<i<j<M 02€8;,01€S;

Si+8;-1 Si + Si—1
= 2 <J TR >(Sz‘—8i1)(8j—8j1)

0<i<j<M

0<i<j<M

Finding an asymptotically optimal {s;} then is a constrained third order polynomial maximization
problem with M variables. The maximum is achieved at {s; = ﬁ}ié\/[ , as for Kendall’s tau
correlation. O
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