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Abstract

We present Sequential Neural Likelihood
(SNL), a new method for Bayesian inference
in simulator models, where the likelihood is in-
tractable but simulating data from the model
is possible. SNL trains an autoregressive flow
on simulated data in order to learn a model
of the likelihood in the region of high poste-
rior density. A sequential training procedure
guides simulations and reduces simulation cost
by orders of magnitude. We show that SNL
is more robust, more accurate and requires
less tuning than related neural-based meth-
ods, and we discuss diagnostics for assessing
calibration, convergence and goodness-of-fit.

1 Introduction

In many areas of science and engineering, a natural
way to model a stochastic system of interest is as a
simulator, which may be controlled by potentially inter-
pretable parameters and can be run forward to generate
data. Such simulator models lend themselves naturally
to modelling mechanistic processes such as particle
collisions in high energy physics [1, 70], universe evolu-
tion in cosmology [2, 66], stochastic dynamical systems
in ecology and evolutionary biology [63, 64, 82, 83],
macroeconomic models in econometrics [3, 25], and
biological neural networks in neuroscience [47, 61, 71].
Simulators are a powerful and flexible modelling tool;
they can take the form of a computer graphics engine
[44] or a physics engine [84], and they can become part
of probabilistic programs [14, 16, 36].

Due to the wide applicability of simulator models, sev-
eral tasks of interest can be framed as inference of the
parameters of a simulator from observed data. For

Proceedings of the 22nd International Conference on Ar-
tificial Intelligence and Statistics (AISTATS) 2019, Naha,
Okinawa, Japan. PMLR: Volume 89. Copyright 2019 by
the author(s).

instance, inferring the parameters of physical theories
given particle collisions can be the means for discovering
new physics [11], and inferring the scene parameters of
a graphics engine given a natural image can be the basis
for computer vision [65, 85]. Hence, the development of
accurate and efficient general-purpose inference meth-
ods for simulator models can have a profound impact
in scientific discovery and artificial intelligence.

The fundamental difficulty in inferring the parameters
of a simulator given data is the unavailability of the
likelihood function. In Bayesian inference, posterior be-
liefs about parameters θ given data x can be obtained
by multiplying the likelihood p(x |θ) with prior beliefs
p(θ) and normalizing. However, calculating the likeli-
hood p(x |θ) of a simulator model for given parameters
θ and data x is computationally infeasible in general,
and hence traditional likelihood-based Bayesian meth-
ods, such as variational inference [81] or Markov Chain
Monte Carlo [53], are not directly applicable.

To overcome this difficulty, several methods for
likelihood-free inference have been developed, such as
Approximate Bayesian Computation [45] and Synthetic
Likelihood [83], that require only the ability to generate
data from the simulator. Such methods simulate the
model repeatedly, and use the simulated data to build
estimates of the parameter posterior. In general, the
accuracy of likelihood-free inference improves as the
number of simulations increases, but so does the com-
putational cost, especially if the simulator is expensive
to run. The challenge in developing new likelihood-
free inference methods is to achieve a good trade-off
between estimation accuracy and simulation cost.

In this paper we present Sequential Neural Likelihood
(SNL), a new likelihood-free method for Bayesian in-
ference of simulator models, based on state-of-the-art
conditional neural density estimation with autoregres-
sive flows. The main idea of SNL is to train a Masked
Autoregressive Flow [59] on simulated data in order
to estimate the conditional probability density of data
given parameters, which then serves as an accurate
model of the likelihood function. During training, a
Markov Chain Monte Carlo sampler selects the next
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batch of simulations to run using the most up-to-date
estimate of the likelihood function, leading to a re-
duction in the number of simulations of several orders
of magnitude. To aid the practitioner in deploying
SNL, we discuss practical issues such as implementa-
tion and tuning, diagnosing convergence, and assessing
goodness-of-fit. Experimental results show that SNL
is robust and well-calibrated, and that it outperforms
existing state-of-the-art methods based on neural den-
sity estimation both in terms of posterior estimation
accuracy and simulation cost.

2 Likelihood-free inference with
neural density estimation

A simulator model is a computer program, which takes
a vector of parameters θ, makes internal calls to a ran-
dom number generator, and outputs a data vector x.
Implicitly, this procedure defines a conditional proba-
bility distribution p(x |θ) which in general we cannot
evaluate, but we can easily sample from by running
the program. Given an observed data vector xo and a
prior distribution p(θ), we are interested in estimating
the parameter posterior p(θ |xo) ∝ p(xo |θ) p(θ).

This paper focuses on an approach to likelihood-free
inference that is based on neural density estimation.
A conditional neural density estimator is a parametric
model qφ (such as a neural network) controlled by a
set of parameters φ, which takes a pair of datapoints
(u,v) and outputs a conditional probability density
qφ(u |v). Given a set of training data {un,vn}1:N that
are independent and identically distributed according
to a joint probability density p(u,v), we can train qφ by
maximizing the total log probability

∑
n log qφ(un |vn)

with respect to φ. With enough training data, and
with a sufficiently flexible model, qφ(u |v) will learn to
approximate the conditional p(u |v).

We can use a neural density estimator qφ(θ |x) that
models the conditional of parameters given data to
approximate the posterior p(θ |xo) as follows. First,
we obtain a set of samples {θn,xn}1:N from the joint
distribution p(θ,x), by θn ∼ p(θ) and xn ∼ p(x |θn)
for n = 1, . . . , N . Then, we train qφ using {θn,xn}1:N
as training data in order to obtain a global approx-
imation of p(θ |x). Finally, p(θ |xo) can be simply
estimated by qφ(θ |xo). In practice, a large number
of simulations may be required for there to be enough
training data in the vicinity of xo in order to obtain an
accurate posterior fit. However, running the simulator
many times can be prohibitively expensive.

Sequential Neural Posterior Estimation is a strategy for
reducing the number of simulations needed by condi-
tional neural density estimation, originally proposed by

Papamakarios and Murray [58] and further developed
by Lueckmann et al. [42]. The name SNPE was first
used for the method of Lueckmann et al. [42], but in
this paper we will use it to refer to both methods, due
to their close relationship. The main idea of SNPE is
to generate parameter samples θn from a proposal p̃(θ)
instead of the prior p(θ) that makes generated data xn

more likely to be close to the observed datapoint xo.
SNPE finds a good proposal p̃(θ) by training the es-
timator qφ over a number of rounds, whereby in each
round p̃(θ) is taken to be the approximate posterior
obtained in the round before. This sequential proce-
dure converges rapidly and can be implemented with
a relatively small number of simulations per round,
which leads to massive savings in simulation cost. For
its neural density estimator, SNPE uses a Mixture Den-
sity Network [7], which is a feedforward neural network
that takes x as input and outputs the parameters of
a Gaussian mixture over θ. To avoid overfitting due
to the small number of training data per round, the
MDN is trained with variational dropout [35].

The main issue with SNPE is that the proposal biases
the approximation of the posterior. Since the parameter
samples follow p̃(θ) instead of p(θ), the MDN will
approximate p(xo |θ) p̃(θ) instead of p(xo |θ) p(θ) (up
to normalization). Hence, an adjustment of either the
learned posterior or the proposed samples must be
made to account for sampling from the ‘wrong’ prior.
In the variant of Papamakarios and Murray [58], which
we refer to as SNPE-A, the learned posterior qφ(θ |xo)
is adjusted, by dividing it by p̃(θ) and multiplying it
by p(θ). SNPE-A restricts p̃(θ) to be Gaussian; since
qφ(θ |xo) is a Gaussian mixture, the division by p̃(θ)
can be done analytically. The problem with SNPE-A
is that if p̃(θ) happens to have a smaller variance than
any of the components of qφ(θ |xo), the division yields
a Gaussian with negative variance, from which the
algorithm is unable to recover and thus is forced to
terminate prematurely. In the variant of Lueckmann
et al. [42], which we refer to as SNPE-B, the parameter
samples θn are adjusted, by assigning them weights
wn = p(θn)/p̃(θn). During training, the weighted log
likelihood

∑
n wn log qφ(θn |xn) is used instead of the

total log likelihood. Compared to SNPE-A, this method
does not require the proposal p̃(θ) to be Gaussian, and
it does not suffer from negative variances. However,
the weights can have high variance, which may result in
high-variance gradients and instability during training.

3 Sequential Neural Likelihood

Our new method, Sequential Neural Likelihood (SNL),
avoids the bias introduced by the proposal, by opting to
learn a model of the likelihood instead of the posterior.
Let p̃(θ) be a proposal distribution over parameters
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(not necessarily the prior) and let p(x |θ) be the in-
tractable likelihood of a simulator model. Consider a
set of samples {θn,xn}1:N obtained by θn∼ p̃(θ) and
xn∼p(x |θn), and define p̃(θ,x) = p(x |θ) p̃(θ) to be
the joint distribution of each pair (θn,xn). Suppose we
train a conditional neural density estimator qφ(x |θ),
which models the conditional of data given parameters,
on the set {θn,xn}1:N . For large N , maximizing the
total log likelihood

∑
n log qφ(xn |θn) is approximately

equivalent to maximizing:

Ep̃(θ,x)(log qφ(x |θ)) =

− Ep̃(θ)(DKL(p(x |θ) ‖ qφ(x |θ))) + const, (1)

where DKL(· ‖ ·) is the Kullback–Leibler divergence.
The above quantity attains its maximum when the KL
is zero in the support of p̃(θ), i.e. when qφ(x |θ) =
p(x |θ) for all θ such that p̃(θ) > 0. Therefore, given
enough simulations, a sufficiently flexible conditional
neural density estimator will eventually approximate
the likelihood in the support of the proposal, regardless
of the shape of the proposal. In other words, as long
as we do not exclude parts of the parameter space, the
way we propose parameters does not bias learning the
likelihood asymptotically. Unlike when learning the
posterior, no adjustment is necessary to account for
our proposing strategy.

In practice, for a moderate number of simulations, the
proposal p̃(θ) controls where qφ(x |θ) will be most
accurate. In a parameter region where p̃(θ) is high,
there will be a high concentration of training data,
hence p(x |θ) will be approximated better. Since we
are ultimately interested in estimating the posterior
p(θ |xo) for a specific datapoint xo, it makes sense to
use a proposal that is high in regions of high posterior
density, and low otherwise, to avoid expending simula-
tions in regions that are not relevant to the inference
task. Inspired by SNPE, we train qφ over multiple
rounds, indexed by r ≥ 1. Let p̂r−1(θ |xo) be the ap-
proximate posterior obtained in round r−1, and take
p̂0(θ |xo) = p(θ). In round r, we generate a new batch
ofN parameters θn from p̂r−1(θ |xo), and data xn from
p(x |θn). We then (re-)train qφ on all data generated
in rounds 1 up to r, and set p̂r(θ |xo) ∝ qφ(xo |θ) p(θ).
This method, which we call Sequential Neural Likeli-
hood, is detailed in Algorithm 1.

In round r, SNL effectively uses rN parameter samples
from p̃r(θ) = 1

r

∑r−1
i=0 p̂i(θ |xo). As the amount of

training data grows in each round, qφ(x |θ) becomes
a more accurate model of the likelihood in the region
of high proposal density, and hence the approximate
posterior p̂r(θ |xo) gets closer to the exact posterior.
In turn, the proposal p̃r(θ) also tends to the exact
posterior, and therefore most of the simulations in later
rounds come from parameter regions of high posterior

Algorithm 1: Sequential Neural Likelihood (SNL)

Input : observed data xo, estimator qφ(x |θ),
number of rounds R, simulations per
round N

Output : approximate posterior p̂(θ |xo)

set p̂0(θ |xo) = p(θ) and D = {}
for r = 1 : R do

for n = 1 : N do
sample θn ∼ p̂r−1(θ |xo) with MCMC
simulate xn ∼ p(x |θn)
add (θn,xn) into D

(re-)train qφ(x |θ) on D and set
p̂r(θ |xo) ∝ qφ(xo |θ) p(θ)

return p̂R(θ |xo)

density. In Section 5 we see that focusing on high
posterior parameters massively reduces the number of
simulations. Finally, unlike SNPE which trains only
on simulations from the latest round, SNL trains on
all simulations obtained up to each round.

In general, we are free to choose any neural density
estimator qφ(x |θ) that is suitable for the task at hand.
Because we are interested in a general-purpose solution,
we propose taking qφ(x |θ) to be a conditional Masked
Autoregressive Flow [59], which has been shown to
perform well in a variety of general-purpose density es-
timation tasks. MAF represents qφ(x |θ) as a transfor-
mation of a standard Gaussian density N (0, I) through
a series of K autoregressive functions f1, . . . , fK each
of which depends on θ, that is:

x = zK where
z0 ∼ N (0, I)
zk = fk(zk−1,θ).

(2)

Each fk is a bijection with a lower-triangular Jacobian
matrix, and is implemented by a Masked Autoencoder
for Distribution Estimation [23] conditioned on θ. By
change of variables, the conditional density is given by

qφ(x |θ) = N (z0 |0, I)
∏

k

∣∣∣det
(

∂fk
∂zk−1

)∣∣∣−1

.

In order to sample from the approximate posterior
p̂(θ |xo) ∝ qφ(xo |θ) p(θ), we use Markov Chain Monte
Carlo (MCMC) in the form of Slice Sampling with axis-
aligned updates [54]. The Markov chain is initialized
with a sample from the prior and it persists across
rounds; that is, in every round other than the first, the
initial state of the chain is the same as its last state
in the round before. At the beginning of each round,
the chain is burned-in for 200 iterations, in order to
adapt to the new approximate posterior. This scheme
requires no tuning, and we found that it performed
robustly across our experiments, so we recommend it
as a default for general use, at least for tens of parame-
ters that do not have pathologically strong correlations.
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For parameter spaces of larger dimensionality, other
MCMC schemes could be considered, such as Hamilto-
nian Monte Carlo [55].

4 Related work

Approximate Bayesian Computation [4, 5, 8, 41,
45]. ABC is a family of mainly non-parametric methods
that repeatedly simulate the model, and reject simu-
lations that do not reproduce the observed data. In
practice, to reduce rejection rates to manageable lev-
els, (a) lower-dimensional features (or summary statis-
tics) are used instead of raw data, and (b) simulations
are accepted whenever simulated features are within
a distance ε from the observed features. A basic im-
plementation of ABC would simulate parameters from
the prior; more sophisticated variants such as Markov
Chain Monte Carlo ABC [46, 50, 68] and Sequential
Monte Carlo ABC [6, 10, 69, 74] guide future simu-
lations based on previously accepted parameters. An
issue with ABC in general is that in practice the re-
quired number of simulations increases dramatically as
ε becomes small, which, as we shall see in Section 5,
can lead to an unfavourable trade-off between estima-
tion accuracy and simulation cost. Advanced ABC
algorithms that work for ε = 0 exist [26], but require
the simulator to be differentiable.

Learning the posterior. Another approach to
likelihood-free inference is learning a parametric model
of the posterior from simulations. Regression Adjust-
ment [5, 9] employs a parametric regressor (such as a
linear model or a neural network) to learn the depen-
dence of parameters θ given data x in order to correct
posterior parameter samples (obtained by e.g. ABC).
Gaussian Copula ABC [39] estimates the posterior
with a parametric Gaussian copula model. Variational
Likelihood-Free Inference [51, 75, 76] trains a paramet-
ric posterior model by maximizing the (here intractable)
variational lower bound; either the bound or its gra-
dients are stochastically estimated from simulations.
Parametrically learning the posterior is the target of
Sequential Neural Posterior Estimation [42, 58], which
SNL directly builds on, and which was discussed in
detail in Section 2. Beyond SNPE, conditional neural
density estimators have been used to learn the poste-
rior from simulations in graphical models [52, 57], and
universal probabilistic programs [37].

Learning the likelihood. Similarly to SNL, a body
of work has focused on parametrically approximating
the intractable likelihood function. Synthetic Likeli-
hood [20, 56, 62, 83] estimates the mean mθ and co-
variance matrix Sθ of a batch of data xn∼p(x |θ) sam-
pled at a given θ, and then approximates p(xo |θ) ≈
N (xo |mθ,Sθ). Non-Gaussian likelihood approxima-

tions are also possible, e.g. saddlepoint approximations
[22]. Typically, SL would be run as an inner loop in the
context of an MCMC sampler. Gaussian Process Surro-
gate ABC [48] employs a Gaussian process to model the
dependence of (mθ,Sθ) on θ, and uses the uncertainty
in the GP to decide whether to run more simulations
to estimate (mθ,Sθ). Other predecessors to SNL in-
clude approximating the likelihood as a linear-Gaussian
model [38], or as a mixture of Gaussian copulas with
marginals modelled by mixtures of experts [21].

Learning the likelihood ratio. Rather than learn-
ing the likelihood p(x |θ), an alternative approach
is learning the likelihood ratio p(x |θ1)/p(x |θ2) [11,
12, 15, 29, 60, 72], or the likelihood-to-marginal ratio
p(x |θ)/p(x) [19, 32, 75]. In practice, this can be done
by training a classifier to discriminate between data sim-
ulated at θ1 vs θ2 for the likelihood ratio, or between
data simulated at θ vs random parameter samples from
the prior for the likelihood-to-marginal ratio. The like-
lihood ratio can be used directly for Bayesian inference
(e.g. by multiplying it with the prior and then sampling
with MCMC), for hypothesis testing [11, 15], or for
estimating the variational lower bound in the context
of variational inference [75]. We note that the strategy
for guiding simulations proposed in this paper can (at
least in principle) be used with likelihood-ratio estima-
tion too; it might be possible that large computational
savings can be achieved as in SNL.

Guiding simulations. Various approaches have been
proposed for guiding simulations in order to reduce sim-
ulation cost, typically by making use of the observed
data xo in some way. Optimization Monte Carlo [49]
directly optimizes parameter samples so as to generate
data similar to xo. Bayesian Optimization Likelihood-
free Inference [28] uses Bayesian optimization to find pa-
rameter samples that minimize the distance ‖x− xo‖.
An active-learning-style approach is to use the Bayesian
uncertainty in the posterior estimate to choose what
simulation to run next [33, 43]; in this scheme, the next
simulation is chosen to maximally reduce the Bayesian
uncertainty. Similarly to Sequential Neural Posterior
Estimation [42, 58], SNL selects future simulations by
proposing parameters from preliminary approximations
to the posterior, which in Section 5 is shown to reduce
simulation cost significantly.

5 Experiments

5.1 Setup

In all experiments, we used a Masked Autoregressive
Flow (MAF) with 5 autoregressive layers, each of which
has two hidden layers of 50 units each and tanh non-
linearities. Our design and training choices follow



George Papamakarios, David C. Sterratt, Iain Murray

closely the reference implementation [59]. We used
batch normalization [31] between autoregressive layers,
and trained MAF by stochastically maximizing the
total log likelihood using Adam [34] with a minibatch
size of 100 and a learning rate of 10−4. We used 1000
simulations in each round of SNL, 5% of which were
randomly selected to be used as a validation set; we
stopped training if validation log likelihood did not im-
prove after 20 epochs. No other form of regularization
was used other than early stopping. These settings were
held constant and performed robustly across all exper-
iments, which is evidence for the robustness of SNL
to parameter tuning. We recommend these settings as
defaults for general use.

We compare SNL to the following algorithms:

Neural Likelihood (NL). By this we refer to train-
ing a MAF (of the same architecture as above) on N
simulations from the prior. This is essentially SNL
without simulation guiding; we use it as a control to
assess the benefit of SNL’s guiding strategy. We vary N
from 103 to 106 (or more if the simulation cost permits
it), and plot the performance for each N .

SNPE-A [58]. We use 1000 simulations in each of the
proposal-estimating rounds, and 2000 simulations in
the posterior-estimating round (the final round). In all
experiments, SNPE-A uses a Mixture Density Network
[7] with two hidden layers of 50 units each, 8 mixture
components, and tanh nonlinearities. We chose the
MDN to have roughly as many parameters as MAF in
SNL. The MDN is trained for 1000 epochs per round,
except for the final round which uses 5000 epochs, and
is regularized with variational dropout [35].

SNPE-B [42]. We use 1000 simulations in each round.
The same MDN as in SNPE-A is used, and it is trained
for 1000 epochs per round using variational dropout.

Synthetic Likelihood (SL) [83]. Our implementa-
tion uses axis-aligned Slice Sampling [54], where the
intractable likelihood is approximated by a Gaussian
fitted to a batch of N simulations run on the fly at
each visited parameter θ. We vary N from 10 to 100–
1000 (depending on what the simulation cost of each
experiment permits) and plot the performance of SL
for each N . We run Slice Sampling until we obtain
1000 posterior samples.

Sequential Monte Carlo ABC (SMC-ABC). We
use the version of Beaumont et al. [6]. We use 1000
particles, and resample the population if the effective
sample size falls below 50%. We set the initial ε such
that the acceptance probability in the first round is at
least 20%, and decay ε by a factor of 0.9 per round.

We chose SNPE-A/B because they are the most related
methods, and because they achieve state-of-the-art

results in the literature; the comparison with them
is intended to establish the competitiveness of SNL.
The versions of SL and SMC-ABC we use here are
not state-of-the-art, but they are robust and widely-
used, and are intended as baselines. The comparison
with them is meant to demonstrate the gap between
state-of-the-art neural-based methods and off-the-shelf,
commonly-used alternatives.

5.2 Results

We demonstrate SNL in four cases: (a) a toy model
with complex posterior, (b) an M/G/1 queue model,
(c) a Lotka–Volterra model from ecology, and (d) a
Hodgkin–Huxley model of neural activity from neu-
roscience. The first two models are fast to simulate,
and are intended as toy demonstrations. The last two
models are relatively slow to simulate (as they involve
numerically solving differential equations), and are il-
lustrative of real-world problems of interest. In the
last two models, the computational cost of training the
neural networks for SNPE-A/B and SNL is negligible
compared to the cost of simulating training data.

A detailed description of the models and the full set of
results are in Appendices A and B. Code that repro-
duces the experiments with detailed user instructions
can be found at https://github.com/gpapamak/snl.

A toy model with complex posterior. We consider
the following model, where θ is 5-dimensional, and x is
a set of four 2-dimensional points (or an 8-dimensional
vector) sampled from a Gaussian whose mean mθ and
covariance matrix Sθ are functions of θ:

θi ∼ U(−3, 3) for i = 1, . . . , 5 (3)

mθ = (θ1, θ2) (4)

s1 = θ23, s2 = θ24, ρ = tanh(θ5) (5)

Sθ =

(
s21 ρs1s2

ρs1s2 s22

)
(6)

x = (x1, . . . ,x4) where xj ∼ N (mθ,Sθ). (7)

The likelihood is p(x |θ) =
∏

j N (xj |mθ,Sθ). De-
spite the model’s simplicity, the posterior is complex
and non-trivial: it has four symmetric modes (due to
squaring), and vertical cut-offs (due to the uniform
prior). This example illustrates that the posterior can
be complicated even if the prior and the likelihood
are composed entirely of simple operations (which is a
common situation e.g. in probabilistic programming).
In such situations, approximating the likelihood can
be simpler than approximating the posterior.

Figure 1a shows the Maximum Mean Discrepancy
(MMD) [27] between the approximate posterior of each
method and the true posterior vs the total number
of simulations used. SNL achieves the best trade-off

https://github.com/gpapamak/snl


Sequential Neural Likelihood: Fast Likelihood-free Inference with Autoregressive Flows

a

103 104 105 106 107 108

Number of simulations (log scale)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

M
ax

im
um

M
ea

n
D

is
cr

ep
an

cy SMC ABC
SL
SNPE-A
SNPE-B
NL
SNL

b θ1 θ2 θ3

c

0 5 10 15 20 25 30 35 40
Round

0
2
4
6
8

10
12

M
ed

ia
n

di
st

an
ce SNPE-A

SNPE-B
SNL

Figure 1: A toy model with complex posterior. a: Accuracy vs simulation cost: bottom left is best. b: Calibration
test for SNL, histogram outside gray band indicates poor calibration. c: Median distance from simulated to
observed data.

between accuracy and simulation cost, and achieves the
most accurate approximation to the posterior overall.
SNPE-A fails in the second round due to the variance
of the proposal becoming negative (hence there are only
two points in the graph) and SNPE-B experiences high
variability; SNL is significantly more robust in compar-
ison. SMC-ABC and SL require orders of magnitude
more simulations than the sequential neural methods.

To assess whether SNL is well-calibrated, we performed
a simulation-based calibration test [73]: we generated
200 pairs (θn,xn) from the joint p(θ,x), used SNL
to approximate the posterior for each xn, obtained
9 close-to-independent samples from each posterior,
and calculated the rank statistic of each parameter θni
for i = 1, . . . , 5 in the corresponding set of posterior
samples. If SNL is well-calibrated, the distribution of
each rank statistic must be uniform. The histograms
of the first three rank statistics are shown in Figure 1b,
with a gray band showing the expected variability of
a uniform histogram. The test does not find evidence
of any gross mis-calibration, and suggests that SNL
performs consistently across multiple runs (here 200).

Another diagnostic is shown in Figure 1c, where we plot
the median distance between simulated and observed
data for each round. From this plot we can assess
convergence, and determine the minimum number of
rounds to run for. SNL has lower median distance
compared to SNPE-B, which is evidence that SNPE-B
has not estimated the posterior accurately enough (as
also shown in the left plot).

M/G/1 queue model [67]. The model describes a
server processing customers waiting in a queue, and
has parameters θ = (θ1, θ2, θ3). The time it takes
to serve a customer is uniformly distributed in [θ1, θ2],
and the time between customer arrivals is exponentially
distributed with rate θ3. The data x is 5 equally spaced

quantiles of the distribution of inter-departure times.
The model can be easily simulated, but the likelihood
p(x |θ) is intractable. Our experimental setup follows
Papamakarios and Murray [58].

The trade-off between accuracy and simulation cost
is shown in Figure 2a. Here we do not have access
to the true posterior; instead we plot the negative log
probability of the true parameters, obtained by kernel
density estimation on posterior samples, vs number of
simulations. SNL recovers the true parameters faster
and more accurately than all other methods. Although
high posterior probability of true parameters is not
enough evidence that the posterior is correctly cali-
brated (e.g. it could be that the approximate posterior
happens to be centred at the right value, but is over-
confident), the calibration test (Figure 2b) suggests
that SNL is indeed well-calibrated.

Another diagnostic possible with SNL is to check how
well qφ(x |θ) fits the data distribution p(x |θ) for a
certain value of θ. To do this we (a) generate N inde-
pendent samples from p(x |θ) by running the simulator,
(b) generate N independent samples from qφ(x |θ) us-
ing Equation (2), and (c) calculate the Maximum Mean
Discrepancy [27] between the two sets of samples. This
is shown in Figure 2c using the true parameters, where
we compare with NL and a baseline Gaussian directly
fitted to the samples from p(x |θ). This plot can be
used to assess the performance of SNL, and also deter-
mine how many rounds to run SNL for. We note that
this kind of diagnostic is not possible with methods
that approximate the posterior or the likelihood ratio
instead of the likelihood.

Lotka–Volterra population model [82]. This is a
Markov jump process that models the interaction of a
population of predators with a population of prey. It
is a classic model of oscillating populations. It has four
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Figure 2: M/G/1 queue model. a: Accuracy vs simulation cost: bottom left is best. b: Calibration test for
SNL, histogram outside gray band indicates poor calibration. c: Likelihood goodness-of-fit vs simulation cost,
calculated at true parameters.

parameters θ, which control the rate of (a) predator
births, (b) predator deaths, (c) prey births, and (d)
predator-prey interactions. The process can be sim-
ulated exactly (by using e.g. the Gillespie algorithm
[24]), but its likelihood is intractable. In our experi-
ments we follow the setup of Papamakarios and Murray
[58], where x is 9 features of the population timeseries.

Figure 3a shows negative log probability of true param-
eters vs simulation cost. SNL and SNPE-A perform
the best, whereas SNPE-B is less accurate. Running
the calibration test for SNL, using parameters drawn
from a broad prior, shows the procedure is sometimes
over-confident (Figure 3b, left plot). In this test, many
of the ‘true’ parameters considered corresponded to
uninteresting models, where both populations died out
quickly, or the prey population diverged. In an applica-
tion we want to know if the procedure is well-behaved
for the sorts of parameters we seem to have. We ran
a calibration test for an alternative prior, constrained
to parameters that give the oscillating behaviour ob-
served in interesting data. This test suggests that the
calibration is reasonable when modelling oscillating
data (Figure 3b, right plot). If we had still observed
calibration problems we would have investigated using
larger neural networks and/or longer MCMC runs in
SNL. Figure 3c shows the median distance between the
simulated data and the observed data for each round of
SNPE-A, SNPE-B and SNL. We see that SNPE-A and
SNL have a lower median distance compared to SNPE-
B, which suggests that SNPE-B has not estimated the
posterior accurately enough.

Hodgkin–Huxley neuron model [30]. This model
describes how the electrical potential measured across
the cell membrane of a neuron varies over time as a
function of current injected through an electrode. We
used a model of a regular-spiking cortical pyramidal
cell [61]; the model is described by a set of five cou-

pled ordinary differential equations, which we solved
numerically using NEURON [13]. This is a challenging
problem of practical interest in neuroscience [17, 42],
whose task is to infer 12 parameters describing the
function of the neuron from features of the membrane
potential timeseries. We followed the setup of Lueck-
mann et al. [42], and we used 18 features extracted
from the timeseries as data x.

Figure 4a shows negative log probability of true pa-
rameters vs simulation cost; SNL outperforms all other
methods. SNPE-A fails in the second round due to
the variance of the proposal becoming negative. The
calibration test in Figure 4b suggests that SNL is well-
calibrated. Figure 4c shows goodness-of-fit between
MAF and the true likelihood as measured by MMD;
SNL converges faster than NL to the true likelihood.
The comparison with a baseline Gaussian fit is evidence
that SNL has not fully converged, which indicates that
running SNL for longer may improve results further.

6 Discussion

Performance and robustness of SNL. Our experi-
ments show that SNL is accurate, efficient and robust.
The comparison between SNL and NL demonstrates
that guiding the simulations is crucial in achieving
a good likelihood fit in the region of interest with a
reasonable number of simulations. The comparison
between SNL and SMC-ABC shows that flexible para-
metric models can be more accurate and cost-effective
compared to non-parametric alternatives. The com-
parison with SNPE shows that SNL is more robust;
SNPE-A failed in two out of four cases, and SNPE-B
exhibited high variability. We used the same MAF
architecture and training hyperparameters in all our
experiments, which shows that a flexible neural archi-
tecture can be broadly applicable without extensive



Sequential Neural Likelihood: Fast Likelihood-free Inference with Autoregressive Flows

a

103 104 105 106

Number of simulations (log scale)

−2

0

2

4

6

8

10

12

−
lo

g
pr

ob
ab

ili
ty

of
tr

ue
pa

ra
m

et
er

s

SMC ABC
SL
SNPE-A
SNPE-B
NL
SNL

b θ1, broad prior θ1, oscillating regime

c

0 2 4 6 8 10 12
Round

0
1
2
3
4
5
6
7
8

M
ed

ia
n

di
st

an
ce SNPE-A

SNPE-B
SNL

Figure 3: Lotka–Volterra model. a: Accuracy vs simulation cost: bottom left is best. b: Calibration tests for
SNL, histogram outside gray band indicates poor calibration. Calibration depends on data regime (see main
text). c: Median distance from simulated to observed data.

a

103 104 105 106 107

Number of simulations (log scale)

5.4

5.6

5.8

6.0

6.2

6.4

6.6

6.8

7.0

7.2

−
lo

g
pr

ob
ab

ili
ty

of
tr

ue
pa

ra
m

et
er

s

SMC ABC
SL
SNPE-A
SNPE-B
NL
SNL

b θ1 θ2 θ3

c

103 104 105 106

Number of simulations (log scale)

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

M
M

D

NL
SNL
Gaussian

Figure 4: Hodgkin–Huxley model. a: Accuracy vs simulation cost: bottom left is best. b: Calibration test for
SNL, histogram outside gray band indicates poor calibration. c: Likelihood goodness-of-fit vs simulation cost,
calculated at true parameters.

problem-specific tuning. We also discussed a number
of diagnostics that can be used with SNL to determine
the number of rounds to run it for, assess calibration,
diagnose convergence and check goodness-of-fit.

Scaling to high-dimensional data. Likelihood-free
inference becomes challenging when the dimensionality
of the data x is large, which in practice necessitates the
use of low-dimensional features (or summary statistics)
in place of the raw data. SNL relies on estimating the
density of the data, which is a hard problem in high
dimensions. A potential strategy for scaling SNL up to
high dimensions is exploiting the structure of the data.
For instance, if x = (x1, . . . ,xN ) is a dataset of a large
number of i.i.d. datapoints, we could decompose the
likelihood as p(x |θ) =

∏
n p(xn |θ) and only learn a

model qφ(xn |θ) of the density in the lower-dimensional
space of individual points. By exploiting data struc-
ture, neural density estimators have been shown to
accurately model high-dimensional data such as images
[18, 78, 79] and raw audio [77, 80]; SNL could easily

incorporate such or further advances in neural density
estimation for high-dimensional structured objects.

Learning the likelihood vs the posterior. A gen-
eral question is whether it is preferable to learn the
posterior or the likelihood; SNPE learns the posterior,
whereas SNL targets the likelihood. As we saw, learn-
ing the likelihood can often be easier than learning
the posterior, and it does not depend on the choice
of proposal, which makes learning easier and more
robust. Moreover, a model of the likelihood can be
reused with different priors, and is in itself an object
of interest that can be used for identifiability analysis
[40] or hypothesis testing [11, 15]. On the other hand,
methods such as SNPE return a parametric model of
the posterior directly, whereas a further inference step
(e.g. variational inference or MCMC) is needed on top
of SNL to obtain a posterior estimate, which introduces
further computational cost and approximation error.
Ultimately, the best approach depends on the problem
and application at hand.
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[33] M. Järvenpää, M. U. Gutmann, A. Pleska, A. Ve-
htari, and P. Marttinen. Efficient acquisition rules
for model-based approximate Bayesian computa-
tion. Bayesian Analysis, 2018.

[34] D. P. Kingma and J. Ba. Adam: A method for
stochastic optimization. Proceedings of the 3rd
International Conference on Learning Representa-
tions, 2015.

[35] D. P. Kingma, T. Salimans, and M. Welling. Vari-
ational dropout and the local reparameterization
trick. Advances in Neural Information Processing
Systems 28, 2015.

[36] T. D. Kulkarni, P. Kohli, J. B. Tenenbaum,
and V. K. Mansinghka. Picture: A probabilis-
tic programming language for scene perception.
IEEE Conference on Computer Vision and Pat-
tern Recognition, 2015.

[37] T. A. Le, A. G. Baydin, and F. Wood. Infer-
ence compilation and universal probabilistic pro-
gramming. Proceedings of the 20th International

Conference on Artificial Intelligence and Statistics,
pages 1338–1348, 2017.

[38] C. Leuenberger and D. Wegmann. Bayesian com-
putation and model selection without likelihoods.
Genetics, 184(1):243–252, 2010.

[39] J. Li, D. J. Nott, Y. Fan, and S. A. Sisson. Extend-
ing approximate Bayesian computation methods
to high dimensions via a Gaussian copula model.
Computational Statistics & Data Analysis, 106(C):
77–89, 2017.

[40] J. Lintusaari, M. U. Gutmann, S. Kaski, and
J. Corander. On the identifiability of transmission
dynamic models for infectious diseases. Genetics,
202(3):911–918, 2016.

[41] J. Lintusaari, M. U. Gutmann, R. Dutta, S. Kaski,
and J. Corander. Fundamentals and recent de-
velopments in approximate Bayesian computation.
Systematic Biology, 66(1):e66–e82, 2017.

[42] J.-M. Lueckmann, P. J. Goncalves, G. Bassetto,
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