
A Notations.
In this section, we recall and introduce some notation which will be used throughout the appendix.

Block norms. By default, ‖·‖ is the Euclidean norm for vector and spectral norm for matrices. For a vector
x = [x1, . . . , xs] ∈ Csd formed of s blocks xi ∈ Cd, 1 6 i 6 s, we define the block norm

‖x‖block
def.
= sup

16i6s
‖xi‖2

For a vector q = [q1, . . . , qs, Q1, . . . , Qs] ∈ Cs(d+1) decomposed such that qi ∈ C and Qi ∈ Cd, we define

‖q‖Block
def.
=

s
max
i=1
{|qi| , ‖Qi‖}.

Kernel The empirical kernel is defined as

K̂(x, x′) =
1

m

m∑
k=1

ϕωk(x)ϕωk(x′)

and the limit kernel is K(x, x)
def.
= Eω[ϕω(x)ϕω(x′)]. The metric tensor associated to this kernel is

Hx
def.
= Eω[∇ϕω(x)∇ϕω(x)>]

Given an event E, we write KE(x, x′)
def.
= Eω[K̂(x, x′)|E] to denote the conditional expectation on E.

Derivatives Given f ∈ C∞(X ), by interpreting the rth derivative as a multilinear map: ∇rf : (Cd)r → C,
so given Q def.

= {q`}r`=1 ∈ (Cd)r,

∇rf [Q] =
∑

i1,··· ,ir

∂i1 · · · ∂irf(x)q1,i1 · · · qr,ir .

and we define the rth normalized derivative of f as

Dr [f ] (x)[Q]
def.
= ∇rf(x)[{H−

1
2

x qi}ri=1]

with norm ‖Dr [f ] (x)‖ def.
= sup∀`,‖q`‖61 |Dr [f ] (x)[Q]|. We will sometimes make use the the multiarray inter-

pretation: D0 [f ] = f , D1 [f ] (x) = H
− 1

2
x ∇f(x) ∈ Cd, D2 [f ] (x) = H

− 1
2

x ∇2f(x)H
− 1

2
x ∈ Cd×d.

For a bivariate function K : X × X → C, ∂1,i (resp. ∂2,i) designates the derivative with respect to the
ith coordinate of the first variable (resp. second variable), and similarly ∇i and ∇2

i denote the gradient and
Hessian on the ith coordinate respectively.

For i, j ∈ {0, 1, 2}, let K(ij)(x, x′) be a “bi”-multilinear map, defined for Q ∈ (Cd)i and V ∈ (Cd)j as

[Q]K(ij)(x, x′)[V ]
def.
= E[Di [ϕω] (x)[Q]Dj [ϕω] (x′)[V ]]

and
∥∥K(ij)(x, x′)

∥∥ def.
= supQ,V

∥∥[Q]K(ij)(x, x′)[V ]
∥∥ where the supremum is defined over all Q def.

= {q`}i`=1,
V

def.
= {v`}j`=1 with ‖q`‖ 6 1, ‖v`‖ 6 1.
When i + j 6 2, an equivalent definition is K(ij)(x, x′) = E[Di [ϕω] (x)Dj [ϕω] (x′)

>
], and we note that

K(00) = K, and we have normalized so that Re
(
K(11)(x, x)

)
= −Re

(
K(02)(x, x)

)
. Finally, we will make

use of the still equivalent definition: [q]K(12)(x, x′) = E[q>D1 [ϕω] (x)D2 [ϕω] (x′)
>

] ∈ Cd×d.
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Kernel constants For for i, j ∈ {(0, 0), (0, 1)}, defineBij
def.
= supx,x′∈X

∣∣K(ij)(x, x′)
∣∣ , for (i, j) ∈ {(0, 2), (1, 2)},

Bij
def.
= sup

{∥∥∥K(ij)(x, x′)
∥∥∥ ; dH(x, x′) 6 rnear or dH(x, x′) > ∆/2

}
.

and define for i = 1, 2

Bii
def.
= sup
x∈X

∥∥∥K(ii)(x, x)
∥∥∥ .

For convenience, we define

Bi
def.
= B0i +B1i + 1, B

def.
=

∑
i,j∈{0,1,2}
i+j63

Bij + 1. (A.1)

Matrices and vectors We will make use of the following vectors and matrices throughout: Given X def.
=

{xj}sj=1 ∈ X s and a ∈ Cs which are always clear from context, define the vector γX(ω) ∈ Cs(d+1) as

γX(ω)
def.
=
((
ϕω(xi)

)s
i=1

,
(

D1 [ϕω] (xi)
>)s

i=1

)>
, (A.2)

and

ΥX
def.
= Eω[γ(ω)γ(ω)∗] ∈ Cs(d+1)×s(d+1)

fX(x)
def.
= Eω[γ(ω)ϕω(x)] ∈ Cs(d+1)

α
def.
= Υ−1

X us, us =

(
sign(a)

0sd

)
.

Note that the diagonal of Υ has only 1’s. For ω1, . . . , ωm, we denote their empirical versions as:

Υ̂X
def.
=

1

m

m∑
k=1

γ(ωk)γ(ωk)∗,

f̂X(x)
def.
=

1

m

m∑
k=1

γ(ωk)ϕωk(x), α̂
def.
= Υ̂−1

X us.

which will serve us to construct our certificate, using the properties of their respective limit version.
We remark that G−1/2

X Γ∗XΓXG
−1/2
X = Υ̂X , where ΓX is defined in the main paper and

GX =


Ids 0

Hx1

. . .
0 Hxs

 (A.3)

The vanishing derivative pre-certificate η̂X,a is α̂>f̂X(·) and the limit pre-certificate is ηX,a
def.
= α>fX(·). When

the set of points X and amplitudes a are clear from context, we will drop the subscripts and write instead γ, Υ,
f , η, and so on.

Metric induced distances Given X = (xj)
s
j=1 ∈ X s and X ′ = (x′j)

s
j=1 ∈ X s, denote dH(X,X ′)

def.
=√∑

j dH(xj , x′j)
2. Observe also that GX is positive definite for all X and induces a metric on Rs × X s so

that given a, a′ ∈ Rs and X,X ′ ∈ X s,

dG((a,X), (a′, X ′)) =

√
‖a− a′‖22 + dH(X,X ′)2.
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Stochastic gradient bounds For r ∈ N, define the following random variable

Lr(ω) = sup
x∈X
‖Dr [ϕω] (x)‖ ,

and for i, j ∈ N, define Lij(ω)
def.
=
√
Li(ω)2 + Lj(ω)2. For i = 0, 1, 2, 3, let Fi be such that

Pω (Lj(ω) > t) 6 Fi(t),

Throughout, for (L̄j)
3
j=0 ∈ R4

+, the event Ē is defined as

Ē
def.
=

m⋂
k=1

Eωk where Eω
def.
= {Lj(ω) 6 L̄j , ∀j = 0, 1, 2, 3}. (A.4)

B Proof of Theorem 2
In this section, we consider the (limit) vanishing derivative pre-certificate

η(x) = u>Υ−1
X fX(x).

Note that

D2 [η] (x) =

s∑
i=1

α1,iK
(02)(xi, x) + [α2,i]K

(12)(xi, x)

where we have decomposed α = [α1,1, . . . , α1,s, α2,1, . . . , α2,s] ∈ Cs(d+1) where α2,i ∈ Cd.
We aim to prove that η is nondegenerate if K is an admissible kernel. Our first lemma shows that nonde-

generacy of η within each small neighbourhood of xi can be established by controlling the real and imaginary
parts of D2 [η] in each small region:

Lemma B.1. Let ε > 0. Let x0 ∈ X and let σ ∈ C be such that |σ| = 1. Suppose that η ∈ C 2(X ;C) is such
that η(x0) = σ, ∇η(x0) = 0 and Re (σD2 [η] (x0)) ≺ −εId. Then, ∇2 |η|2 (x0) ≺ −2εId. If in addition, we
have c, r > 0 with εr < 1 and c2 6 (1− εr2)/(εr2) such that for all x such that dH(x, x0) 6 r,

Re (σD2 [η] (x)) ≺ −εId and ‖Im (σD2 [η] (x))‖ 6 cε,

then, |η(x)|2 6 1− ε2dH(x, x0)2 for all x such that dH(x, x0) 6 r.

Proof. The first claim follows immediately from the computation: by writing η = ηr(x) + iηi(x) where ηi and
ηr are real valued functions,

1

2
D2

[
|η|2
]

= Re
(

D1 [η]D1 [η]
>

+ D2 [η] η
)
,

and evaluation at x0 gives the required result.
Let γ : [0, 1]→ X be a piecewise smooth path such that γ(0) = x0, γ(1) = x.

η(x) = η(x0) +

∫ 1

0

(1− t)〈∇2η(γ(t))γ′(t), γ′(t)〉dt

= η(x0) +

∫ 1

0

(1− t)〈D2 [η] (γ(t))H
1
2

γ(t)γ
′(t), H

1
2

γ(t)γ
′(t)〉dt.

So,

Re (ση(x)) = 1 + inf
γ

Re

(
σ

∫ 1

0

(1− t)〈D2 [η] (γ(t))H
1
2

γ(t)γ
′(t), H

1
2

γ(t)γ
′(t)〉dt

)
6 1− εdH(x, x′)2
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if we minimise over all paths from x to x0. Similarly,

‖Im (ση(x))‖ 6 cεdH(x, x0)2

Therefore,

|η(x)|2 6
∣∣1− εdH(x, x0)2

∣∣2 +
∣∣cεdH(x, x0)2

∣∣2
6 1− 2εdH(x, x0)2 + ε2dH(x, x0)4 + c2ε2dH(x, x0)4

= 1− εdH(x, x0)2 − εdH(x, x0)2
(
1− εdH(x, x0)2

(
1 + c2

))
6 1− εdH(x, x0)2.

Proof of Theorem 2. In order to show that η is (ε0/2, ε2/2)-nondegenerate, it is enough to show that

∀x ∈ X far, |η(x)| 6 1− ε0/2 (B.1)

∀x ∈ X near, Re
(

sign(aj)D2 [η] (x)
)
≺ −ε2

2
Id and

∥∥∥Im
(

sign(aj)D2 [η] (x)
)∥∥∥ 6

p

4
ε2 (B.2)

where p =
√

1−ε2r2
near/2

ε2r2
near/2

.
We first prove that the matrix Υ is invertible. To this end, we write

Υ =

(
Υ0 Υ>1
Υ1 Υ2

)
(B.3)

where Υ0
def.
= (K(xi, xj))

s
i,j=1 ∈ Cs×s, Υ1

def.
= (K(10)(xi, xj))

s
i,j=1 ∈ Csd×s, and Υ2

def.
= (K(11)(xi, xj))

s
i,j=1 ∈

Csd×sd. By definition of K(ij), Υ (and also Υ0 and Υ2) has only 1’s on its diagonal.
To prove the invertibility of Υ, we use the Schur complement of Υ, and in particular it suffices to prove that

Υ2 and the Schur complement ΥS
def.
= Υ0 − Υ1Υ−1

2 Υ>1 are both invertible. To show that Υ2 is invertible, we
define Aij = K(11)(xi, xj). So Υ2 has the form:

Υ2 =


Id A12 . . . A1s

A21 Id
. . .

...
...

. . . . . .
...

As1 . . . . . . Id


and by Lemma G.6, we have

‖Id−Υ2‖block 6 max
i

∑
j

‖Aij‖ 6 1/4.

Since ‖Id−Υ2‖block < 1, Υ2 is invertible, and we have
∥∥Υ−1

2

∥∥
block 6 1

1−‖I−Υ2‖block
6 4

3 . Next, again with
Lemma G.6, we can bound

‖I −Υ0‖∞ = max
i

∑
j 6=i

|K(xi, xj)| 6
ε0

16

‖Υ1‖∞→block 6 max
i

∑
j

∥∥∥K(10)(xi, xj)
∥∥∥ 6 h since K(10)(x, x) = 0

∥∥Υ>1
∥∥

block→∞ 6 max
i

∑
j

∥∥∥K(10)(xj , xi)
∥∥∥ 6 h

Hence, we have

‖I −ΥS‖∞ 6 ‖I −Υ0‖∞ +
∥∥Υ>1

∥∥
block→∞

∥∥Υ−1
2

∥∥
block ‖Υ1‖∞→block 6

ε0

16
+

4

3
h2 6

ε0

8
(B.4)

since h 6 ε0
32 . Therefore the Schur complement of Υ is invertible and so is Υ.
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Expression of η. By definition, η = satisfies η(xi) = sign(ai) and ∇η(xi) = 0.
We divide:

α = Υ−1us =

(
α1

α2

)
where α1 ∈ Cs and α2 ∈ Csd, and we denote α2,i ∈ Cd blocks such that α2 = [α2,1, . . . , α2,s].

The Schur’s complement of Υ allows us to express α1 and α2 as

α1 = Υ−1
S sign(a), α2 = −Υ−1

2 Υ1Υ−1
S sign(a) (B.5)

and therefore we can bound

‖α1‖∞ 6
1

1− ε0/8
(B.6)

‖α2‖block 6
8

3
h 6 4h (B.7)

Moreover, we have

‖α1 − sign(a)‖∞ 6
∥∥I −Υ−1

S

∥∥
∞ 6

∥∥Υ−1
S

∥∥
∞ ‖I −ΥS‖∞ 6

1

4
(B.8)

Non-degeneracy. We can now prove that η is non-degenerate.
Let x be such that dH(xi, x) 6 rnear. We need to prove that for all x such that dH(x, xi) 6 r,

Re
(

sign(ai)D2 [η] (x)
)
≺ −ε2

2
Id and

∥∥∥Im
(

sign(ai)D2 [η] (x)
)∥∥∥ 6

ε2

2

√
2− εr2

near

ε2r2
near

.

Then, since rnear 6 ∆/2 and the xi’s are ∆-separated, for all j 6= i we have dH(x, xj) > ∆/2. Then, we
have

sign(ai)D2 [η] (x) = sign(ai)

[
α1,iK

(02)(xi, x) +
∑
j 6=i

α1,jK
(02)(xj , x)

+ [α2,i]K
(12)(xi, x) +

∑
j 6=i

[α2,j ]K
(12)(xj , x)

]

Re
(

sign(ai)D2 [η] (x)
)
4 (1− ‖α1 − sign(a)‖∞)Re

(
K(02)(xi, x)

)
+ ‖α1‖∞

∑
j 6=i

∥∥∥K(02)(xj , x)
∥∥∥ Id

+

∥∥∥K(12)(xi, x)
∥∥∥+

∑
j 6=i

∥∥∥K(12)(xj , x)
∥∥∥
 ‖α2‖block Id

4

(
− 3

4
ε2 +

1

1− ε0/8

ε2

16
+ 4h(B12 + 1)

)
Id 4 ε2

(
−3

4
+

1

4

)
Id 4 −ε2

2
Id .

Taking the imaginary part, we have∥∥∥Im
(

sign(ai)D2 [η] (x)
)∥∥∥ 6 (1 + ‖α1 − sign(a)‖)

∥∥∥Im
(
K(02)(xi, x)

)∥∥∥+ ‖α1‖∞
∑
j 6=i

∥∥∥K(02)(xj , x)
∥∥∥

+

∥∥∥K(12)(xi, x)
∥∥∥+

∑
j 6=i

∥∥∥K(12)(xj , x)
∥∥∥
 ‖α2‖block

6

(
5cε2

4
+

1

(1− ε0/8)
h+ 4h(B12 + 1)

)
6

5cε2

4
+ h (4B12 + 6) 6

ε2

2

√
2− εr2

near

ε2r2
near

.
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So, by Lemma B.1, for each i = 1, . . . , s, |η(x)| 6 1−ε2/2dH(x, xi) for all x ∈ X such that dH(x, xi) 6 rnear.
Next, for any x such that dH(x, xi) > rnear for all xi’s, we can say that there exists (at most) one index i

such that dH(x, xi) > rnear and for all j 6= i we have dH(x, xj) > ∆/2. We have

|η(x)| =

∣∣∣∣∣α1,iK(xi, x) +
∑
j 6=i

α1,jK(xj , x)

+K(10)(xi, x)>α2,i +
∑
j 6=i

K(10)(xj , x)>α2,j

∣∣∣∣∣
6 ‖α1‖∞

|K(xi, x)|+
∑
j 6=i

|K(xj , x)|


+ ‖α2‖block

∥∥∥K(10)(xi, x)
∥∥∥+

∑
j 6=i

∥∥∥K(10)(xj , x)
∥∥∥


6
1− ε0 + ε0/16

1− ε0/8
+ 4h(B10 + 1) 6 1− ε0

2
.

Remark B.1. Assuming that the derivatives of the kernel decay like a function f(‖x− x′‖) when, there is
always a separation ∆ ∝ f−1(1/(Csmax))) such that the kernel is admissible. Ex: when f = x−p, we have
∆ ∝ s1/p

max (eg Cauchy). When f = e−x
p

, we have ∆ ∝ log1/p(smax) (eg Gaussian).

C Preliminaries
In this section, we present some preliminary results which will be used for proving our main results. We
assume that K is admissible, and given a set of points X ∈ X s, let X near

j
def.
= {x ∈ X ; dH(x, xj) 6 rnear},

X near def.
=
⋃s
j=1 X near

j and X far def.
= X \ X near.

C.1 On the determistic kernel
For an admissible kernel, we have the following additional bounds that will be handy.

Lemma C.1. Assume K is an admissible kernel, let X ∈ X s be ∆-separated points. Then we have the
following:

(i) Υ is invertible and satisfies

‖Id−Υ‖ 6 1

2
and ‖Id−Υ‖Block 6

1

2
. (C.1)

(ii) For any vector q ∈ Cs(d+1) and any x ∈ X far, we have

‖f(x)‖ 6 B0 and
∣∣q>f(x)

∣∣ 6 B0 ‖q‖Block (C.2)

(iii) For any vector q ∈ Cs(d+1) and any x ∈ X near we have the bound:∥∥D2

[
q>f(.)

]
(x)
∥∥ 6 ‖q‖B2 and

∥∥D2

[
q>f(.)

]
(x)
∥∥ 6 ‖q‖Block B2 (C.3)
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Proof. We bound the spectral norm of Id−Υ. Define y ∈ Cs(d+1) decomposed as y = [y1, . . . , ys, Y1, . . . , Ys]
where Yi ∈ Rd, such that ‖y‖ 6 1. We have

‖(Id−Υ)y‖2 =

s∑
i=1

∣∣∣∣∣∣
∑
j 6=i

K(xi, xj)yj +

s∑
j=1

K(10)(xi, xj)
>Yj

∣∣∣∣∣∣
2

+

∥∥∥∥∥∥
∑
j

yjK
(10)(xi, xj) +

∑
j 6=i

K(11)(xi, xj)Yj

∥∥∥∥∥∥
2

6
s∑
i=1

∑
j 6=i

|K(xi, xj)| |yj |+
s∑
j=1

∥∥∥K(10)(xi, xj)
∥∥∥ ‖Yj‖

2

+

∑
j

|yj |
∥∥∥K(10)(xi, xj)

∥∥∥+
∑
j 6=i

∥∥∥K(11)(xi, xj)
∥∥∥ ‖Yj‖

2

6 max
dH(x,x′)>∆

(
|K(x, x′)| ,

∥∥∥K(10)(x, x′)
∥∥∥ ,∥∥∥K(11)(x, x′)

∥∥∥)2∑
i

2

∑
j

|yj |+ ‖Yj‖

2

6 4s2 max
dH(x,x′)>∆

(
|K(x, x′)| ,

∥∥∥K(10)(x, x′)
∥∥∥ ,∥∥∥K(11)(x, x′)

∥∥∥)2

by Cauchy-Schwartz inequality and since K(10)(x, x) = 0 for all x ∈ X . Since by hypothesis we have

max
dH(x,x′)>∆

(
|K(x, x′)| ,

∥∥∥K(10)(x, x′)
∥∥∥ ,∥∥∥K(11)(x, x′)

∥∥∥) 6
1

4smax
,

we obtain
‖Id−Υ‖ 6 1

2
(C.4)

and we deduce (i). A near identical argument also yields ‖Υ− Id‖Block 6 1
4 .

For (ii), let x ∈ X far, then we have

‖f(x)‖ 6

(
s∑
i=1

|K(xi, x)|2 +
∥∥∥K(10)(xi, x)

∥∥∥2
) 1

2

6

(
B2

00 +
(s− 1)ε2

0

(16smax)2
+B2

10 +
(s− 1)

s2
max

) 1
2

6 B0

for which, similar to the proof above, we have used the fact that x is ∆/2-separated from at least s− 1 points
xi. Similarly, for any vector q = [q1, . . . , qs, Q1, . . . , Qs] ∈ Cs(d+1) and any x ∈ X far, we have

∥∥q>f(x)
∥∥ 6

s∑
i=1

|qi| |K(xi, x)|+ ‖Qi‖
∥∥∥K(10)(xi, x)

∥∥∥
6 ‖q‖Block

(
B00 +

(s− 1)ε0

32smax)
+B10 +

(s− 1)ε0

32smax

)
6 B0 ‖q‖Block .
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For any x ∈ X near we have the bound:

∥∥D2

[
q>f

]
(x)
∥∥ =

∥∥∥∥∥
s∑
i=1

qiK
(02)(xi, x) + [Qi]K

(12)(xi, x)

∥∥∥∥∥
6 ‖q‖

(
s∑
i=1

∥∥∥K(02)(xi, x)
∥∥∥2

+
∥∥∥K(12)(xi, x)

∥∥∥2
) 1

2

6 ‖q‖B2

and ∥∥D2

[
q>f

]
(x)
∥∥ =

∥∥∥∥∥
s∑
i=1

qiK
(02)(xi, x) + [Qi]K

(12)(xi, x)

∥∥∥∥∥
6 ‖q‖Block

(
s∑
i=1

∥∥∥K(02)(xi, x)
∥∥∥+

∥∥∥K(12)(xi, x)
∥∥∥)

6 ‖q‖Block B2

C.2 Lipschitz bounds
Lemma C.2 (Local Lipschitz constant of ϕω and higher order derivatives). Suppose that ‖Dj [ϕω] (x)‖ 6 L̄j
for all x ∈ X . For all x, x′ with dH(x, x′) 6 rnear, we have

(i) |ϕω(x)− ϕω(x′)| 6 L0dH(x, x′),

(ii) ‖D1 [ϕω] (x)− D1 [ϕω] (x′)‖ 6 L1dH(x, x′),

(iii) ‖D2 [ϕω] (x)− D2 [ϕω] (x′)‖ 6 L2dH(x, x′),

where L0
def.
= L̄1, L1

def.
= L̄1CH + L̄2(1 + CHrnear) and L2

def.
= L̄2

(
CH + C2

Hrnear + 1
)

+ L̄3(1 + CHrnear)
2. As

a consequence, for all X = (xj) and X ′ = (x′j) such that dH(xj , x
′
j) 6 rnear, we have

sup
‖q‖=1

∥∥∥Dr
[
q>(f̂X − f̂X′)

]
(y)
∥∥∥ 6 L̄r

√
L2

0 + L2
1dH(X,X ′).

Proof. Let x, x′ ∈ X with dH(x, x′) 6 rnear. Recall that
∥∥∥H 1

2

x′H
− 1

2
x − Id

∥∥∥ 6 CHdH(x, x′), and so,
∥∥∥H 1

2

x′H
− 1

2
x

∥∥∥ 6

1 + CHrnear.
Let p : [0, 1]→ X be a piecewise smooth path such that p(0) = x′, p(1) = x. Then, by Taylor’s theorem,

ϕω(x)− ϕω(x′) =

∫ 1

t=0

〈H−
1
2

p(t)∇ϕω(p(t)), H
1
2

p(t)p
′(t)〉dt 6 L̄1

∫ 1

0

∥∥∥H 1
2

p(t)p
′(t)
∥∥∥dt (C.5)

so taking the minimum over all paths p yields |ϕω(x)− ϕω(x′)| 6 L̄1dH(x, x′).
Given q ∈ Rd, by Taylor’s theorem,

D1 [ϕω] (x)[q] = ∇ϕ(x)[H
− 1

2
x q] = ∇ϕ(x′)[H

− 1
2

x q] +

∫
∇2ϕω(p(t))[H

− 1
2

x q, p′(t)]dt

= D1 [ϕω] (x′)[q] + D1 [ϕω] (x′)[(H
1
2

x′H
− 1

2
x − Id)q] +

∫
D2 [ϕω] (p(t))[H

1
2

p(t)H
− 1

2
x q,H

1
2

p(t)p
′(t)]dt

(C.6)

Therefore,

‖D1 [ϕω] (x)− D1 [ϕω] (x′)‖ 6 L̄1CHdH(x, x′) + L̄2(1 + CHrnear)dH(x, x′).
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Finally, for all q1, q2 ∈ Rd, by Taylor’s theorem

D2 [ϕω] (x)[q1, q2]− D2 [ϕω] (x′)[q1, q2]

= ∇2ϕω(x)[H
− 1

2
x q1,H

− 1
2

x q2]−∇2ϕω(x′)[H
− 1

2

x′ q1,H
− 1

2

x′ q2]

= D2 [ϕω] (x′)[H
1
2

x′H
− 1

2
x q1, (H

1
2

x′H
− 1

2
x − Id)q2] + D2 [ϕω] (x′)[(H

1
2

x′H
− 1

2
x − Id)q1, q2]

+

∫
D3 [ϕω] (p(t))[H

1
2

p(t)H
− 1

2
x q1,H

1
2

p(t)H
− 1

2
x q2,H

1
2

p(t)p
′(t)]dt.

(C.7)

Therefore,

‖D2 [ϕω] (x)− D2 [ϕω] (x′)‖ 6
(
L̄2 ((1 + CHrnear)CH + 1) + L̄3(1 + CHrnear)

2
)
dH(x, x′).

By applying these Lipschitz bounds, we obtain

sup
‖q‖=1

∥∥∥Dr
[
q>(f̂X − f̂X′)

]
(y)
∥∥∥2

6
s∑
j=1

∥∥∥K̂(0r)(xj , y)− K̂(0r)(x′j , y)
∥∥∥2

+

s∑
j=1

∥∥∥K̂(1r)(xj , y)− K̂(1r)(x′j , y)
∥∥∥2

6
s∑
j=1

L2
0L̄

2
rdH(xj , x

′
j)

2 +

s∑
j=1

L2
1L̄

2
rdH(xj , x

′
j)

2

=
(
L2

0 + L2
1

)
L̄2
rdH(X,X ′)2

Lemma C.3 (Local Lipschitz constant of K̂(ij)). Let x1, x0 ∈ X . Let i, j ∈ {0, 1, 2} with i+ j 6 3. Define

Aij = sup
x

∥∥∥K̂(ij)(x, x0)
∥∥∥

where x ranges over dH(x, x1) 6 rnear. Then, for all x such that dH(x, x1) 6 rnear,∥∥∥K̂(0j)(x, x0)− K̂(0j)(x1, x0)
∥∥∥ 6 A1jdH(x, x1)∥∥∥K̂(1j)(x, x0)− K̂(1j)(x1, x0)
∥∥∥ 6 (CHA1j + (1 + CHrnear)A2j) dH(x, x1)

The same results hold if we replace K̂ by K.

Proof. The Lipschitz bounds on K̂ij follow by combining

[q1, . . . , qi](K̂
(ij)(x, x0)− K̂(ij)(x1, x0))[v1, . . . , vj ]

= ÊRe
(

(Di [ϕω] (x)− Di [ϕω] (x1))[q1, . . . , qi]Dj [ϕj ] (x0)[v1, . . . , vj ]
)

where Ê indicates either empirical expectation or true expectation with (C.5), (C.6) and (C.7).

C.3 Probability bounds
In the proof of our main results, we will often assume that event Ē (see (A.4)) holds since our assumptions in
Section 2.3 of the main paper imply that P(Ēc) 6 ρ/m. The following lemma shows that our assumptions also
imply that Eω[Li(ω)21Ecω ] 6 ε

m . and this is a condition which our proofs will often rely upon.
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Lemma C.4. The following holds. P(Ecω) 6
∑
i Fi(L̄i) and

Eω[Lj(ω)21Ecω ] 6 2

∫ ∞
L̄j

tFj(t)dt+ L̄2
j

∑
i

Fi(L̄i)

Proof. Let Eω,j be the event that Lr(ω) 6 L̄j , so Eω = ∩3
j=0Eω,j . By the union bound, P(Ecω) 6∑

j P(Ecω,j) 6
∑
i Fi(L̄i).

For the second claim, observe that Ecω = ∪iEcω,i so that E[Lj(ω)21Ecω ] 6
∑
i E[Lj(ω)21Ecω,i ] and we have

E[Lj(ω)21Ecω,i ] =

∫ ∞
0

P(Lj(ω)21Ecω,i > t)dt

=

∫ ∞
0

P
(
(Lj(ω)2 > t) ∩ (Li(ω) > L̄i)

)
dt

6 L̄2
jFi(L̄i) +

∫ ∞
L̄2
j

Fj(
√
t)dt = L̄2

jFi(L̄i) + 2

∫ ∞
L̄j

tFj(t)dt

where we have bounded P
(
(Lj(ω)2 > t) ∩ (Li(ω) > L̄i)

)
by respectively P(Li(ω) > L̄i) 6 Fi(L̄i) in the

first term and by P(Lj(ω)2 > t) 6 Fj(
√
t) in the second term.

C.3.1 Concentration inequalities

The following result is an adaption of the Matrix Bernstein inequality for dealing with conditional probabilities.

Lemma C.5 (Adapted unbounded Matrix Bernstein). Let Aj ∈ Rd1×d2 be a family of iid matrices for j =
1, . . . ,m. Let Z = 1

m

∑m
j=1Aj and let Z̄ = E[Z]. Let t ∈ (0, 4 ‖E[A1]‖]. Let events Ej be independent

events such that Ej ⊆ {‖Aj‖ 6 L} and let E = ∩jEj . Suppose that we have

P(Ecj ) 6
t

t+ 4 ‖E[A1]‖
and E[‖Aj‖1Ecj ] 6

t

4

Then a first consequence is that we have EE [Z] = EEj [Aj ] for all j and ‖E[Z]− EE [Z]‖ 6 t
2 .

Finally, assuming that

σ2 def.
= max

j
{
∥∥EEj [AjA∗j ]∥∥ ,∥∥EEj [A∗jAj ]∥∥} <∞

we have

PE (‖Z − E[Z]‖ > t) 6 (d1 + d2) exp

(
− mt2/4

σ2 + Lt/3

)
.

Proof. We first bound ‖E[Z]− EE [Z]‖. First observe that E[Z] = EE1
[A1] and EEZ = EE1

[A1] since Aj
are iid. Moreover,

E[A1] = E[A11E1
] + E[A11Ec1 ] = E[A1|E1]P(E1) + E[A11Ec1 ].

Hence,

‖E[A1]− EE1 [A1]‖ =
∥∥(P (E1)− 1)EE1 [A1] + E[A11Ec1 ]

∥∥
6 P(Ec1) ‖E[A1]‖+ P (Ec1) ‖E[A1]− EE1 [A1]‖+ E[‖A1‖1Ec1 ].

Therefore,

‖E[A1]− EE1
[A1]‖ 6

P (Ec1) ‖E[A1]‖+ E[‖A1‖1Ec1 ]

1− P(Ec1)
6
t

2

10



For the second statement,

PE(‖Z − E[Z]‖ > t) 6 PE(‖Z − EE [Z]‖ > t− ‖E[Z]− EE [Z]‖)
6 PE(‖Z − EE [Z]‖ > t/2).

To conclude, we apply Bernstein’s inequality (Lemma G.2) to Yj = Aj −E[Aj |E] = Yj = Aj −E[Aj |Ej ]
conditional to E. Observe that

0 � EE [YjY
>
j ] � EE [AjA

>
j ]− EE [Aj ]EE [Aj ]

>] � EE [AjA
>
j ],

which yields
∥∥EE [YjY

>
j ]
∥∥ 6

∥∥E[AjA
>
j ]
∥∥ and similarly,

∥∥EE [Y >j Yj ]
∥∥ 6

∥∥EE [A>j Aj ]
∥∥. So by Bernstein’s

inequality

PE(‖Z − EE [Z]‖ > t/2) 6 2(d1 + d2) exp

(
− mt2/4

σ2 + Lt/3

)
.

Corollary C.1. Let x, x′ ∈ X . If

P(Ecω) 6
t

t+ 4
∥∥K(ij)(x, x′)

∥∥ and E[Lij(ω)1Ecω ] 6
t

4

then
∥∥∥K(ij)

Ē
(x, x′)−K(ij)(x, x′)

∥∥∥ 6 t/2.

Proposition C.1. Let t > 0 and assume that

P(Ecω) 6
t

t+ 6
and E[L01(ω)21Ecω ] 6

t

4s

then ‖Υ−ΥĒ‖ 6 t/2 and

PĒ(
∥∥∥Υ− Υ̂

∥∥∥ > t) 6 4(d+ 1)s exp

(
− mt2/4

sL̄2
01(3 + t/3)

)
Consequently,

PĒ(
∥∥∥Υ−1 − Υ̂−1

∥∥∥ > t) 6 4(d+ 1)s exp

(
− mt2

16sL̄2
01(3 + 2t̃)

)
.

Proof. We apply Lemma C.5 to Aj = γ(ωj)γ(ωj)
∗ with the following observations:

• for each ω,
‖γ(ω)γ(ω)∗‖ 6 ‖γ(ω)‖2 6 smax

x∈X
{‖D1 [ϕω] (x)‖2 + |ϕω(x)|2},

so under event Ē, ‖Aj‖ 6 sL̄2
01.

• By Lemma C.1, ‖E[Aj ]‖ = ‖Υ‖ 6 3/2,

• We may set σ2 = L̄01(3/2 + t/2) since

0 � EĒ [A1A
∗
1] = EĒ [A∗1A1] = EĒ [‖γ(ωj)‖2 γ(ωj)γ(ωj)

∗] � L̄01(‖E[Aj ]‖+ t/2)Id.

The last claim is because
∥∥∥Υ− Υ̂

∥∥∥ 6 t implies that ‖Υ‖ 6 3/2 + t,
∥∥Υ−1

∥∥ 6 ‖Υ‖
1−‖Υ−Υ̂‖‖Υ−1‖

6 3
2−4t and∥∥∥Υ−1 − Υ̂−1

∥∥∥ 6
∥∥Υ−1

∥∥ ∥∥∥Υ− Υ̂
∥∥∥ ∥∥∥Υ̂−1

∥∥∥ 6 3t
1−2t and writing t̃ = 3t

1−2t is equivalent to t = t̃/(3 + 2t̃).
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Bounds on f̂X applied to a fixed vector

Proposition C.2. Let t ∈ (0, 1), r ∈ {0, 2}, q ∈ Cs(d+1) and y ∈ Xr, where X0
def.
= X and X2

def.
= X near. If

P(Ecω) 6
t

t+ 4Br
and E[L01(ω)Lr(ω)1Ecω ] 6

t

4
√
s

then

PĒ
(∥∥∥Dr

[
(f̂X0

− fX0
)>q
]

(y)
∥∥∥ > t ‖q‖

)
6 2d̃ exp

(
−mt2/4

2L̄2
r + L̄rL̄01t/(3

√
s)

)
where d̃ = 1 if r = 0 and d̃ = d if r = 2.

As a consequence, since
√

2s ‖q‖Block > ‖q‖2, we have

PE
(∥∥∥Dr

[
(fX0 − f̂X0)>q

]
(y)
∥∥∥ > t ‖q‖Block

)
6 2d̃ exp

(
−mt2

16s(L̄2
r + 8L̄rL̄01t/(3

√
2))

)
provided that

P(Ecω) 6
t

t+ 4
√

2sBr
and E[L01(ω)Lr(ω)1Ecω ] 6

t

4
√

2s
.

Proof. Without loss of generality, assume that ‖q‖ = 1. First note that

Dr
[
(f̂X0 − fX0)>q

]
(y) =

1

m

m∑
k=1

q>γ(ωk)Dr [ϕωk ] (y)− E[q>γ(ωk)Dr [ϕωk ] (y)].

We first consider the case of r = 0. We apply Lemma C.5 to Ak
def.
= q>γ(ωk)ϕωk(y) ∈ C: Note that

|Ak| 6
√
sL01(ωk)L0(ωk) and |E[Ak]| 6 B0.

• Under event Eωk , |Ak| 6 L̄2L̄01
√
s

def.
= L.

• EĒ |Ak|
2

= EĒ [〈γ(ωk)γ(ωk)∗q, q〉 |ϕωk(y)|2] 6 L̄2
0 ‖ΥĒ‖ 6 (3/2 + t/2) L̄2

0 6 2L̄2
0

def.
= σ2.

For the case r = 2, we apply Lemma C.5 with Ak
def.
= q>γ(ωk)D2 [ϕωk ] (y) ∈ Cd×d. Then, ‖Ak‖ 6√

sL01(ωk)L2(ωk), ‖E[Ak]‖ 6 B2, under event Eωk , ‖Ak‖ 6 L̄2L̄01
√
s

def.
= L and

‖EĒ [AkA
∗
k]‖ = ‖EĒ [A∗kAk]‖ =

∥∥∥EĒ [D2 [ϕωk ] (y)∗D2 [ϕωk ] (y)
∣∣q>γ(ωk)

∣∣2]
∥∥∥ 6 L̄2

2EĒ [
∣∣q>γ(ωk)

∣∣2] 6 2L̄2
2

def.
= σ2.

Lemma C.6. Assume that

P(Ecω) 6
t

t+ 6
√

2s
and E[L01(ω)21Ēc ] 6

t

4
√

2s3/2

Let q ∈ Cs(d+1). Then, for all t > 2
√

2sL̄01L̄1

m +

√
8s2L̄2

01L̄
2
1

m2 +
144sL̄2

1

m , we have for each xi ∈ X ,

PE
(∥∥∥D1

[
q>(fX − f̂X)

]
(xi)

∥∥∥
2
> 2t ‖q‖Block

)
6 28 exp

(
− mt2/(4s)

2L̄2
1 +
√

2tL̄1L̄01/3

)
.

Proof. For each xi ∈ X ,∥∥∥D1

[
(EĒ [q>f̂X ]− q>fX)

]
(xi)

∥∥∥ 6 ‖Υ−ΥĒ‖ ‖q‖ 6
t√
2s
‖q‖ ,
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by Proposition C.1. For convenience, we drop the subscript X from fX . Fix i ∈ {1, . . . , s}. Observe that

PE
(∥∥∥D1

[
q>(f − f̂)

]
(xi)

∥∥∥
2
> 2t ‖q‖Block

)
6 PE

(∥∥∥D1

[
q>(f − f̂)

]
(xi)

∥∥∥
2
>

2t√
2s
‖q‖2

)
6 PE

(∥∥∥D1

[
q>(EĒ [f̂ ]− f̂)

]
(xi)

∥∥∥
2
>

t√
2s
‖q‖2

)

The claim of this lemma follows by applying Lemma G.3: Let

Yk = D1 [ϕωk ] (xi)γ(ωk)>q − EĒD1 [ϕωk ] (xi)γ(ω)>q ∈ Cd,

and observe that D1

[
q>(f̂ − EĒ [f̂ ])

]
(xi) = 1

m

∑
k Yk. Without loss of generality, assume that ‖q‖2 = 1. We

apply Lemma G.3. Observe that conditional on event E,

• ‖Yk‖2 6 2 ‖q‖2 ‖γ(ωk)‖2 ‖D1 [ϕωk ] (xi)‖2 6 2
√
sL̄01L̄1.

• EE ‖Yk‖2 6 EE [
∣∣γ(ωk)>q

∣∣2 D1 [ϕωk ] (xi)D1 [ϕωk ] (xi)
>] 6 L̄2

1 ‖ΥE‖. So, σ2 6 mL̄2
1 ‖ΥE‖ 6

mL̄2
1(t+ ‖Υ‖) 6 mL̄2

1(t/2 + 3/2) 6 2mL̄2
1 (here we are talking about the σ2 in Lemma G.3).

Therefore, for all

t >
2
√

2sL̄01L̄1

m
+

√
8s2L̄2

01L̄
2
1

m2
+

144sL̄2
1

m

P

(∥∥∥∥∥ 1

m

m∑
k=1

Yk

∥∥∥∥∥
2

>
t√
2s

)
6 28 exp

(
− mt2/(4s)

2L̄2
1 +
√

2tL̄1L̄01/3

)

Proposition C.3 (Block norm bound on Υ̂ applied to a fixed vector). Suppose that

P(Ecω) 6
t

t+ 6
√
s(B0 + 1)

and E[L01(ω)21Ēc ] 6
t

4s3/2(1 + 4B0)

Then, for all

t >

(
4
√

2sL̄01L̄1

m
+

√
32s2L̄2

01L̄
2
1

m2
+

576sL̄2
1

m

)
we have

PE
(∥∥∥(Υ− Υ̂)q

∥∥∥
Block

> t ‖q‖Block

)
6 32s exp

(
− mt2

s
(
32L̄2

1 + 34tL̄1L̄01

)) . (C.8)

Proof. Let S0
def.
= {1, . . . , s} and Sj

def.
= {s + (j − 1)d + 1, . . . , s + jd} for j = 1, . . . , s. Observe that by the

union bound

PE
(∥∥∥(Υ− Υ̂)q

∥∥∥
Block

> t ‖q‖Block

)
6 PE

(∥∥∥((Υ− Υ̂)q)S0

∥∥∥
∞

> t ‖q‖Block

)
+

s∑
j=1

PE
(∥∥∥((Υ− Υ̂)q)Sj

∥∥∥
2
> t ‖q‖Block

)
6

s∑
j=1

PE
(∣∣∣((Υ− Υ̂)q)j

∣∣∣ > t ‖q‖Block

)
+

s∑
j=1

PE
(∥∥∥((Υ− Υ̂)q)Sj

∥∥∥
2
> t ‖q‖Block

)
.

(C.9)

To bound the first sum, observe that ((Υ−Υ̂)q)j = (f(xj)−f̂(xj))>q and ((Υ−Υ̂)q)Sj = D1

[
q>(f − f̂)

]
(xj).

So, the first sum can be bounded by applying Proposition C.2. The second sum can be bounded by applying
Lemma C.6.
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Norm bounds for f̂ We will repeatedly make use of the following result on f̂X . This result is due to concen-
tration bounds on the kernel K̂ which are derived subsequently.

Proposition C.4 (Bound on f̂X ). LetX ∈ X s. Let ρ > 0. Assume that for all (i, j) ∈ {(0, 0), (1, 0), (0, 2), (1, 2)},

P(Ecω) 6
t

t+ 4
√
smax{B0, B2}

, E[Li(ω)Lj(ω)1Ecω ] 6
t

4
√
s

Then, given any y ∈ X ,

PĒ
(∥∥∥f̂X(y)− fX(y)

∥∥∥ > t
)
6 4sd exp

(
−mt

2/8

3sL̄2
01

)
. (C.10)

and given any y ∈ X near, writing f̂X = (f̂j)
p
j=1 and fX = (fj)

p
j=1 with p = s(d+ 1), we have

PĒ

 sup
‖q‖=1

√√√√ p∑
j=1

∥∥∥D2

[
f̂j − fj

]
(y)q

∥∥∥2

> t

 6 s(3d+ d2) exp

(
− mt2/8

s(L̄2
2B11 + L̄2

1B22 + L̄01L̄2)

)
.

(C.11)

Proof. Let i, j ∈ N0 with i + j 6 2. Let [s]
def.
= {1, . . . , s} and I def.

= {(0, 0), (1, 0)}, By Lemma C.7 and the
union bound,

PĒ
(
∃(i, j) ∈ I, ∃` ∈ [s],

∥∥∥K̂(ij)(x`, y)−K(ij)(x`, y)
∥∥∥ >

t√
s

)
6 4sd exp

(
−mt

2/4

3sL̄2
01

)
. (C.12)

So, (C.10) follows because

∥∥∥f̂X(y)− fX(y)
∥∥∥ 6

√√√√ s∑
i=1

∣∣∣K̂(xi, y)−K(xi, y)
∣∣∣2 +

∥∥∥K̂(10)(xi, y)−K(10)(xi, y)
∥∥∥2

6
√

2t.

By Lemma C.7, Lemma C.9 and the union bound, letting I2
def.
= {(0, 2), (1, 2)}, we have

PĒ
(
∃(i, j) ∈ I2,∃` ∈ [s],

∥∥∥K̂(ij)(x`, y)−K(ij)(x`, y)
∥∥∥ >

t√
s

)
6 2sd exp

(
− mt2/4

2s(L̄2
2 + L̄0L̄2)

)
+ s(d+ d2) exp

(
− mt2/4

s(L̄2
2B11 + L̄2

1B22 + L̄1L̄2)

)
.

(C.13)

and (C.11) follows since given q ∈ Cd, ‖q‖ = 1, we have

p∑
j=1

∥∥∥D2

[
f̂j − fj

]
(y)q

∥∥∥2

6
s∑
j=1

(∥∥∥K̂(02)(xj , y)−K(02)(xj , y)
∥∥∥2

+
∥∥∥K̂(12)(xj , y)−K(12)(xj , y)

∥∥∥2
)

6 2t2

Lemma C.7 (Concentration on kernel). Let t > 0, x, x′ ∈ X . Let i, j ∈ N0 with i+ j 6 2. Assume

P(Ecω) 6
t

t+ 4
∥∥K(ij)(x, x′)

∥∥ , E[Li(ω)Lj(ω)1Ecω ] 6
t

4

then

PĒ
(∥∥∥K̂(ij)(x, x′)−K(ij)(x, x′)

∥∥∥ > t
)
6 2d exp

(
− mt2

L̄2
p(bij + 1) + L̄iL̄jt/3

)
where p = max (i, j) and bij = 1 if min (i, j) = 0 and bij

def.
=
∥∥K(11)(x, x′)

∥∥ otherwise.
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Proof. It is an immediate application of Lemma C.5 with Ak = Re
(

Di [ϕωk ] (x)Dj [ϕωk ] (x′)>
)

for k =

1, . . . ,m. Note that Ak ∈ (Rd)i+j if (i, j) ∈ {(0, 0), (0, 1), (1, 0)} and Ak ∈ Rd×d if max(i, j) = 2. noting
that under Ē, ‖Ak‖ 6 L̄iL̄j . Next, we need to bound ‖EĒ [AkA

∗
k]‖ and ‖EĒ [A∗kAk]‖. We present only the

argument for (i, j) = (0, 2), since all the other cases are similar:

0 � EĒAkA∗k � EĒ [‖ϕωk(x′)‖2 D2 [ϕωk ] (x)D2 [ϕω] (x)∗]

� L̄2
2EĒ ‖ϕωk(x′)‖2 Id = L̄2

2 |KĒ(x′, x′)| Id � (1 + t/2)L̄2
2Id

so ‖EĒAkA∗k‖ 6 (1 + t/2)L̄2
2. Similarly, ‖EĒA∗kAk‖ 6 (1 + t/2)L̄2

2 and

‖EĒA∗kAk‖ , ‖EĒAkA∗k‖ 6 L2
p(Bqq + t/2)

where p = max (i, j) and q = min (i, j).

Applying a grid on X near, we get a uniform version.

Lemma C.8. Let i, j ∈ N0 with i+ j 6 2, and assume that

P(Ecω) 6
t

t+ 16Bij
, E[Li(ω)Lj(ω)1Ecω ] 6

t

16
.

Then

PĒ
(
∃ x, x′ ∈ X near,

∥∥∥K̂(ij)(x, x′)−K(ij)(x, x′)
∥∥∥ > t

)
6 2ds2 exp

(
− mt2/16

L2
p(Bqq + 1) + L̄iL̄jt/12

+ 2d log

(
4(LiL̄j + L̄iLj)

t

))
.

where p = max (i, j) and q = min (i, j) and Li,Lj are as in Lemma C.2

Proof. We define a δ-covering of X near for the metric dH with δ = min
(
rnear,

t
4(LiL̄j+L̄iLj)

)
of size s

(
rnear
δ

)d
.

Let this covering be denoted by X grid.
By the union bound and Lemma C.7,

PĒ
(
∃x, x′ ∈ X grid s.t.

∥∥∥K̂(ij)(x, x′)−K(ij)(x, x′)
∥∥∥ > t/4

)
6 2ds2

(rnear

δ

)2d

exp

(
− mt2/16

L2
p(Bqq + 1) + L̄iL̄jt/12

)

where p = max (i, j) and q = min (i, j). This gives the required upper bound: Given any x, x′ ∈ X , let
xgrid, x

′
grid ∈ X grid be such that dH(x, xgrid), dH(x′, x′grid) 6 δ. Then, under event Ē, by Lemma C.2,∥∥∥K̂(ij)(x, x′)− K̂(ij)(xgrid, x

′
grid)
∥∥∥ 6 (LiL̄j + L̄iLj)δ 6 t/4.

By Jensen’s inequality and since
∥∥∥K(ij)

Ē
(x, x′)−K(ij)(x, x′)

∥∥∥ 6 t/4 for all x, x′, we have∥∥∥K(ij)(x, x′)−K(ij)(xgrid, x
′
grid)
∥∥∥ 6 t/2.

We now derive analogous results for the kernel differentiated 3 times.
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Lemma C.9 (Concentration on order 3 kernel). Let x, x′ ∈ X near. Assume that

P(Ecω) 6
t

t+ 4 max{B12, B22}
, E[(L1(ω)L2(ω) + L2

2(ω))1Ecω ] 6
t

4

For j = 1, . . . ,m, let ai = (D1

[
ϕωj
]

(x))i ∈ C, D def.
= D2 [ϕω] (x′) ∈ Cd×d and

Aj
def.
=
(
a1D a2D · · · adD

)> ∈ Cd
2×d (C.14)

Let Z def.
= 1

m

∑m
j=1(Aj − E[Aj ]). Then, given

g(x′)
def.
= (gi(x

′))di=1
def.
=

m∑
k=1

(
D1 [ϕωk ] (x)ϕω(x′)− E[D1 [ϕωk ] (x)ϕω(x′)]

)
= K̂(10)(x, x′)−K(10)(x, x′),

(i) supq∈Cd,‖q‖61

∑d
i=1 ‖D2 [gi] (x′)q‖2 = ‖Z‖2 ,

(ii) supq∈Cd,‖q‖61

∥∥D2

[
q>g

]
(x′)

∥∥ =
∥∥∥K̂(12)(x, x′)−K(12)(x, x′)

∥∥∥ 6 ‖Z‖.

and

PĒ (‖Z‖ > t) 6 (d+ d2) exp

(
− mt2/4

B̃ + L̄1L̄2t/3

)
where B̃ def.

= max{L̄2
2(B11 + t/2), L̄2

1(B22 + t/2)}.

Proof. The claim (i) is simply by definition, since Zq = (D2 [gi] (x′)q)
d
i=1 ∈ Cd2

. For (ii), the first equality is
simply be definition, and for the inequality, observe that

sup
q∈Cd,‖q‖61

∥∥D2

[
q>g

]
(x′)

∥∥ = sup
q∈Cd,‖q‖61

sup
p∈Cd,‖p‖61

∥∥∥∥∥
d∑
i=1

qiD2 [gi] (x′)p

∥∥∥∥∥
6 sup
q∈Cd,‖q‖61

sup
p∈Cd,‖p‖61

‖q‖

√√√√ d∑
i=1

‖D2 [gi] (x′)p‖2 6 ‖Z‖ .

Finally, the probability bound follows by applying Lemma C.5: First note that under Ē, ‖Aj‖ 6 L̄1L̄2. It
remains to bound

∥∥EĒ [A∗jAj ]
∥∥ and

∥∥EĒ [AjA
∗
j ]
∥∥:

sup
‖q‖61

EĒ〈A∗jAjq, q〉 = sup
‖q‖61

EE
d∑
i=1

∣∣(D1

[
ϕωj
]

(x))i
∣∣2 ‖D2 [ϕω] (x′)q‖2

6 sup
‖qk‖61

L̄2
1EĒD2 [ϕω] (x′)[q1, q2]D2 [ϕω] (x′)[q3, q4]

6 L̄2
1

∥∥∥K(22)

Ē
(x, x)

∥∥∥ 6 L̄2
1(B22 + t/2).

Given pi ∈ Cd for i = 1, . . . , d such that
∑
i ‖pi‖

2 6 1, write P =
(
p1 p2 · · · pd

)
∈ Cd×d and p̄ =

16



(
p>1 p>2 · · · p>d

)> ∈ Cd2

. Then,

EE〈AjA∗j p̄, p̄〉 = EE

∥∥∥∥∥
d∑
i=1

(D1

[
ϕωj
]

(x))iD2

[
ϕωj
]

(x′)pi

∥∥∥∥∥
2

= EE
∥∥D2

[
ϕωj
]

(x′)PD1

[
ϕωj
]

(x)
∥∥2

6 L̄2
2EE

∑
i

∣∣∣∣∣∑
k

pi,k(D1

[
ϕωj
]

(x))k

∣∣∣∣∣
2

= L̄2
2

∑
i

〈K̂(11)

Ē
(x, x)pi, pi〉 6 L̄2

2

∥∥∥K̂(11)

Ē
(x, x)

∥∥∥2∑
i

‖pi‖2 6 L̄2
2(B11 + t/2).

Lemma C.10 (Uniform concentration on order 3 kernel). Assume

P(Ecω) 6
t

t+ 16 max{B12, B22}
, E[L1(ω)L2(ω)1Ecω ] 6

t

16

then

PĒ
(
∃x, x′ ∈ X near,

∥∥∥K̂(12)(x, x′)−K(12)(x, x′)
∥∥∥ > t

)
6 s2(d+ d2) exp

(
− mt2/16

B̃ + L̄1L̄2t/6
+ 2d log

(
8(L1L̄2 + L̄2L2)

t

))
where B̃ def.

= max{L̄2
2(B11 + t/2), L̄2

1(B22 + t/2)}, L1, L2 are as in Lemma C.2.

Proof. Let X grid be a δ-covering of X near for the metric dH with δ = min
(
rnear,

t
8(L1L̄2+L2L̄2)

)
of size at

most s
(

8(L1L̄2+L2L̄2)
t

)d
. By Lemma C.9 and the union bound,

PĒ
(
∃x, x′ ∈ X grid,

∥∥∥K̂(ij)(x, x′)−K(ij)(x, x′)
∥∥∥ > t/2

)
6 s2(d+ d2)

(
8(L̄1L̄2 + L̄2

2)

t

)2d

exp

(
− mt2/16

L̄2
2(B11 + t/4) + L̄1L̄2t/6

)
def.
= ρ.

Moreover, under event Ē, given any x, x′ ∈ X near, there exists grid points xgrid, x′grid such that

dH(x, xgrid), dH(x′, x′grid) 6 δ

and ∥∥∥(K̂(12)(x, x′)−K(12)(x, x′)
)∥∥∥ 6

∥∥∥(K̂(12)(xgrid, x
′
grid)−K(12)(xgrid, x

′
grid)
)∥∥∥

+
∥∥∥(K̂(12)(x, x′)− K̂(12)(xgrid, x

′
grid)
)∥∥∥

+
∥∥∥(K(12)(x, x′)−K(12)(xgrid, x

′
grid)
)∥∥∥ ,

and by Lemma C.2, under event Ē,∥∥∥(K̂(12)(x, x′)− K̂(12)(xgrid, x
′
grid)
)∥∥∥ 6 (L1L̄2 + L2L̄2)δ 6 t/8.
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and by Jensen’s inequality and since
∥∥∥K(12)(x, y)−K(12)

Ē
(x, y)

∥∥∥ 6 t/8,∥∥∥(K(12)(x, y)−K(12)(xgrid, y)
)∥∥∥ 6 3t/8.

Therefore, conditional on Ē,
∥∥∥(K̂(12)(x, y)−K(12)(x, y)

)∥∥∥ < t with probability at least 1− ρ.

D Proof of Theorem 3
In all the rest of the proofs we fix X0 ∈ X s to be ∆-separated points, a0 ∈ Cs, and let u = (sign(a0), 0sd).
We denote X near

i = {x ∈ X ; dH(x, x0,i) 6 rnear} and X near = ∪iX near
i and X far = X\X near.

Since K is an admissible kernel, from (B.2) and (B.1) in the proof of Theorem 2, ηX0,a0 satisfies

(i) for all y ∈ X far, |ηX0,a0
(y)| 6 1− 1

2ε0,

(ii) for all y ∈ X near(i), −Re (sign(ai)D2 [ηX0,a0
] (y)) < 1

2ε2Id and ‖Im (sign(ai)D2 [ηX0,a0
] (y))‖ 6

(p2 ) 1
2ε2.

p
def.
=
√

(1− ε2r2
near/2)/(ε2r2

near/2) > 1,

since ε2r
2
near 6 1 by assumption of K being admissible. We aim to show that, for X close to X0, η̂X is

nondegenerate by showing that ‖Dr [η̂X ]− Dr [ηX0,a0
]‖ 6 cεr for some positive constant c sufficiently small.

D.1 Nondegeneracy of η̂X0,a0

We first establish the nondegeneracy of η̂X0,a0 , our proof can be seen as a generalisation of the techniques in
[9] to the multidimensional setting with general sampling operators:

Theorem D.1. Let ρ > 0 and assume that the assumptions in Section 2.3 hold. Assume also that either (a) or
(b) holds:

(a) sign(a0) is a Steinhaus sequence and

m & C · s · log

(
Nd

ρ

)
log

(
s

ρ

)
(b) sign(a0) is an arbitrary sequence from the complex unit circle, and

m & C · s3/2 · log

(
Nd

ρ

)
where C,N are defined in the main paper. Then with probability at least 1 − ρ, the following hold: For all
y ∈ X far, |η̂X0,a0

(y)| 6 1 − 7
16ε0, and for all y ∈ X near(i), −Re (sign(ai)D2 [η̂X0,a0

] (y)) < 7
16ε2Id and

‖Im (sign(ai)D2 [η̂X0,a0
] (y))‖ 6 (p2 + p

8 ) 1
2ε2 and hence, η̂X0,a0

is ( 7
16ε0,

7
16ε2)-nondegenerate.

Proof. Note that

8

7

(p
2

+
p

8

)
=

5

7
p <

√
1− 7ε2r2

near/16

7ε2r2
near/16

so η̂X0,a0 is ( 7
16ε0,

7
16ε2)-nondegenerate by Lemma B.1

Let c def.
= 1/32. Observe that by assumption and Lemma C.4, P(Ē) 6 ρ/2. Therefore, it is sufficient to

prove that conditional on Ē, with probability at least 1− δ with δ def.
= ρ/2, η̂X0,a0

is nondegenerate.
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We will repeatedly use the fact that our assumptions (by Lemma C.4) also imply that

P(Ecω) 6
ε

m
, E[Li(ω)Lj(ω)1Ecω ] 6

ε

m

for all (i, j) ∈ {(0, 0), (1, 0), (0, 2), (1, 2)},
Step I: Proving nondegeneracy on a finite grid.
Let X far

grid ⊂ X far and X far
grid ⊂ X near, be finite point sets. Let

Qr(y)
def.
= ‖Dr [η̂X0,a0

] (y)− Dr [ηX0,a0
] (y)‖ , r = 0, 2.

We first prove that conditional on Ē, with probability at least 1 − δ where δ def.
= ρ/2, that Q0(y) 6 cε0 for

all y ∈ X far
grid and Q2(y) 6 cε2 for all y ∈ X far

grid.
Let us first recall some facts which were proven in the previous section: Let a, t ∈ (0, 1) and write f =

(f̄j)
s(d+1)
j=1 and f̂ = (fj)

s(d+1)
j=1 . Let q0

def.
= Υ−1u, so ‖q0‖ 6 2

√
s. Let F be the event that

(a)
∥∥∥Υ−1 − Υ̂−1

∥∥∥ 6 t,

(b) ∀y ∈ X far
grid,

∥∥∥f̂X0(y)− fX0(y)
∥∥∥ 6 aε0,

(c) ∀y ∈ X near
grid , supq∈Cd, ‖q‖=1

√∑p
j=1

∥∥D2

[
fj − f̄j

]
(y)q

∥∥2
6 aε2,

Let G be the event that

(d) ∀y ∈ X far
grid,

∣∣∣(f̂X0
(y)− fX0

(y))>q0

∣∣∣ 6 2aε0

(e) ∀y ∈ X near
grid ,

∥∥∥D2

[
(f̂X0

− fX0
)>q0

]
(y)
∥∥∥ 6 2aε2

then provided that

P(Ecω) 6
u

u+ max{4
√
sBij , 6}

, E[Li(ω)Lj(ω)1Ecω ] 6
u

4s
(D.1)

where u = min{aεi, t}, we have

PĒ(F c) 64(d+ 1)s exp

(
− mt2

16sL̄2
01(3 + 2t)

)
+ 4sd

∣∣X far
grid

∣∣ exp

(
− m(aε0)2/8

s(L̄2
01(B11 + 1) + L̄2

01)

)
+ s(3d+ d2)

∣∣X near
grid

∣∣ exp

(
− m(aε2)2/8

s(L̄2
2B11 + L̄2

1B22) + L̄01L̄2)

)
PĒ(Gc) 62

∣∣X far
grid

∣∣ exp

(
− ma2ε2

0

s(8L̄2
0 + 4

3 L̄0L̄01aε0)

)
+ 2d

∣∣X near
grid

∣∣ exp

(
− ma2ε2

2

s(8L̄2
2 + 4

3 L̄2L̄01aε2)

)
,

(D.2)

where for PĒ(F c), the first term on the right is due to Proposition C.1, the second and third are due to Propo-
sition C.4 while the bound on PĒ(Gc) is due to Proposition C.2 (noting that, since this probability bound over
the ωj is valid for all fixed u, and the ωj and the signs are independent, it is valid with the same probability
over both ωj and u).
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Observe that

‖Dj [η̂X0,a0
] (y)− Dj [ηX0,a0

] (y)‖ =
∥∥∥Dj

[
(α̂X0

− αX0
)>f̂X0

]
(y) + Dj

[
α>X0

(f̂X0
− fX0

)
]

(y)
∥∥∥

6
∥∥∥Dj

[
u>
(

(Υ̂−1 −Υ−1)f̂X0
+ Υ−1(f̂X0

− fX0
)
)]

(y)
∥∥∥ (D.3)

Step I (a): Random signs
We first bound (D.3) in the case where u is a Steinhaus sequence.
Let β1(y)

def.
= (Υ̂−1 − Υ−1)f̂X0

(y) and β2(y)
def.
= Υ−1(f̂X0

(y) − fX0
(y)). Then, event F implies that

‖β1(y)‖ 6 t(B0 + aε0) for all y ∈ X far
grid, and event G implies that

∣∣u>β2(y)
∣∣ 6 2aε0. So,

PĒ
(∣∣∃y ∈ X far

grid, u
>(β1 + β2)(y)

∣∣ > cε0

)
6 PF∩Ē

(
∃y ∈ X far

grid,
∣∣u>β1(y)

∣∣ > c

2
ε0

)
PĒ(F ) + PĒ (F c)

+ PG∩Ē
(
∃y ∈ X far

grid,
∣∣u>β2(y)

∣∣ > c

2
ε0

)
PĒ(G) + PĒ (Gc)

6 PF∩Ē
(
∃y ∈ X far

grid,
∣∣u>β1

∣∣ > c

2
ε0

)
+ PĒ (F c) + PĒ (Gc)

6 4
∣∣X far

grid

∣∣ e− (c/4)2ε20
8t2(B0+aε0)2 + PĒ(F c) + PĒ (Gc) .

where we set a = c/4 for the second inequality and the last inequality follows from Lemma G.4 and because
u consists if random signs.

Now consider Q2(y) = D2

[
u>β

]
(y). Under event G,

∥∥D2

[
u>β2

]
(y)
∥∥ 6 c

2ε2. Writing M = (Υ̂−1 −
Υ−1), we have

D2

[
u>β1

]
(y) = D2

[
u>
(
M f̂X0

)]
(y) =

p∑
`=1

u`

 p∑
j=1

M`jD2 [fj ] (y)

 . (D.4)

We aim to bound (D.4) by applying the Matrix Hoeffding’s inequality (Corollary G.1): let

Y`
def.
= Re

 p∑
j=1

M`jD2 [fj ] (y)

 ∈ Rd×d

which is a symmetric matrix. Note that∥∥∥∥∥
p∑
`=1

Y 2
`

∥∥∥∥∥ = sup
q∈Rd,‖q‖=1

p∑
`=1

〈Y 2
` q, q〉 = sup

q∈Rd,‖q‖=1

d∑
`=1

‖Y`q‖2 6 sup
q∈Rd,‖q‖=1

∥∥∥∥∥∥
p∑
j=1

M`,j(D2 [fj ] (y)q)

∥∥∥∥∥∥
2

.

Then, for a vector q of unit norm, let Vj,n
def.
= (D2 [fj ] (y)q)n for j = 1, . . . , p and n = 1, . . . , d, then

p∑
`=1

∥∥∥∥∥∥
p∑
j=1

M`,j(D2 [fj ] (y)q)

∥∥∥∥∥∥
2

=

p∑
`=1

d∑
n=1

∣∣∣∣∣∣
p∑
j=1

M`,jVj,n

∣∣∣∣∣∣
2

=

d∑
n=1

‖MV·,n‖2 6 ‖M‖2
d∑

n=1

‖V·,n‖2

= ‖M‖2
d∑

n=1

p∑
j=1

|Vj,n|2 = ‖M‖2
p∑
j=1

‖D2 [fj ] (y)q‖2 .

Under event F , we have ‖M‖2
∑p
j=1 ‖D2 [fj ] (y)q‖2 6 t2(B2 + aε2)2. Then,

PF∩Ē
(∥∥∥D2

[
u>Re

(
M f̂X0

)]
(y)
∥∥∥ >

cε2√
2

)
6 2d exp

(
− (c/2)2ε2

2

4t2(B2 + aε2)2

)
.

20



By repeating this argument for the imaginary part, we obtain

PF∩Ē
(∥∥∥D2

[
u>Im

(
M f̂X0

)]
(y)
∥∥∥ >

cε2√
2

)
6 2d exp

(
− (c/2)2ε2

2

4t2(B2 + aε2)2

)
.

So,

PĒ
(
∃y ∈ X near

grid ,
∥∥D2

[
u>β(y)

]∥∥ > cε2

)
6 PF∩Ē

(
∃y ∈ X near

grid ,
∥∥∥D2

[
u>Re

(
M f̂X0

)]
(y)
∥∥∥ >

c

2
ε2

)
+ PĒ(F c) + PĒ(Gc)

6 4d
∣∣X near

grid

∣∣ exp

(
− (c/2)2ε2

2

4t2(B2 + aε2)2

)
+ PĒ(F c) + PĒ(Gc).

Therefore,

1− P
(
Q0(y0) 6 cε0 and Q2(y2) 6 cε2,∀y0 ∈ X far

grid,∀y2 ∈ X near
grid

)
6 4

∣∣X far
grid

∣∣ exp

(
− (c/2)2ε2

0

32t2(B0 + aε0)2

)
+ 4d

∣∣X near
grid

∣∣ exp

(
− (c/2)2ε2

2

16t2(B2 + aε2)2

)
+ 2PĒ(F c) + 2PĒ(Gc).

The first 2 terms are each bounded by δ/7 by setting t such that

1

t2
= 213 log

(
112N̄d

δ

) (
B̄ + 1

)
c2ε2

where B̄ def.
= max{B0, B2}, ε

def.
= min{ε0, ε2} and N̄ = max

(∣∣∣X near
grid

∣∣∣ , ∣∣∣X far
grid

∣∣∣). The first term of (D.2) is
bounded by δ/7 if

m >
1

t2
log

(
28(d+ 1)s

δ

)
64sL̄2

01 = sL̄2
01

219
(
B̄ + 1

)
c2ε2

log

(
112N̄d

δ

)
log

(
28(d+ 1)s

δ

)
and the last 4 terms of (D.2) are each bounded by δ/7 provided that

m & log

(
28(s+ d)dN̄

δ

)
16s(L̄2

2B11 + L̄2
1B22 + L̄01L̄2)

c2ε2

So, to summarise, recalling that δ = ρ/2, η̂X0,a0
is nondegenerate on X near

grid and X far
grid with probability at

least 1− δ (conditional on Ē) provided that

m & log

(
sdN

ρ

)
log

(
sd

ρ

)
s(L̄2

2B11 + L̄2
1B22 + B̄L̄2

01 + L̄01L̄2)

ε2

and
P(Ecω) .

ε

B̄3/2
√
s
√

log(N̄d/ρ)
and , E[Li(ω)Lj(ω)1Ecω ] .

ε

4s
√
B
√

log(N̄d/ρ)

Step I (b): Deterministic signs Assume now that u consists of arbitrary signs. We will show that (D.3) can
be bounded by cε when m is chosen as in condition (b) of this theorem. Let F ′ be the event that

(a’)
∥∥∥Υ− Υ̂

∥∥∥ 6 t
s1/4 and

∥∥∥Υ−1 − Υ̂−1
∥∥∥ 6 t

s1/4

(b’) ∀y ∈ X far
grid,

∥∥∥(f̂X0
(y)− fX0

(y))
∥∥∥ 6 aε0

s1/4

(c’) ∀y ∈ X near
grid , sup‖q‖=1

∥∥∥D2

[
(f̂X0 − fX0)>q

]
(y)
∥∥∥ 6 aε2

s1/4
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(f)
∥∥∥(Υ− Υ̂)Υ−1u

∥∥∥
Block

6 aε
∥∥Υ−1u

∥∥
Block 6 2aε.

Then, provided that

P(Ecω) 6
u

u+ 6s(B0 +B2)
and E[L01(ω)21Ēc ] 6

u

4B̄s3/2
,

with u = min{aεi, t} as before, we have

PĒ((F ′)c) 64(d+ 1)s exp

(
− mt2

16s3/2L̄2
01(3 + 2t)

)
+ 4sd

∣∣X far
grid

∣∣ exp

(
− m(aε0)2/8

s3/2(L̄2
01(B11 + 1) + L̄2

01)

)
+ s(3d+ d2)

∣∣X near
grid

∣∣ exp

(
− m(aε2)2/8

s3/2(L̄2
2B11 + L̄2

1B22 + L̄01L̄2)

)
+ 32s exp

(
− m4a2ε2

s
(
32L2

1 + 68aεL1L̄01

)) .
where the first bound is from Proposition C.1, the second and third are from Proposition C.4 and the final bound
is due to Proposition C.3.

To bound (D.3), we first observe that if event G holds, then just as observed previously,
∣∣Dr [u>β2

]
(y)
∣∣ 6

2aεr. To bound
∣∣u>β1(y)

∣∣, observe that

u>β1(y) = u>(Υ−1 − Υ̂−1)(f̂X0 − fX0) + u>(Υ−1 − Υ̂−1)fX0

= u>(Υ−1 − Υ̂−1)(f̂X0
− fX0

) + u>Υ−1(Υ̂−Υ)Υ̂−1fX0

= u>(Υ−1 − Υ̂−1)(f̂X0
− fX0

) + u>Υ−1(Υ̂−Υ)(Υ̂−1 −Υ−1)fX0
+ u>Υ−1(Υ̂−Υ)Υ−1fX0

Under event F ′,

•
∣∣∣u>(Υ−1 − Υ̂−1)(f̂X0

− fX0
)
∣∣∣ 6 √s∥∥∥Υ−1 − Υ̂−1

∥∥∥∥∥∥f̂X0
− fX0

∥∥∥ 6 taε

•
∣∣∣u>Υ−1(Υ̂−Υ)(Υ̂−1 −Υ−1)fX0

∣∣∣ 6 √s · 2 · ∥∥∥Υ̂−Υ
∥∥∥∥∥∥Υ̂−1 −Υ−1

∥∥∥B0 6 2t2B0

•
∥∥∥Υ−1(Υ̂−Υ)Υ−1u

∥∥∥
Block

6
∥∥Υ−1

∥∥
Block

∥∥∥(Υ̂−Υ)Υ−1u
∥∥∥

Block
6 4aε.

Finally, given any vector q such that ‖q‖Block 6 4aε, we have
∣∣q>fX0

∣∣ 6 4aεB0. Therefore,∣∣u>β1(y)
∣∣ 6 ta+ 2t2 + 4aεB0,

and in a similar manner, we can show that the same upper bound holds for
∥∥D2

[
u>β1

]
(y)
∥∥.

Therefore, ∥∥Dr
[
u>β

]
(y)
∥∥ 6 cεr (D.5)

if both F ′ and G hold, so conditional on Ē, (D.5) holds with probability at least 1− δ provided that

m & s3/2 · (L̄2
2B11 + L̄2

1B22 + B̄L̄2
01 + L̄01L̄2)

ε2
· log

(
N̄ds

ρ

)
and

P(Ecω) .
ε

B̄3/2s
√

log(N̄d/ρ)
and , E[Li(ω)Lj(ω)1Ecω ] .

ε

s3/2
√
B
√

log(N̄d/ρ)
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Step II: Extending to the entire space To prove that η̂X0,a0
is nondegenerate on the entire space X , we

first show that η̂X0,a0 is locally Lipschitz (and hence determine how fine our grids X near
grid , X far

grid need to be): for
x, x′ ∈ X with dH(x, x′) 6 rnear,

‖Dr [η̂X0,a0
] (x)− Dr [η̂X0,a0

] (x′)‖ =
∥∥∥ 1

m

m∑
k=1

Dr
[
Re
(

(Υ̂−1
X u)>γ(ωk)ϕωk

)]
(x) (D.6)

− Dr
[
Re
(

(Υ̂−1
X u)>γ(ωk)ϕωk

)]
(x′)

∥∥∥
=

∥∥∥∥∥∥ 1

m

m∑
j=1

Re
((

(Υ̂−1
X u)>γ(ωk)

)
· (Dr [ϕωk ] (x)− Dr [ϕωk ] (x′))

)∥∥∥∥∥∥
6
∥∥∥Υ̂−1

X

∥∥∥ ‖u‖√sL̄01 ‖Dr [ϕωk ] (x)− Dr [ϕωk ] (x′)‖ (D.7)

6 4sL̄01dH(x, x′)Lr 6 cεr. (D.8)

where we have applied Lemma C.2 to obtain the last line.
Choosing X far

grid to be a δ0
def.
= cε0

4L0L̄01s
-covering of X near (of size at most O(RX /δ0)), X far

grid to be a δ2
def.
=

cε2
4L2L̄01s

-covering of X far (of size at most O(RX /δ2)). Then for any x ∈ X near and x′ ∈ X near
grid such that

dH(x, x′) 6 δ0,

|η̂X0,a0
(x)| 6 |η̂X0,a0

(x′)|+ |η̂X0,a0
(x)− η̂X0,a0

(x′)| 6 1− ε0 + 2cε0.

and given any x ∈ X far, let x′ ∈ X far
grid be such that dH(x, x′) 6 δ2, so

Re
(

sign(a0,i)D2 [η̂X0,a0 ] (x)
)
� Re

(
sign(a0,i)D2 [η̂X0,a0 ] (x′)

)
+ ‖D2 [η̂X0,a0 ] (x)− D2 [η̂X0,a0 ] (x′)‖ Id

� (−ε2 + 2cε2)Id,

and ∥∥∥Im
(

sign(a0,i)D2 [η̂X0,a0 ] (x)
)∥∥∥ 6

∥∥∥Im
(

sign(a0,i)D2 [η̂X0,a0 ] (x′)
)∥∥∥+ cε2 6 (c2 + c)ε2.

D.2 Nondegeneracy transfer to η̂X,a.
We are now ready to prove Theorem 3, which we restate below for clarity.

Theorem D.2. Suppose that the assumptions of Theorem D.1 hold, and the following holds with probability at
least 1− ρ: for all X such that

dH(X,X0) . min
(
rnear, εr(CHB

√
s)−1, εr(CHL̄12L̄r

√
s)−1

)
, (D.9)

and ‖a− a0‖ . εr
max(Br) mini |a0,i|. Then, η̂X,a

def.
= Φ∗Γ∗,†X

(
sign(a)

0

)
satisfies

(i) for all y ∈ X far, |η̂X,a(y)| 6 1− 13
32ε0

(ii) for all y ∈ X near(i), −Re
(

sign(ai)D2 [η̂X,a] (y)
)

< 13ε2
32 Id and

∥∥∥Im
(

sign(ai)D2 [η̂X,a] (y)
)∥∥∥ 6

(p2 + 3p
16 ) 1

2ε2.

Hence, η̂X,a is ( 13
32ε0,

13
32ε2)-nondegenerate.

The proof essentially exploits the fact that Υ̂X , f̂X are locally Lipschitz in X with respect to the metric
dH, and consequently nondegeneracy of η̂X0,a0

implies nondegeneracy of η̂X,a whenever dH(X,X0) and
‖a− a0‖2 are sufficiently small.
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D.2.1 Proof of Theorem D.2

We begin with a lemma which shows that Υ̂X is locally Lipschitz in X .

Lemma D.1 (Lipschitz bound of Υ̂X ). Let X0 ∈ X s be ∆-separated points. Assume that for all i+ j 6 3

P(Ecω) 6
1

1 + 16
√
sBij

, E[Li(ω)Lj(ω)1Ecω ] 6
1

16
√
s

for all i, j = 0, ..., 2. Let ρ > 0 and

m & s(L̄2
2B11 + L̄2

1B22 + L̄01L̄2)

(
log

(
sd

ρ

)
+ d log

(
sCH

3
max
i=0

L̄i

))
Then, conditional on event Ē, with probability at least 1− ρ, the following hold:

• (i) for all X such that dH(xi, x0,i) 6 rnear, we have∥∥∥Υ̂X − Υ̂X0

∥∥∥ . CHBdH(X,X0) .

• (ii) for allX such that dH(X,X0) . min
(
rnear,

1
CHB

)
, we have

∥∥∥Id− Υ̂X

∥∥∥ 6 3
4 and

∥∥∥G− 1
2

X Γ∗X

∥∥∥ . 1.

Proof. By Lemma C.8 and Lemma C.10, with probability at least 1 − ρ conditonal on Ē, for all (i, j) ∈
{(0, 0), (0, 1), (1, 1), (1, 2)} and all x, y ∈ X near,∥∥∥K̂(ij)(x, y)

∥∥∥ 6
∥∥∥K(ij)(x, y)

∥∥∥+
1√
s
,

note that this also holds for K̂(ji)(x, y) since K̂(ij)(x, y) = K̂(ij)(y, x).
In particular, for all x, x′ such that dH(x, x′) > ∆/4, we have

∥∥∥K̂(ij)(x, x′)
∥∥∥ 6 2√

s
. Take any X such

that dH(xi, x0,i) 6 rnear, we have that both xi, x0,i are at least ∆/4-separated from xj and x0,j . Therefore, for
k, ` ∈ {0, 1}, using Lemma C.3:∥∥∥K̂(k`)(xi, xj)− K̂(k`)(xi,0, xj,0)

∥∥∥ .
CH√
s

√
dH(xi, x0,i)2 + dH(xj , x0,j)2∥∥∥K̂(k`)(xi, xi)− K̂(k`)(xi,0, xi,0)

∥∥∥ . CH (Bk+1,` +Bk,`+1) dH(xi, x0,i)

(D.10)

and therefore by Lemma G.6:

∥∥∥Υ̂X − Υ̂X0

∥∥∥2

6
s∑

i,j=1

1∑
k,`=0

∥∥∥K̂(k`)(xi, xj)− K̂(k`)(x0,i, x0,j)
∥∥∥2

6 2

s∑
i,j=1

1∑
k,`=0

∥∥∥K̂(k`)(xi, xj)− K̂(k`)(x0,i, xj)
∥∥∥2

+
∥∥∥K̂(`k)(xj , x0,i)− K̂(`k)(x0,j , x0,i)

∥∥∥2

. C2
H

 ∑
k,l∈{0,1,2}
k+`63

Bk`


2∑

i

dH(xi, x0,i)
2 +

1

s

∑
j 6=i

dH(xj , x0,j)
2

which yields the desired result.
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For the second statement, using Proposition C.1, PĒ(
∥∥∥Υ̂X0

−ΥX0

∥∥∥ > 1
8 ) 6 ρ, so conditional on Ē, we

have with probability 1− ρ,
∥∥∥Υ̂X − Υ̂X0

∥∥∥ 6 1
8 and the claim follows since ‖Id−ΥX0

‖ 6 1
2 (due to Lemma

C.1) implies that
∥∥∥Id− Υ̂X

∥∥∥ 6 3
4 and

∥∥∥Υ̂X

∥∥∥ 6 7/4 and
∥∥∥G− 1

2

X Γ∗X

∥∥∥ =

√∥∥∥Υ̂X

∥∥∥ .
√

7/2.

Proof of Theorem D.2. Since η̂X0,a0
is nondegenerate with probability at least 1− ρ, the conclusion follows if

we prove that for all x ∈ X far and all y ∈ X near,

‖D0 [η̂X,a − η̂X0,a0
] (x)‖ 6 ε0/32 and ‖D2 [η̂X,a − η̂X0,a0

] (y)‖ 6 pε2/32 (D.11)

with probability at least 1− ρ. We first write

η̂X,a(y)− η̂X0,a0
(y) =

(
Υ̂−1
X

(
sign(a)

0sd

))>
(f̂X − f̂X0

) +

(
Υ̂−1
X

(
sign(a)

0sd

)
− Υ̂−1

X0

(
sign(a0)

0sd

))>
f̂X0

(D.12)
Conditional on Ē, with probability at least 1 − ρ/2, we have by Lemma D.1 (note that our assumptions

imply the assumptions of Lemma D.1), ‖ΥX −ΥX0
‖ . CHBdH(X,X0) and

∥∥Υ−1
X

∥∥ 6 4. Combining this

with Lemma C.2, we obtain
∥∥∥Dr

[(
Υ̂−1
X

(
sign(a)

0sd

))
(f̂X0

− f̂X)
]

(y)
∥∥∥ 6 4

√
sL̄r

√
L2

0 + L2
1dH(X,X0). For

the second term of (D.12),∥∥∥∥Υ̂−1
X

(
sign(a)

0sd

)
− Υ̂−1

X0

(
sign(a0)

0sd

)∥∥∥∥
=

∥∥∥∥Υ̂−1
X

((
sign(a)

0sd

)
−
(

sign(a0)

0sd

))
+
(

Υ̂−1
X − Υ̂−1

X0

)(sign(a0)

0sd

)∥∥∥∥
6 4 ‖sign(a)− sign(a0)‖+ 8

√
s
∥∥∥Υ̂X − Υ̂X0

∥∥∥ 6 8
‖a− a0‖
mini |a0,i|

+ 8
√
sCHBdH(X,X0).

So,
∥∥∥∥Dr

[(
Υ̂−1
X

(
sign(a)

0sd

)
− Υ̂−1

X0

(
sign(a0)

0sd

))>
f̂X0

]
(y)

∥∥∥∥ 6 16Br

(
‖a−a0‖

mini|a0,i| +
√
sCHBdH(X,X0)

)
.

Finally, since P(Ēc) 6 ρ/2, we have with probability at least 1 − ρ, for all y ∈ X , (D.11) holds provided
that (D.9) holds. Combining with the nondegeneracy of η̂X0,a0

, the conclusion follows with probability 1−2ρ.

E Supplementary results to the proof Theorem 1
Let ΦX : Cs → Cm and its adjoint Φ∗X : Cm → Cs be defined by

∀a ∈ Cs, ΦXa =

s∑
j=1

ajϕ(xj) ∈ Cm, and ∀q ∈ Cm, Φ∗Xq = (〈ϕ(xj), q〉)sj=1 ,

and (Φ
(1)
X ) : Csd → Cm,

∀Pi ∈ Cd, (Φ
(1)
X )[P1, . . . , Ps] =

(
s∑
i=1

〈∇ϕωk(xi), Pi〉

)m
k=1
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with adjoint
∀q ∈ Cm, (Φ

(1)
X )∗ q = (∇x〈ϕ(xi), q〉)si=1 .

In the following, we interpret ΦX ∈ Cs×m and Φ
(1)
X ∈ Csd×m as matrices.

Recall that in the proof of Theorem 1, we defined the function f : R2s×X s×R+×R2m → R2s×Csd by

f(u, v)
def.
=

Re (Φ∗X(ΦX(ar + iai)− ΦX0
a0 − (wr + iwi)))

Im (Φ∗X(ΦX(ar + iai)− ΦX0
a0 − (wr + iwi)))

(Φ
(1)
X )∗(ΦX(ar + iai)− ΦX0

a0 − (wr + iwi))

+ λ


(
ari

|ai|

)s
i=1(

aii

|ai|

)s
i=1

0sd


where u = (ar, ai, X), v = (λ,wr, wi) for ar, ai ∈ Rs, X ∈ X s, λ > 0, wr, wi ∈ Rm, and a def.

= ar + ıai ∈ Cs,
w

def.
= wr + iwi.

Differentiability of f The function f is differentiable at all (u, v) such that i = 1, . . . , s, ar + iai 6= 0. Its
differential can be written as

∂wr
f = −

Re (Φ∗X)
Im (Φ∗X)

(Φ
(1)
X )∗

 , ∂wi
f = −i

Re (Φ∗X)
Im (Φ∗X)

(Φ
(1)
X )∗

 , ∂λf =


(
ari

|ai|

)
i(

aii

|ai|

)
i

0sd

 (E.1)

so

∂vf(u, v) =



(
ari

|ai|

)
i(

aii

|ai|

)
i

0sd

 , −

Re (Φ∗X)
Im (Φ∗X)

(Φ
(1)
X )∗

 , −i

Re (Φ∗X)
Im (Φ∗X)

(Φ
(1)
X )∗


 ∈ C(2s+sd)×(1+2m), (E.2)

and ∂uf(u, v) = (M1(u, v) +M2(u, v))

Ids×s 0 0
0 Ids×s
0 0 Ja

 with M1(u, v)
def.
=

(
D0,X D̃1,X

D1,X D2,X

)
and

M2(u, v)
def.
=


C1 C2



A11 0 · · · 0
0 A12 · · · 0
...

...
. . .

...
0 0 · · · A1s

A21 0 · · · 0
0 A22 · · · 0
...

...
. . .

...
0 0 · · · A2s





Id 0 0
0 Id
0 0 J−1

a

 (E.3)

where

D0,X
def.
=

(
Re (Φ∗XΦX) −Im (Φ∗XΦX)
Im (Φ∗XΦX) Re (Φ∗XΦX)

)
, D̃1,X

def.
=

Re
(

Φ∗XΦ
(1)
X Ja

)
J−1
a

Im
(

Φ∗XΦ
(1)
X Ja

)
J−1
a

 ,

D1,X
def.
=
(

(Φ
(1)
X )∗ΦX i(Φ

(1)
X )∗ΦX

)
, and D2,X

def.
= (Φ

(1)
X )∗Φ

(1)
X

and C1, C2 ∈ R(ds+2s)×s are defined as

C1
def.
= λ


diag

(
( 1
|ai| −

ar
2
i

|ai|3
)i

)
diag

(
(−aiiari

|ai|3
)i

)
0sd×s

 , C2
def.
= λ


diag

(
(−aiiari

|ai|3
)i

)
diag

(
( 1
|ai| −

ai
2
i

|ai|3
)i

)
0sd×s

 ,
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A1j
def.
=

(
Re (∇x〈ϕ(xj), z〉)>

Im (∇x〈ϕ(xj), z〉)>
)
, A2j

def.
= ∇2

x〈ϕ(xj), z〉, z
def.
= (ΦXa− ΦX0

a0 − w) (E.4)

and Ja ∈ Rsd×sd is the diagonal matrix:

Ja =

a1Idd×d 0
. . .

0 asIdd×d

 .

Letting u0 = (Re (a0), Im (a0), X0) and v0 = (0, 0, 0), we have that M2(u0, v0) = 0 and ∂uf(u0, v0)

is invertible since
∥∥∥Υ̂X0 − Id

∥∥∥ 6 1/8. Moreover, f(u0, v0) = 0. Hence, by the Implicit Function Theorem,
there exists a neighbourhood V of v0, a neighbourhood U of u0 and a differentiable function g : V → U such
that for all (u, v) ∈ U × V , f(u, v) = 0 if and only if u = g(v). To conclude, we simply need to bound the
size of the region on which g is well defined, and to bound the error between g(v) and g(0). This is done with
the following theorem. Let us first remark that our assumptions imply that P(Ēc) 6 ρ/2 and

P(Ecω) 6
1

1 + 16
√
sBij

, E[Li(ω)Lj(ω)1Ecω ] 6
1

16
√
s
, (E.5)

for all i, j = 0, ..., 2. Therefore, it is sufficient to prove the existence of g conditional on event Ē:

Theorem E.1. Assume that for all i+ j 6 3

P(Ecω) 6
1

1 + 16
√
sBij

, E[Li(ω)Lj(ω)1Ecω ] 6
1

16
√
s

for all i, j = 0, ..., 2. Let ρ > 0 and suppose that

m & s(L̄2
2B11 + L̄2

1B22 + L̄01L̄2)

(
log

(
sd

ρ

)
+ d log (sCHL3)

)
where Lr

def.
= maxi6r Lr. Then, conditional on event Ē, with probability at least 1 − ρ: there exists a C 1

function g such that, for all v = (λ,w) such that ‖v‖ 6 r with r satisfying

r = O
(

1√
s

min
(

min{rnear,(CHB)−1}
mini|a0,i| , 1

L̄01L̄12(1+‖a0‖)
,
))

(E.6)

we have f(g(v), v) = 0 and g(0) = u0. Furthermore, given (λ,w) in this ball, (a,X)
def.
= g((λ,w)) satisfies

‖a− a0‖+ dH(X,X0) 6

√
s(λ+ ‖w‖)
mini |a0,i|

. (E.7)

Before proceeding to prove this result, we first remark that as discussed in the main paper, Lemma E.1 and
Lemma E.2 below imply that given v = (λ,wr, wi) ∈ V , u = g(v) indeed correspond to the unique solution
of the BLASSO with regularisation parameter λ and noise w = wr + iwi. In particular, the combination of
these two lemmas imply that the certificate ηλ,w

def.
= Φ∗pλ,w associated to a and X is close to the nondegenerate

certificate ηX,a
def.
= Φ∗pX,a when ‖w‖ /λ and λ are sufficiently small. In the following, ΠX

def.
= (Id− ΓXΓ†X) is

the orthogonal projection onto Im(ΓX)⊥.

Lemma E.1. Given u = (ar, ai, X) and v = (λ,wr, wi) such that f(u, v) = 0, write a = ar + iai and
w = wr + iwi. Let pλ,w

def.
= 1

λ (ΦX0
a0 − ΦXa+ w). Then,

pλ,w = pX,a +
1

λ
ΠXw +

1

λ
ΠXΦX0a0.
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Proof. The equation f(u, v) = 0 can be written as

Γ∗X

(
ΓX

(
a

0sd

)
− ΓX0

(
a0

0sd

)
− w

)
+ λ

(
sign(a)

0sd

)
= 0

By applying Γ̃X(Γ̃∗X Γ̃X)† to the above equation, we obtain

ΓX

(
a

0sd

)
− ΓXΓ†XΓX0

(
a0

0sd

)
− ΓXΓ†Xw + λΓ∗,†X

(
sign(a)

0sd

)
= 0 (E.8)

Therefore, since ΠX = (Id− ΓXΓ†X), we have

−ΦXa+ ΦX0
a0 + w = ΠXΦX0

a0 + ΠXw + λΓ∗,†X

(
sign(a)

0sd

)
(E.9)

and by dividing by λ, we obtain the desired equation.

Lemma E.2. Asssume that event Ē occurs. Then, for all X ∈ X s such that dH(xi, x0,i) 6 rnear and a ∈ Cs,

‖ΠXΓX0a‖ .

{
L̄2 ‖a‖1 maxi dH(xi, x0,i)

2

L̄2 ‖a‖∞ dH(X,X0)2

Proof. Let γi : [0, 1] → X be any piecewise smooth curve such that γi(1) = x0,i and γi(0) = xi. Then, by
Taylor expanding ϕωk(γi(t)) about t = 0, we obtain

ϕωk(x0,i) = ϕ(xi) + 〈∇ϕωk(xi), γ
′
i(0)〉+

∫ 1

0

1

2
〈∇2ϕωk(γi(t))γ

′
i(t), γ

′
i(t)〉dt.

Therefore, since Im(ΓX) = {ϕ(xi), Jϕ(xi)}i where Jϕ denotes the Jacobian of ϕ, and ΠX is a projector on
Im(ΓX)⊥,

ΠXΓX0
a = ΠX

(
s∑
i=1

aiϕ(x0,i)

)
= ΠX

(
s∑
i=1

ai
2

∫ 1

0

〈∇2ϕωk(γi(t))γ
′
i(t), γ

′
i(t)〉dt

)m
k=1

Taking the norm implies

‖ΠXΓX0
a‖ 6

s∑
i=1

|ai|
2

∫ 1

0

L̄2

∥∥Hγi(t)γ
′
i(t)
∥∥2

dt (E.10)

since for dH(xi, x0,i) 6 rnear, we have
∥∥∥H− 1

2
x0,iH

1
2
xi

∥∥∥ . 1, and hence, under Ē:∥∥∥H− 1
2

x0,i∇2ϕωj (xi)H
− 1

2
x0,i

∥∥∥ .
∥∥D2

[
ϕωj
]

(xi)
∥∥ 6 L̄2.

Taking the infimum over all paths γi in (E.10) yields

‖ΠXΓX0
a‖ 6 L̄2

∑
i

|ai| dH(xi, x0,i)
2.
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E.0.1 Proof of Theorem E.1

E.0.2 Preliminary results

We first discuss the invertibility of ∂uf . To this end, we make the following definitions.
Let u = (ar, ai, X), u0 = (Re (a0), Im (a0), X0), v = (λ,wr, wi) and v0 = (0, 0, 0). We define the block

diagonal matrices

FX
def.
=

Ids×s 0 0
0 Ids×s 0
0 0 GX

 where GX
def.
=

Hx1
0

. . .
0 Hxs

 .

For (u, v) sufficiently close to (u0, v0), we aim to show that ∂uf(u, v) is invertible and to control
∥∥∥F− 1

2

X ∂vf(u, v)
∥∥∥

and
∥∥∥F 1

2

X∂uf(u, v)−1F
1
2

X

∥∥∥ . Using Lemma D.1, conditional on event Ē, with probability 1− ρ we have

∥∥∥F− 1
2

X ∂vf(u, v)
∥∥∥ 6 ‖u‖+

∥∥∥∥∥∥
 Re (Φ∗X)

Im (Φ∗X)

G
− 1

2

X (Φ
(1)
X )∗

∥∥∥∥∥∥ .
√
s (E.11)

To deduce invertibility of ∂uf(u, v) and to bound
∥∥∥F 1

2

X∂uf(u, v)−1F
1
2

X

∥∥∥, first observe that

F
−1/2
X ∂uf(u, v)F

−1/2
X =

(
F
−1/2
X M1(u, v)F

−1/2
X + F

−1/2
X M2(u, v)F

−1/2
X

)Id 0 0
0 Id
0 0 Ja


where F

−1/2
X M2(u, v)F

−1/2
X is

C1 C2



1
a1

(
H
− 1

2
x1 Re (∇[〈ϕ, z〉](x1))

)>
0 · · · 0

1
a1

(
H
− 1

2
x1 Im (∇[〈ϕ, z〉](x1))

)>
0 · · · 0

0
. . .

...
...

. . .
...

0 · · · 0 1
as

(
H
− 1

2
xs Re (∇[〈ϕ, z〉](xs))

)>
0 · · · 0 1

as

(
H
− 1

2
xs Im (∇[〈ϕ, z〉](xs))

)>
1
a1
H
− 1

2
x1 ∇2[〈ϕ, z〉](x1)H

− 1
2

x1 0 · · · 0

0
. . .

...
...

. . .
...

0 · · · 0 1
as
H
− 1

2
xs ∇2[〈ϕ, z〉](xs)H

− 1
2

xs





, (E.12)

where z = (ΦXa−ΦX0
a0−w). Now, let us study the invertibility of F−1/2

X M1(u, v)F
−1/2
X +F

−1/2
X M2(u, v)F

−1/2
X

and bound the norm of its inverse.

Lemma E.3 (Bound on M2(u, v)). Assume that Ē occurs and given ε > 0, let cε
def.
=

ε mini|a0,i|
2L̄12

. Then, for all
X ∈ X s, a ∈ Cs and w ∈ Cm such that

λ 6
mini |a0,i|

4
, ‖a− a0‖ 6

cε
4L̄0

, ‖w‖ 6 cε
4

and dH(X,X0) 6 min

(
rnear,

cε
4L̄1 ‖a0‖

)
,
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we have for u def.
= (Re(a), Im(a), X) and v def.

= (Re(w), Im(w), X),∥∥∥F−1/2
X M2(u, v)F

−1/2
X

∥∥∥ 6 ε and
∥∥∥F−1/2

X M2(u, v)F
−1/2
X

∥∥∥
Block

6 ε

Proof. First note that for r ∈ N0,

∥∥Dr
[
ϕ>z

]
(xi)

∥∥ 6
1√
m

m∑
j=1

∥∥zjDr [ϕωj ] (xi)
∥∥ 6 L̄r ‖z‖

Now, for q̄ = [P1, P2, Q1, . . . , Qs] ∈ Cs(d+2), where Pi ∈ Cs and Qi ∈ Cd, and ‖q̄‖ = 1, we have∥∥∥F−1/2
X M2(u, v)F

−1/2
X q̄

∥∥∥2

. ‖C1P1‖2 + ‖C2P2‖2 +

s∑
i=1

∣∣∣∣ 1

ai

(
H
− 1

2
xi ∇[ϕ>z](xi)

)>
Qi

∣∣∣∣2 +

∥∥∥∥ 1

ai
H
− 1

2
xi ∇2[ϕ>z](xi)H

− 1
2

xi Qi

∥∥∥∥2

.
λ2

mini |a0,i|2
+

4

mini |a0,i|2
max
i

(∥∥∥H− 1
2

xi ∇[ϕ>z](xi)
∥∥∥2

+
∥∥∥H− 1

2
xi ∇2[ϕ>z](xi)H

− 1
2

xi

∥∥∥2
)

=
λ2

mini |a0,i|2
+

4

mini |a0,i|2
max
i

(∥∥D1

[
ϕ>z

]
(xi)

∥∥2
+
∥∥D2

[
ϕ>z

]
(xi)

∥∥2
)

6
λ2

mini |a0,i|2
+

4

mini |a0,i|2
(L̄2

1 + L̄2
2) ‖z‖2

where we have used the fact that mini |ai| > mini |a0,i| /2. If ‖q̄‖Block = 1, then∥∥∥F−1/2
X M2(u, v)F

−1/2
X q̄

∥∥∥
Block

.
λ

mini |a0,i|
+ max

i
{
∣∣∣∣(H− 1

2
xi ∇[ϕ>z](xi)

)>
Qi

∣∣∣∣ ,∥∥∥H− 1
2

xi ∇[ϕ>z](xi)H
− 1

2
xi Qi

∥∥∥2

}

6
λ

mini |a0,i|
+ max

i
{
∥∥∥H− 1

2
xi ∇[ϕ>z](xi)

∥∥∥ ,∥∥∥H− 1
2

xi ∇[ϕ>z](xi)H
− 1

2
xi

∥∥∥2

}

and the same bound holds.
Now it remains to bound ‖z‖ (recall the definition of z from (E.4)). Writing ϕ(x)

def.
= (ϕωk(x))

m
k=1, we have

‖z‖ =

∥∥∥∥∥∑
i

(aiϕ(xi)− a0,iϕ(x0,i))− w

∥∥∥∥∥
6 L̄0 ‖a− a0‖+ ‖a0‖max

k

√∑
i

|ϕωk(xi)− ϕωk(x0,i)|2 + ‖w‖

6 L̄0 ‖a− a0‖+ ‖a0‖ L̄1dH(X,X0) + ‖w‖

where the last inequality follows from Lemma C.2.

Lemma E.4. If ‖a− a0‖ 6 1
2 min |a0,i| and

∥∥∥Υ̂X − Id
∥∥∥ 6 ε < 1

3 , then M1(u, v) is invertible and

∥∥∥F 1
2

XM1(u, v)−1F
1
2

X

∥∥∥ 6
4

1− ε− 4ε2
.

Proof. By considering the Schur complement, we have that M1(u, v) is invertible provided that

(i) D2,X is invertible
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(ii) S def.
= D0,X − D̃1,XD

−1
2,XD1,X is invertible.

In this case,

M1(u, v)−1 =

(
S−1 −S−1D̃1,XD

−1
2,X

−D−1
2,XD1,XS

−1 D−1
2,X +D−1

2,XS
−1D̃1,XD

−1
2,X

)
.

To establish (i) and (ii): Note that
∥∥∥G− 1

2

X (Φ
(1)
X )∗ΦX

∥∥∥ ,∥∥∥G− 1
2

X (Φ
(1)
X )∗Φ

(1)
X G

− 1
2

X − Id
∥∥∥ , ‖Φ∗XΦX − Id‖ 6∥∥∥Υ̂X − Id

∥∥∥. So, provided that
∥∥∥Υ̂X − Id

∥∥∥ 6 ε < 1, (i) is satisfied, and note that D0,X on R2s is invertible if

and only if Φ∗XΦX is invertible on Cs and
∥∥(Φ∗XΦX)−1

∥∥ =
∥∥∥D−1

0,X

∥∥∥ 6 1
(1−ε) and since

∥∥∥D̃1,XD
−1
2,XD1,X

∥∥∥ 6 2

∥∥∥∥G 1
2

X

(
(Φ

(1)
X )∗Φ

(1)
X

)−1

G
1
2

X

∥∥∥∥∥∥∥G− 1
2

X (Φ
(1)
X )∗ΦX

∥∥∥2

6
4ε2

1− ε
,

S is invertible provided that 4ε2 < (1− ε)2, which is true when ε < 1/3, and we have

∥∥S−1
∥∥ 6

∥∥∥D−1
0,X

∥∥∥
1−

∥∥∥D̃1,XD
−1
2,XD1,X

∥∥∥ 6
1

1− ε− 4ε2
.

Note that
∥∥∥G− 1

2

X D̃1,X

∥∥∥ ,∥∥∥G− 1
2

X D1,X

∥∥∥ 6
√

2ε. Then, by combining the above bounds, we have

∥∥∥F 1
2

XM1(u, v)−1F
1
2

X

∥∥∥ 6
4

1− ε− 4ε2

In the following given a metric d on some space Y , x ∈ Y and r > 0, the ball of radius r around x is
denoted by Bd(x, r)

def.
= {x′ ; d(x′, x) 6 r}.

Theorem E.2 (Quantitative implicit function theorem, adapted from [4]). Let F : H × Y → Cn be a differ-
entiable mapping where H is a Hilbert space, Y ⊆ C2s × Csd, n = s(d + 2), ‖·‖ be a norm on H. For each
y ∈ Y , suppose that there exists a positive definite matrix Fy , and let dF be the associated metric. Let x0 ∈ H,
y0 ∈ Y and r1, r2 > 0 be such that F (x0, y0) = 0 and for x ∈ B‖·‖(x0, r1), y ∈ BdF(y0, r2), ∂yF (x, y) is
invertible and ∥∥∥F− 1

2
y ∂xF (x, y)

∥∥∥ 6 D1 and
∥∥∥F 1

2
y ∂yF (x, y)−1F

1
2
x

∥∥∥ 6 D2 .

Then, defining R = min
(

r2
D1D2

, r1

)
, there exists a unique Fréchet- differentiable mapping g : B‖·‖(x0, R)→

BdF(y0, r2) such that g(x0) = y0 and for all x ∈ B‖·‖(x0, R), F (x, g(x)) = 0. Furthermore

dg(x) = −(∂yF (x, g(x)))−1∂xF (x, g(x))

and consequently
∥∥∥F 1

2

g(x)dg(x)
∥∥∥ 6 D1D2.

Proof. Let V ∗ = ∪V ∈VV , where V is the collection of all open sets V ofH such that

1. x0 ∈ V ,

2. V is star-shaped with respect to x0,

3. V ⊂ B‖·‖(x0, r1),

4. there exists a C 1 function g : V → BdF(y0, r2) such that g(x0) = y0 and F (x, g(x)) = 0 for all x ∈ V .
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Observe that V is non-empty by the (classical) Implicit Function Theorem. Moreover, V is stable by union:
indeed, all conditions expect the last one are easy to check. Now, let V, Ṽ ∈ V and g, g̃ be corresponding
functions. The set V = {x ∈ V ∩ Ṽ , g(x) = g̃(x)} is non-empty (it contains x0), and closed in V ∩ Ṽ .
Moreover, it is open: for any x ∈ V , by our assumptions ∂yF (x, g(x)) is invertible and the Implicit Function
theorem applies at (x, g(x)), and by the uniqueness of the mapping resulting from it we obtain an open set
around x in which g and g̃ coincide. Hence V is both closed and open in V ∩ Ṽ , and by the connectedness of
it V = V ∩ Ṽ . Therefore, there exists a function g′ defined on V ∪ Ṽ that satisfies condition 4 above (it is
defined as g on V and g̃ on Ṽ , which is well-posed for their intersection), and V is indeed stable by union.

Hence V ∗ ∈ V , let g∗ be its corresponding function. It is unique by the arguments above, satisfies
F (x, g∗(x)) = 0 and

F
1
2

g∗(x)dg
∗(x) = −F

1
2

g∗(x)(∂yF (x, g∗(x)))−1∂xF (x, g∗(x))

= −(F
− 1

2

g∗(x)∂yF (x, g∗(x))F
− 1

2

g∗(x))
−1F

− 1
2

g∗(x)∂xF (x, g∗(x))

for all x ∈ V ∗. Note that by our assumptions
∥∥∥F 1

2

g∗(x)dg
∗(x)

∥∥∥ 6 D1D2.
We finish the proof by showing that V ∗ contains a ball of radius r2/(D1D2). Let x ∈ H with ‖x‖ = 1,

Rx = sup {R ; x0 +Rx ∈ V ∗}, and x∗ = x0 + Rxx ∈ ∂V ∗. Clearly 0 < Rx 6 r1 since V ∗ is open,
assume Rx < r1. Our goal is to show that in that case Rx > r1

D1D2
. Since dg∗ is bounded, g∗ is uniformly

continuous on V ∗ and it can be extended on ∂V ∗, and by continuity F (x∗, g∗(x∗)) = 0. By contradiction, if
g∗(x∗) ∈ BdF(y0, r2), by our assumptions we can apply the Implicit Function Theorem at (x∗, g∗(x∗)), and
therefore extend g∗ on an open set V that is not included in V ∗ such that V ∪ V ∗ ∈ V , which contradicts the
maximality of V ∗. Hence dF(g∗(x∗), y0) = r2. Let γ : [0, 1]→ Y be defined by γ(t)

def.
= g∗(x∗ + t(x0 − x∗)),

so γ′(t) = dg∗(γ(t))(x0 − x∗). Then,

r2 = dF(g∗(x∗), g∗(x0)) 6

√∫ 1

0

〈Fg∗(γ(t))γ′(t), γ′(t)〉dt

=

√∫ 1

0

∥∥∥F 1
2

g∗(γ(t))dg
∗(γ(t))(x0 − x∗)

∥∥∥2

dt 6 D1D2Rx.

E.0.3 Proof of Theorem E.1

Our goal is to apply Theorem E.2.

Since
∥∥∥Id− Υ̂X

∥∥∥ 6 1
8 by Lemma D.1, and by applying Lemma E.4, we have that

∥∥∥∥(F−1/2
X M1(u, v)F

−1/2
X

)−1
∥∥∥∥ 6

5. From Lemma E.3, under event Ē, by taking

c
def.
=

mini |a0,i|
16L̄12

(E.13)

for all X ∈ X s, a ∈ Cs and w ∈ Cm such that

λ 6
mini |a0,i|

4
, ‖a− a0‖ 6

c

4L̄0
, ‖w‖ 6 c

4
and dH(X,X0) 6 min

(
rnear,

c

4L̄1 ‖a0‖

)
,

we have
∥∥∥F−1/2

X M2(u, v)F
−1/2
X

∥∥∥ 6 1
8 .

In this case, ∂uf(u, v) is invertible, and we have∥∥∥(F
− 1

2

X ∂uf(u, v)F
− 1

2

X )−1
∥∥∥ .

1

mini |a0,i|
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since ‖a− a0‖ . mini |a0,i| by assumption.
Therefore we can apply Theorem E.2 with (recalling the definition of c in (E.13) and the bound (E.11))

withH = R+ × R2m,

r1 = c, D1 = O
(√
s
)
, r2 = O

(
min

(
rnear,

c
L̄1‖a0‖

, c
L̄0
, 1
CHB

))
, D2 = O

(
1

mini|a0,i|

)
with B =

∑
i+j63Bij , we obtain that g(v) is defined for v ∈ V def.

= B‖·‖2 (0, r) with

r
def.
= min

(
r2

D1D2
, r1

)
= r2

D1D2
= O

(
min

(
rnear√

smini|a0,i|
, 1√

sL̄1L̄12‖a0‖
, 1√

sL̄12L̄0
, 1√

smini|a0,i|CHB

))
such that g is C1, f(g(v), v) = 0, g(v0) = u0, where we recall that u0 = (a0, X0) and v0 = (0, 0).

Finally, from Theorem E.2 we also have that∥∥∥F 1
2

Xdg(v)
∥∥∥ 6 D1D2 .

√
s

mini |a0,i|

and by defining γ(t) = g(v0 + t(v − v0)) for t ∈ [0, 1], we have the following error bound between u = g(v)
and u0 = g(v0):

dF(u, u0) =

√
‖a− a0‖22 + dH(X,X0)2 6

√∫ 1

0

〈Fγ(t)γ′(t), γ′(t)〉dt

=

√∫ 1

0

〈Fγ(t)dg(tv)v, dg(tv)v〉dt

6

√
s

mini |a0,i|
‖v‖ .

F Examples

F.1 Jackson kernel
Let f ∈ N and X ∈ Td the d-dimensional torus. We consider the Jackson kernel

K(x, x′) =

d∏
i=1

κ(xi − x′i),

where κ(x)
def.
=

 sin

((
f
2 +1

)
πx

)
(
f
2 +1

)
sin(πx)

4

, with constant metric tensor

Hx = Cf Id and dH(x, x′) = C
1
2

f ‖x− x
′‖2 .

where Cf
def.
= −κ′′(0) = π2

3 f(f + 4) ∼ f2. Note that K(ij) = C
−(i+j)/2
f ∇i1∇

j
2K and since the metric is

constant, we can set CH
def.
= 0.

F.1.1 Discrete Fourier sampling

A random feature expansion associated with the Jackson kernel is obtained by choosing Ω =
{
ω ∈ Zd ; ‖ω‖∞ 6 f

}
,

ϕω(x)
def.
= ei2πω>x, and Λ(ω) =

∏d
j=1 g(ωj) where g(j) = 1

f

∑min(j+f,f)
k=max(j−f,−f)(1 − |k/f |)(1 − |(j − k)/f |).

Note that this corresponds to sampling discrete Fourier frequencies. In this case, the derivatives of the random
features are uniformly bounded with

∥∥∇jϕω(x)
∥∥ = ‖ω‖j = O(C

j/2
f dj/2). So, we can set L̄i = O(di/2).
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F.1.2 Admissibility of the kernel

Theorem F.1. Suppose that f > 128. Then, K is an admissible kernel with rnear = 1/(8
√

2), ε2 = 0.941,
ε0 = 0.00097, h = O(d−1/2) and ∆ = O(d1/2s

1/4
max), B00 = B11 = B20 = O(1), B01 = O(d1/2) and

B22 = O(d).

The remainder of this section is dedicated to proving this theorem. The uniform bounds on Bij are due to
Lemma F.4 (uniform bounds), and the bound on ∆ and h are due to Lemma F.3. From Lemma F.1, we see that
by setting rnear

def.
= 1

8
√

2
, for all dH(x, x′) 6 rnear, K(20)(x, x′) ≺ −ε2Id with ε2 = (1− 6r2

near)(1− r2
near/(2−

r2
near)−r2

near) > 0.941. Finally, from Lemma F.2, we have that for for all dH(x, x′) > rnear, |K| 6 1−1/(83 ·2),
so we can set ε0

def.
= 0.00097.

Before proving these lemmas, we first summarise in Section F.1.3 some key properties of the univariate
Jackson kernel κ when f > 128 which were derived in [2].

For notational convenience, write ti
def.
= xi − x′i, κi

def.
= κ(ti), κ′i

def.
= κ′(ti), and so on. Let

Ki
def.
=

d∏
k=1
k 6=i

κk, Kij
def.
=

d∏
k=1
k 6=i,j

κk and Kij`
def.
=

d∏
k=1
k 6=i,j,`

κk.

With this, we have:

∂1,iK(x, x′) = κ′iKi

∂1,i∂2,iK(x, x′) = − κ′′iKi, and ∀i 6= j, ∂1,i∂2,jK(x, x′) = −κ′iκ′jKij .

Where convenient, we sometimes write K(t) = K(x− x′) def.
= K(x, x′).

F.1.3 Properties of κ

From [2, Equations (2.20)-(2.24) and (2.29)], for all t ∈ [−1/2, 1/2] and ` = 0, 1, 2, 3:

1− Cf
2
t2 6 κ(t) 6 1− Cf

2
t2 + 8

(
1 + 2/f

1 + 2/(2 + f)

)2

C2
f t

4 6 1− Cf
2
t2 + 8C2

f t
4

|κ′(t)| 6 Cf t, |κ′′(t)| 6 Cf , |κ′′′(t)| 6 3

(
1 + 2/f

1 + 2/(2 + f)

)2

C2
f t 6 12C2

f t

κ′′ 6 −Cf +
3

2

(
1 + 2/f

1 + 2/(2 + f)

)2

C2
f t

2 6 −Cf + 6C2
f t

2.

(F.1)

By [2, Lemma 2.6],

∣∣∣κ(`)(t)
∣∣∣ 6


π`H`(t)

(f+2)4−`t4
, t ∈ [ 1

2f ,
√

2
π ]

π`H∞`
(f+2)4−`t4

, t ∈ [
√

2
π ,

1
2 ),

where H∞0
def.
= 1, H∞1

def.
= 4, H∞2

def.
= 18 and H∞3

def.
= 77, and H`(t)

def.
= α4(t)β`(t), with

α(t)
def.
=

2

π(1− π2t2

6 )
, β̄(t)

def.
=
α(t)

ft
=

2

ftπ(1− π2t2/6)

and β0(t)
def.
= 1, β1(t)

def.
= 2+2β̄(t), β2

def.
= 4+7β̄(t)+6β̄(t)2 and β3(t)

def.
= 8+24β̄+30β̄(t)2+15β̄(t)3. Let us first

remark that β̄ is decreasing on I def.
= [ 1

2f ,
√

2
π ], so

∣∣β̄(t)
∣∣ 6 ∣∣β̄(1/(2f))

∣∣ ≈ 1.2733, and a(t) 6 a(
√

2/π) = 3
π
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on I . Therefore, on I , H0(t) 6 3
π , H1(t) 6 3.79, H2(t) 6 18.83 and H3(t) 6 98.26, and we can conclude

that on [ 1
2f ,

1
2 ), we have ∣∣∣κ(`)(t)

∣∣∣ 6 π`H̄∞`
(f + 2)4−`t4

where H̄∞0 = 1, H̄∞1
def.
= 4, H̄∞2

def.
= 19, H̄∞3

def.
= 99. Combining with (F.1), we have

∥∥κ(`)
∥∥
∞ 6 κ∞` where

κ∞0
def.
= 1, κ∞2

def.
= Cf ,

κ∞1
def.
=
√
Cf max

(
2π4

( 1
2 + 1

f )3

f√
Cf

,

√
Cf

2f

)
= O(

√
Cf )

κ∞3
def.
= (Cf )3/2 max

 99π3

( 1
2 + 1

f )

(
2f√
Cf

)4

,
6
√
Cf

f

 = O((Cf )3/2).

Finally, given p ∈ (0, 1),

(f + 2)4t4 > (1 + p(f + 2)2t2)2, ∀ t > 1√
(1− p)(f + 2)

.

Choosing p = 1
2 and using (f + 2)2 = ( 3

π2Cf + 4) > 3
π2Cf , we have∣∣∣κ(`)(t)

∣∣∣ 6 κ∞`
(1 + 3

2π2Cf t2)2
, ∀ t2 >

2π2

3Cf
, (F.2)

F.1.4 Bounds in neighbourhood of x′ = x

Lemma F.1. Suppose that Cf ‖t‖22 6 c with c > 0 such that

ε
def.
= (1− 6c)

(
1− c

2− c

)
− c > 0

Then, K̂02(t) � −εId.

Proof. We need to show that λmin(−K(02)(t)) > b. Let q ∈ Rd, and note that

−〈∇2
2Kq, q〉 = −

∑
i

qiκ′′iKi − κ′i
∑
j 6=i

qjκ
′
jKij

 qi

= −

∑
i

q2
i κ
′′
iKi −

∑
i

qiκi
∑
j 6=i

qjκjKij


> ‖q‖2

−max
i
{κ′′iKi} −

∑
j

∣∣κ′j∣∣2
 .

(F.3)

We first consider κ′′iKi:

κ′′i 6 −Cf + 6C2
f t

2
i ,

Ki >
∏
j 6=i

(
1− Cf

2
t2i

)
> 1− Cf

2
‖t‖22 −

(
Cf
2
‖t‖22

)3

−
(
Cf
2
‖t‖22

)5

− · · ·

> 1−
Cf ‖t‖22

2(1− Cf
2 ‖t‖

2
2)
.
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and hence,

κ′′iKi 6
(
−Cf + 6C2

f ‖t‖
2
2

)(
1−

Cf ‖t‖22
2(1− Cf

2 ‖t‖
2
2)

)
For the second term, ∑

j

∣∣κ′j∣∣2 6 C2
f ‖t‖

2
2 .

Therefore,

λmin(−K(02)(t)) >
(

1− 6Cf ‖t‖22
)(

1−
Cf ‖t‖22

2(1− Cf
2 ‖t‖

2
2)

)
− Cf ‖t‖22

Lemma F.2. Assume that 1

8
√
Cf

> ‖t‖2 Then,

K(t) 6 1− Cf
4
‖t‖22 + 16C2

f ‖t‖
4
2 .

Consequently, for all

0 < c 6
1

8
√

2Cf
,

and all t such that ‖t‖2 > c,

|K(t)| 6 1− Cf
8
c2.

Proof. First note that

|κ(u)| 6 1− Cf
2
u2 + 32C2

fu
4 = 1− u2g(u)

where

g(u)
def.
= Cf

(
1

2
− 32Cfu

2

)
,

and note that g(u) ∈ (0,
Cf
2 ) for u ∈ (0, 1/(8

√
Cf ). So, writing t = (ti)

d
i=1 and gj

def.
= g(tj), we have

K(t) =

d∏
j=1

κ(ti) 6
d∏
j=1

(
1− t2j · g(tj)

)
= 1−

d∑
j=1

t2jgj +
∑
j 6=k

t2j t
2
kgjgk −

∑
j 6=k 6=`

t2j t
2
kt

2
`gjgkg` + · · ·

Note that

−
∑
j 6=k 6=`

t2j t
2
kt

2
` · gjgkg` +

∑
j 6=k 6=` 6=n

t2j t
2
kt

2
` t

2
n · gjgkg`gn

6 −
∑
j 6=k 6=`

t2j t
2
kt

2
` · gjgkg` +

 ∑
j 6=k 6=`

t2j t
2
kt

2
` · gjgkg`

(∑
n

t2ngn

)

6 −
∑
j 6=k 6=`

t2j t
2
kt

2
` · gjgkg`

(
1− Cf

2
‖t‖22

)
< 0
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since
(

1− Cf
2 ‖t‖

2
2

)
> 0. Also,

d∑
j=1

t2jgj 6
Cf
2

d∑
j=1

t2j < 1,

by assumption. So,

K(t) 6 1−
d∑
j=1

t2jgj +
∑
j 6=k

t2j t
2
kgjgk

6 1−
d∑
j=1

t2jgj +
1

2

∑
j

t2jgj

2

6 1− 1

2

d∑
j=1

t2jgj

6 1− Cf
2

1

2

d∑
j=1

t2j − 32Cf

d∑
j=1

t4j

 6 1− Cf
4
‖t‖22 + 16C2

f ‖t‖
4
2 .

Finally, observe that the function

q(z)
def.
=
Cf
4
z2 − 16C2

fz
4

is positive and increasing on the interval [0, 1

8
√

2Cf
]. So, for t satisfing

c 6 ‖t‖2 6
1

8
√

2Cf
, (F.4)

we have |K(t)| 6 1 − q(c) 6 1 − Cf
8 c

2. Finally, since |K(t)| is decreasing as t increases, we trivially have
that |K(t)| 6 1− q(c) for all t with ‖t‖2 > c.

F.1.5 Bounds under separation

Lemma F.3. Let i, j ∈ {0, 1, 2} with i+ j 6 3. Let Ā >
√

4π2

3 and ‖t‖2 > Ā
√
ds

1/4
max/

√
Cf . Then, we have∥∥K(ij)(t)

∥∥ 6 d
i+j−4

2 (Ā4smax)−1.

Proof. Write t = (tj)
d
j=1. To bound K(t) =

∏d
j=1 κ(aj), we want to make use of the form (F.2). We can do

this for each tj such that |tj | >
√

2π2

3Cf
. Note that there exists at least one such tj since ‖t‖∞ > ‖t‖2 /

√
d >

Ās
1/4
max/

√
Cf >

√
2π2

3Cf
. If {|tj |}kj=1 ⊂ [0,

√
2π2

3Cf
) for k 6 d− 1, then

k
2π2

3Cf
+

d∑
j=k+1

t2j > ‖t‖
2
2 >

Ā2ds
1/2
max

Cf
,

which implies that
∑d
j=k+1 t

2
j > 1

Cf

(
Ā2ds

1/2
max − 2π2(d−1)

3

)
> Ā2ds1/2

max

2Cf
, by our assumptions on Ā. There-

fore, we may assume that we have some d > p > 1 such that {bj}pj=1 ⊆ {tj} with |bj | >
√

2π2

3Cf
and

‖b‖2 > Ā
√
d 4
√
smax√

2Cf
. Observe that

p∏
j=1

(1 +
3Cf
2π2

b2j ) > 1 +
3Cf
2π2

p∑
j=1

b2j = 1 +
3Cf
2π2
‖b‖22 > 1 +

3

4π2
Ā2d
√
smax.
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So, by applying the fact that |κ| 6 1, κ∞0 = 1 and (F.2), we have

|K(t)| 6
p∏
j=1

|κ(bj)| 6
p∏
j=1

1(
1 +

3Cf
2π2 b2j

)2 6
1(

1 + 3
4π2 Ā2d

√
smax

)2 .
For |κ′iKi|, if i 6∈

{
j ; |tj | >

√
2π2

3Cf

}
, then

|κ′iKi| 6 ‖κ′i‖∞
p∏
j=1

|κ(bj)| 6
‖κ′i‖∞(

1 + 3
4π2 Ā2d

√
smax

)2 ,
and otherwise, we have |κ′iKi| 6 |κ′(ti)|

∏
j 6=i |κ(bj)| 6 κ∞1

(1+ 3
4π2 Ā

2d
√
smax)

2 , In a similar manner, writing

V
def.
=
(
1 + 3

4π2 Ā
2d
√
smax

)−2
, we can deduce that

|κ′iKi| 6 κmax
1 V, |κ′′iKi| 6 κmax

2 V,
∣∣κ′iκ′jKij

∣∣2 6 (κmax
1 )2V

|κ′′′i Ki|
3
6 κmax

3 V,
∣∣κ′′i κ′jKij

∣∣3 6 κmax
2 κmax

1 V,
∣∣κ′iκ′jκ′`Kij`

∣∣ 6 (κmax
1 )3V.

Therefore,

∥∥∥K(10)
∥∥∥ =

1√
Cf
‖∇1K‖ 6

1√
Cf

√√√√ d∑
j=1

∣∣κ′jKj

∣∣2 6
κ∞1√
Cf

V
√
d .

1

Ā4d3/2smax
.

Using Gershgorin theorem, we have∥∥∇2
2K(x, x′)

∥∥ 6 max
16i6d

{|κ′′iKi|+ |κ′i|
∑
j 6=i

∣∣κ′j∣∣ |Kij |}

and hence, ∥∥∥K(02)
∥∥∥ =

1

Cf

∥∥∇2
2K
∥∥ 6

1

Cf

d
max
i=1
{|κ′′iKi|+ |κ′i|

∑
j 6=i

∣∣κ′jKij

∣∣}
6

1

Cf
V
(
κmax

2 + (κmax
1 )2(d− 1)

)
6

max{κ∞2 , (κ∞1 )2}
Cf

V d .
1

Ā4dsmax
.

Note also that
∥∥K(11)

∥∥ =
∥∥K(02)

∥∥. Finally, since

∥∥∂1,i∇2
2K(x, x′)

∥∥ 6 max

{
|κ′′′i Ki|+ |κ′′i |

∑
j 6=i

∣∣κ′j∣∣ |Kij | ,

max
j 6=i
{
∣∣κ′′j κ′iKij

∣∣+
∣∣κ′jκ′′iKij

∣∣+ |κ′i|
∣∣κ′j∣∣ ∑

l 6=i,j

|κ′l| |Kij`|}

}
,

we have ∥∥∥K(12)
∥∥∥ =

1

C
3/2
f

∥∥∇1∇2
2K
∥∥

6
1

C
3/2
f

√
dV max

(
κmax

3 + κmax
2 κmax

1 (d− 1), 2κmax
2 κ∞1 + (d− 1)(κ∞1 )3

)
6 d3/2 max{κ∞3 , κ∞1 κ∞2 , (κ∞1 )3} 1

C
3/2
f

V .
1

Ā4d1/2smax
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F.1.6 Uniform bounds

Lemma F.4. If rnear ∼ 1/
√
Cf , then B0 = O(1), B01 = O(

√
d), B02 = B12 = B11 = O(1) and B22 =

O(d).

Proof. We have |K| 6 1, and

‖∇K‖2 6
∑
i

|κi|2 |Ki|2 6 d(κ∞1 )2 . Cfd,

so B01 = O(
√
d).

From (F.3), for all ‖q‖ = 1,

〈∇2
2K(t)q, q〉 6 max

i
|κ′′i | ‖q‖

2
2 + ‖q‖22

∑
i

|κi|2 6 Cf + C2
f ‖t‖

2
= O(Cf ),

for ‖t‖ . 1/
√
Cf . So, since rnear 6 2/

√
Cf ,

∥∥K02(t)
∥∥ 6 2

def.
= B02. The norm bound for K11 is the same.

∥∥∥K(12)
∥∥∥ = sup

‖q‖=‖p‖=1

1

C
3/2
f

(∑
k

∑
k 6=i

∂1,i

(
∂2

2,kKpiq
2
k + ∂1,i∂2,i∂2,kKpiqiqk

)
+
∑
i

∑
k

∑
j

∂1,i∂2,j∂2,kpipjpk +
∑
i

∑
j 6=i

∂1,i∂2,i∂2,jKpiqiqj +
∑
i

∂1,i∂
2
2,jKpiq

2
i

)

= sup
‖q‖=‖p‖=1

1

C
3/2
f

(∑
k

∑
k 6=i

κ′iκ
′′
kKikpiq

2
k + κ′′i κ

′
kKikpiqiqk

+
∑
i

∑
k

∑
j

κ′iκ
′
kκ
′
jKijkpipjpk +

∑
i

∑
j 6=i

κ′′i κ
′
jKijpiqiqj +

∑
i

κ′iκ
′′
jKijpiq

2
i

)

6
1

C
3/2
f

(
3 ‖κ′′‖∞

√∑
i

|κ′k|
2

+

(∑
i

|κ′k|
2

)3/2

+ ‖κ′‖∞ ‖κ
′′‖∞

)

6
1

C
3/2
f

(
3C2

f ‖t‖+ C3
f ‖t‖

3
+O(C

3/2
f )

)
= O(1)

for ‖t‖ 6 1/C
1/2
f .

We finally consider K(22)(x, x): for ‖p‖ = 1,∑
i

∑
k

∑
j

∂1,k∂1,i∂2,j∂2,iKpjpk =
∑
i

∑
k 6=i

κ′′i κ
′′
kp

2
jKik +

∑
i

∑
k 6=i

κ′′′i κ
′
kpipkKik

+
∑
i

∑
k

∑
j

κ′′i κ
′
jκ
′
kKijkpjpk +

∑
i

∑
j

κ′′′i κ
′
jpjpiKij +

∑
i

κ′′′′i p2
iKi

=
∑
i

∑
k 6=i

κ′′i κ
′′
kp

2
jKik +

∑
i

κ′′′′i p2
i

= dO(C2
f )

since κ′(0) = κ′′′(0) = 0 and |κ′′(0)| = O(Cf ), |κ′′′′(0)| = O(C2
f ). So, B22 = O(d).
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F.2 The Gaussian kernel
We consider the Gaussian kernel K(x, x′) = exp

(
− 1

2 ‖x− x
′‖2Σ−1

)
in Rd. Note that K is translation in-

variant, so that Hx will be constant and equal to −∇2K(x, x). For simplicity define t = x − x′, K̂Σ(t) =

exp
(
− 1

2 ‖t‖
2
Σ−1

)
and for u ∈ R, κ(u) = exp

(
− 1

2u
2
)
. Denote by {ei} the canonical basis of Rd, and by

fi = Σ−1ei the ith row of Σ−1. We have the following:

∇K̂Σ(t) = − Σ−1tK̂Σ(t)

∇2K̂Σ(t) =
(
−Σ−1 + Σ−1tt>Σ−1

)
K̂Σ(t)

∂1,i∇2K̂Σ(t) =
(
Σ−1tf>i + fit

>Σ−1 − (−Σ−1 + Σ−1tt>Σ−1)(t>fi)
)
K̂Σ(t)

Hence we have Hx = −∇2K̂Σ(0) = Σ−1, and, defining dH(x, x′) = ‖x− x′‖Σ−1 =
∥∥∥Σ−

1
2 (x− x′)

∥∥∥,
we have CK̂ = 1, CH = 0 (that is, the metric tensor of the kernel is constant, and dH is defined as the
corresponding normalized norm).

Then, we have ∥∥∥K(10)(x, x′)
∥∥∥ =

∥∥∥K(01)(x, x′)
∥∥∥ = dH(x, x′)κ(dH(x, x′))∥∥∥K(02)(x, x′)

∥∥∥ =
∥∥∥K(11)(x, x′)

∥∥∥ 6 (dH(x, x′)2 + 1)κ(dH(x, x′))

K(02)(x, x′) 4 (dH(x, x′)2 − 1)κ(dH(x, x′))Id

and for q ∈ Rd with ‖q‖ = 1, since∑
i

(Σ
1
2∇ϕω)iqi = ∇ϕ>ω (Σ

1
2 q) =

∑
i

∂iϕω(q>Σ
1
2 ei)

we can write

K(12)(x, x′)q =

d∑
i=1

(q>Σ
1
2 ei)Σ

1
2 ∂1,i∇2K̂Σ(t)Σ

1
2

Thus we examine each term in ∂1,i∇2K̂Σ. We have

∑
i

(q>Σ
1
2 ei)Σ

1
2 Σ−1tf>i Σ

1
2 = Σ−

1
2 t

(∑
i

q>Σ
1
2 eie

>
i Σ−

1
2

)
= Σ−

1
2 tq>

and similarly
∑
i(q
>Σ

1
2 ei)Σ

1
2 fit

>Σ−1Σ
1
2 = qt>Σ

1
2 . Then∑

i

(q>Σ
1
2 ei)(t

>Σ−1ei)Σ
1
2 Σ−1Σ

1
2 = t>Σ−1(

∑
i

eie
>
i )Σ

1
2 q = (t>Σ

1
2 q)Id

and similarly
∑
i

∑
i(q
>Σ

1
2 ei)(t

>Σ−1ei)Σ
1
2 Σ−1tt>Σ−1Σ

1
2 = (t>Σ

1
2 q)Σ−

1
2 tt>Σ−

1
2 .

Hence at the end of the day∥∥∥K(12)(x, x′)
∥∥∥ 6 (3dH(x, x′) + dH(x, x′)3)κ(dH(x, x′))

and this bound is automatically valid for K(21) as well.
Finally, note that ∥∥∥K(22)(x, x)

∥∥∥ = sup
‖p‖61

〈Σ1/2∇2∇2 ·
(

Σ1/2K(2,0)(x, x)p
)
, p〉
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where∇2· is the divergence operator on the 2nd variable, and one can show that
∥∥K(22)(x, x)

∥∥ = (d+ 1).
We are then going to use the fact that for any q > 1 the function f(r) = rqe−

1
2 r

2

defined on R+ is
increasing on [0,

√
q] and decreasing after, and its maximum value is f(

√
q) =

(
q
e

)q/2
. Furthermore, it is easy

to see that we have f(r) = rqe−r
2/2 6

(
2q
2

) q
2 e−r

2/4 and therefore f(r) 6 ε if r > 2
(
log
(

1
ε

)
+ q

2 log
(

2q
e

))
.

We define rnear = 1/
√

2 and ∆ = C1

√
log(smax) + C2 for some C1 and C2.

1. Global Bounds. From what preceeds, we have∥∥∥K(10)
∥∥∥ 6

1√
e
,
∥∥∥K(02)

∥∥∥ 6
2

e
+ 1,

∥∥∥K(12)
∥∥∥ 6

3√
e

+

(
3

e

) 3
2

and note that
∥∥K(11)

∥∥ =
∥∥K(02)

∥∥, so for all i+ j 6 3 Bij = O (1).

2. Near 0 For dH(x, x′) 6 rnear, we have

K(02) 4 −e
− 1

4

2
Id

and for dH(x, x′) > 1
2 ,

|K| 6 e−
1
4 = 1− (1− e− 1

4 )

and
∥∥K(22)(x, x)

∥∥ = d+1, so we have also εi = O (1), soBi = B0i+B1i+1 = O (1) andB22 = d+1.

3. Separation. Since εi = O (1) and Bij = O (1), every condition
∥∥K(ij)

∥∥ . 1
smax

is satisfied if ∆ >

C1

√
log(smax) + C2 for some constant C1 and C2.

F.2.1 Fourier measurements with Gaussian frequencies

The random feature expansion for K is ϕω(x) = eiω
>x and Λ = N (0,Σ−1). We have immediately L0 = 1.

For j > 1, we have Dj [ϕω] (x)[q1, . . . , qj ] =
(∏

i ω
>(Σ

1
2 qi)

)
ϕω(x) and therefore

‖Dj [ϕω]‖ 6 ‖ω‖jΣ

Now, we use ‖ω‖jΣ = (
∥∥∥Σ

1
2ω
∥∥∥2

)
j
2 = W

j
2 where W is a χ2 variable with d degrees of freedom. Then, we

use the following Chernoff bound [3]: for x > d, we have

P(W > x) 6
(ex
d
e−

x
d

) d
2

6

(
e

(√
x

d

)2

e−
1
2 ·(
√

x
d )

2

e−
x
2d

) d
2

6 2
d
2 e−

x
4

by using x2e−
x2

2 6 2
e .

Hence we can define the Fj such that, for all t > dj/2, P(Lj(ω) > t) 6 Fj(t) = 2
d
2 exp

(
− t

2
j

4

)
, and

Fj(L̄j) is smaller than some δ if L̄j ∝
(
d+ log 1

δ

) j
2 . Then we must choose the Lj such that

∫
L̄j
tFj(t)dt is

bounded by some δ. Taking Lj > dj/2 in any case, we have∫
L̄j

tFj(t)dt = 2
d
2

∫
L̄j

t exp

(
− t

2
j

4

)
dt = 2

d
2

∫
L̄

2
j
j

(j/2)tj−1 exp

(
− t

4

)
dt

= 2
d
2 (j/2)

∫
L̄

2
j
j

(
tj−1 exp

(
− t

8

))
exp

(
− t

8

)
dt 6 2

d
2 (j/2)

(
8(j − 1)

e

)j−1 ∫
L̄

2
j
j

exp

(
− t

8

)
dt

= 2
d
2 j

(
8(j − 1)

e

)j−1

8 exp

(
−L̄

2
j

j /8

)
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Hence this quantity is bounded by δ if L̄j ∝
(
d+ log

(
1
δ

)) j
2 . Then we have L̄2

jFi(L̄i) = L̄2
j2

d
2 exp

(
− L̄

2
i
i

4

)
which is also bounded by δ if L̄j ∝

(
d+

(
log d

δ

)2) j2
. At the end of the day, our assumptions are satisfied for

L̄j ∝

(
d+

(
log

dm

ρ

)2
) j

2

F.2.2 Gaussian mixture model learning

We apply the mixture model framework with the base distribution:

Pθ = N (θ,Σ)

The random features on the data space are ϕ′ω(x) = Ceiω
>x with Gaussian distribution ω ∼ Λ = N (0, A)

for some constant C and matrix A. Then, the features on the parameter space are ϕω(θ) = Ex∼Pθϕ′ω(x) =

Ceiω
>θe−

1
2‖ω‖

2
Σ (that is, the characteristic function of Gaussians). Then, it is possible to show [5] that the

kernel is

K(θ, θ′) = C2

∣∣A−1
∣∣ 1

2

|2Σ +A−1|
1
2

e
− 1

2‖θ−θ′‖2(2Σ+A−1)−1

Hence we chooseA = cΣ−1,C = (1+2c)
d
4 , and we come back to the previous caseK(θ, θ′) = e−

1
2‖θ−θ′‖2Σ̃−1

with covariance Σ̃ = (2+1/c)Σ. Hence εi = O (1),Bij = O (1), dH(θ, θ′) = ‖θ − θ′‖Σ̃−1 = 1√
2+1/c

‖θ − θ′‖Σ−1 .

Admissible features. Unlike the previous case, the features are directly bounded and Lipschitz. We have

|ϕω(θ)| 6 C
def.
= L0,

‖Dj [ϕω(θ)]‖ = C
∥∥∥Σ̃

1
2ω
∥∥∥j e− ‖ω‖2Σ2 = C (2 + 1/c)

j
2

∥∥∥Σ
1
2ω
∥∥∥j e− ‖ω‖2Σ2 6 C (2 + 1/c)

j
2

(
j

e

) j
2

def.
= Lj

Hence all constants Lj are in O
(
C(2 + 1/c)

j
2

)
by choosing c = 1

d they are in O
(
d
j
2

)
.

F.3 The Laplace transform kernel
Let α ∈ Rd+ and let X ⊂ Rd+ be a compact domain. Define for x ∈ X and ω ∈ Rd+,

ϕω(x)
def.
= exp(−〈x, ω〉)

d∏
i=1

√
(xi + αi)

αi
and Λ(ω)

def.
= exp(−〈2α, ω〉)

d∏
i=1

(2αi),

The associated kernel is K(x, x′) =
∏d
i=1 κ(xi + αi, x

′
i + αi) where κ is the 1D Laplace kernel

κ(u, v)
def.
= 2

√
uv

(u+ v)
.

A direct computation shows that Hx ∈ Rd×d is the diagonal matrix with (hxi+αi)
d
i=1 where hx

def.
=

∂x∂x′κ(x, x) = (2x)−2. Note that

dκ(s, t) =

∫ max{s,t}

min{s,t}
(2x+ 2α)−1dx =

∣∣∣∣log

(
t+ α

s+ α

)∣∣∣∣ (F.5)

and so, dH(x, x′) =

√∑d
i=1

∣∣∣log
(
xi+αi
x′i+αi

)∣∣∣2.

We have the following results concerning the boundedness of ‖Dj [ϕω]‖ and the admissiblity of K:
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Theorem F.2 (Stochastic gradient bounds). Assume that the αi’s are all distinct. Then, L̄0(ω) 6 L̄0
def.
=(

1 + RX
mini αi

)d
and for j = 1, 2, 3,

P(Lj(ω) > t) 6 Fj(t)
def.
=

d∑
i=1

βi exp

(
−αi

(
1

2(RX + ‖α‖∞)

(
t

L̄0

)1/j

−
√
d

))

and we have that
∑
i Fj(L̄j) 6 δ and L̄2

j

∑
i Fi(L̄i) + 2

∫∞
L̄j
tFj(t)dt 6 δ provided that

L̄j ∝ L̄0(RX + ‖α‖∞)j
(√

d+ max
i

1

αi
log

(
dβiL̄0(RX + ‖α‖∞)

δαi

))j
.

where βi =
∏
j 6=i

αj
αj−αi . Note that αi ∼ d implies that L̄0 ∼ (1 +RX /d)d ∼ eRX .

Theorem F.3 (Admissiblity ofK). The Laplace transform kernelK is admissible with rnear = 0.2,CH = 1.25,
ε0 = 0.005, ε2 = 1.52. For all i + j 6 3, Bij = O(1), B22 = O(d), ∆ = O(d + log

(
d3/2smax

)
) and

h = O(1).

The first result Theorem F.2 is proved in Section F.3.1 and the second result, Theorem F.4 is a direct
consequence of Theorem F.4 and Lemma F.5 in Section F.3.2.

F.3.1 Stochastic gradient bounds

Proof of Theorem F.2. Let V def.
= (1− 2(xi + αi)ωi)

d
i=1 ∈ Rd. Then,

‖V ‖ =

√∑
i

(1− 2(xi + αi)ωi)2

6

√∑
i

1 + 4(xi + αi)2ω2
i 6

√
d+ 4(RX + ‖α‖∞)2 ‖w‖2

6
√
d+ 2(RX + ‖α‖∞) ‖w‖

We have the following bounds:

|ϕω(x)| 6
d∏
i=1

√
1 +

xi
αi

6

(
1 +

RX
mini αi

)d
def.
= L̄0,

D1 [ϕω] (x) = ϕω(x)V =⇒ ‖D1 [ϕω] (x)‖ 6 L̄0 ‖V ‖

D2 [ϕω] (x) = ϕω(x)(V V > − 2Id) =⇒ ‖D2 [ϕω] (x)‖ 6 L̄0 min{‖V ‖2 , 2}.

and given u, q ∈ Rd,

D3 [ϕω] (x)[q, q, u] = ϕω(x)

(
〈u, V 〉〈q, V 〉2 − 2 ‖q‖2 − 4〈u, q〉〈q, V 〉+ 8

∑
i

q2
i ui

)
,

so
‖D3 [ϕω] (x)‖ 6 |ϕω(x)|

(
‖V ‖3 + 10 + 4 ‖V ‖

)
6 L̄05(‖V ‖3 + 3),

And therefore, in general,

‖Dj [ϕω] (x)‖ 6 Lj(ω)
def.
= R̄j+1

X

(√
d+ ‖ω‖

)j
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‖Dj [ϕω] (x)‖ . Lj(ω)
def.
= L̄0

(√
d+ 2(RX + ‖α‖∞) ‖w‖

)j
Assuming for simplicity that all αj are distinct, we have [1]:

P(‖w‖ > t) 6 P(‖ω‖1 > t) =

d∑
i=1

βie
−αit

where βi =
∏
j 6=i

αj
αj−αi , using the fact that ‖ω‖1 is a sum of independent exponential random variable.

Hence, for all 1 6 j 6 3 and t > d
j
2 we have

P(Lj(ω) > t) 6 P

(
‖w‖ > 1

2(RX + ‖α‖∞)

(
t

L̄0

)1/j

−
√
d

)

6 Fj(t)
def.
=

d∑
i=1

βi exp

(
−αi

(
1

2(RX + ‖α‖∞)

(
t

L̄0

)1/j

−
√
d

))
6 δ

and Fj(L̄j) 6 δ if

L̄j > L̄0

(
2j(RX + ‖α‖∞)j

(√
d+ max

i

1

αi
log

(
dβi
δ

))j)
Next, in a similar manner to the Gaussian case, we compute∫

L̄j

tFj(t)dt =

d∑
i=1

βi

∫
L̄j

t exp

(
−αi

(
1

2(RX + ‖α‖∞)

(
t

L̄0

)1/j

−
√
d

))
dt

= L̄2
0j

d∑
i=1

eαi
√
dβi

∫
(L̄j/L̄0)1/j

exp

(
−αiu

2(RX + ‖α‖∞)

)
u2j−1du

6

(
(2j − 1)4(RX + ‖α‖∞)

eαi

)2j−1

L̄2
0j

d∑
i=1

eαi
√
dβi

∫
(L̄j/L̄0)1/j

exp

(
−αiu

4(RX + ‖α‖∞)

)
du

6

(
4(RX + ‖α‖∞)

αi

)2j (
2j − 1

e

)2j−1

L̄2
0j

d∑
i=1

eαi
√
dβi exp

(
−αi(L̄j/L̄0)1/j

4(RX + ‖α‖∞)

)
6 δ

if for all i = 1, . . . , d,

4(RX + ‖α‖∞)

αi

(
2j log

(
4(2j − 1)(RX + ‖α‖∞)

eαi

)
+ log(L̄2

0j) + αi
√
d+ log

(
dβi
δ

))
6

(
L̄j
L̄0

)1/j

that is,

L̄j & L̄0

(
2j(RX + ‖α‖∞)j

(√
d+ max

i

1

αi
log

(
dβi
δ

))j)
.

44



It remains to bound L̄jF`(L̄`) with `, j ∈ {0, 1, 2, 3}: Let L̄` > L̄0M
` for some M to be determined. Then,

L̄jF`(L̄`) 6 L̄0M
j

d∑
i=1

βi exp

(
−αi

2(RX + ‖α‖∞)
M + αi

√
d

)

= L̄0

d∑
i=1

βiM
j exp

(
−αi

4(RX + ‖α‖∞)
M

)
exp

(
−αi

4(RX + ‖α‖∞)
M

)
eαi
√
d

6 L̄0e
−j

d∑
i=1

(
4j(RX + ‖α‖∞)

αi

)j
βi exp

(
−αi

4(RX + ‖α‖∞)
M

)
eαi
√
d

6 L̄0e
−3

d∑
i=1

(
12(RX + ‖α‖∞)

αi

)3

βi exp

(
−αi

4(RX + ‖α‖∞)
M

)
eαi
√
d 6 δ

if for each i = 1, . . . , d

M > 4(RX + ‖α‖∞)

(
√
d+ max

i

1

αi
log

(
L̄0dβi
δe3

(
12(RX + ‖α‖∞)

αi

)3
))

.

Therefore, similar to the Gaussian case, the conclusion follows for L̄0 =
(

1 + RX
mini αi

)d
, and for j = 1, 2, 3,

L̄j ∝ L̄0(RX + ‖α‖∞)j
(√

d+ max
i

1

αi
log

(
dβiL̄0(RX + ‖α‖∞)

δαi

))j
.

F.3.2 Admissiblity of the kernel

Metric variation We have the following lemma on the variation of the Fisher metric:

Lemma F.5. Suppose that dH(x, x′) 6 c, then
∥∥∥Id−H

1/2
x Hx′

∥∥∥ 6 (1 + cec)dH(x, x′) .

Proof. Note that |1− |(xi + αi)/(x
′
i + αi)|| 6 max{edκ(xi,x

′
i) − 1, 1 − e−dκ(xi,x

′
i)} 6 dκ(xi, x

′
i)(1 + cec)

for all dκ(xi, x
′
i) 6 c. Therefore,

‖Id−HxHx′‖2 =
∑
i

|1− |(xi + αi)/(x
′
i + αi)||

2
6 (1 + cec)dH(x, x′)

provided that dH(x, x′) 6 c.

Admissiblity of the kernel The following theorem provides bounds for K and its normalised derivatives.

Theorem F.4. 1. |K(x, x′)| 6 min{2de− 1
2dH(x,x′), 8

8+dH(x,x′)2 }.

2.
∥∥K(10)(x, x′)

∥∥ 6 min{2
√
d |K| ,

√
2}.

3.
∥∥K(11)

∥∥ 6 min{9d |K| , 8}

4.
∥∥K(20)

∥∥ 6 min{10d |K| , 8} and λmin(−K(20)) >
(
2− 12dH(x, x′)2

)
K.

5.
∥∥K(12)

∥∥ 6 min{66 |K| d3/2, 16
√
d+ 49} and

∥∥K(12)(x, x′)
∥∥ 6 34 if dH(x, x′) 6 1.

6.
∥∥K(22)

∥∥ 6 16d+ 9.

In particular, for dH(x, x′) > 2d log(2) + 2 log
(

52d3/2smax

h

)
, we have

∥∥K(ij)(x, x′)
∥∥ 6 h

smax
.

To prove this result, we first present some bounds for the univariate Laplace kernel in Section F.3.3 before
applying these bounds in Section F.3.4.
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F.3.3 1D Laplace kernel

In the following κ(ij)(x, x′)
def.
= h

−i/2
x h

−j/2
x′ ∂ix∂

j
x′κ(x, x′).

Lemma F.6. We have

(i) κ(x, x′) = sech
(
dκ(x,x′)

2

)
6 2e−

1
2dκ(x,x′),

(ii)
∣∣κ(10)(x, x′)

∣∣ = 2
∣∣∣tanh

(
dκ(x,x′)

2

)
κ(x, x′)

∣∣∣ , and
∣∣κ(10)

∣∣ 6 2 |κ|.

(iii)
∣∣κ(11)

∣∣ 6 4 |κ|3 + 4 |κ|

(iv)
∣∣κ(20)

∣∣ 6 6 |κ| and −κ(20) > 2κ(x, x′)
(

1− 2 tanh
(
dκ(x,x′)

2

))
.

(v)
∣∣κ(12)

∣∣ 6 49 |κ|.

(vi) κ(22)(x, x) = 9 for all x.

Proof. We first state the partial derivatives of κ:

κ(x, x′) =
2
√
xx′

x+ x′
,

∂xκ(x, x′) =
x′(x′ − x)√
xx′(x+ x′)2

∂x∂x′κ(x, x′) =
−x2 + 6xx′ − (x′)2

2
√
xx′(x+ x′)3

∂2
xκ(x, x′) = −

(x′)2
(
(x+ x′)2 + 4x(x′ − x)

)
2 (xx′)

3/2
(x+ x′)3

= − (x′)2

2 (xx′)
3/2

(x+ x′)
− 2x′(x′ − x)

(xx′)
1/2

(x+ x′)3

∂x∂
2
x′κ(x, x′) =

x3 + 13x2x′ − 33x(x′)2 + 3(x′)3)

4x′(xx′)1/2(x+ x′)4

∂2
x∂

2
x′κ(x, x′) = −3x4 + 60x3x′ − 270x2(x′)2 + 60x(x′)3 + 3(x′)4

8xx′(xx′)1/2(x+ x′)5

(i)

κ(x, x′) = 2

(√
x

x′
+

√
x′

x

)−1

=
2

e−
dκ(x,x′)

2 + e
dκ(x,x′)

2

=
1

cosh(dκ(x,x′)
2 )

6 2e−
1
2dκ(x,x′),

46



(ii) We have, assuming that x > x′,

κ(10)(x, x′) = 2x∂xκ(x, x′) = 2
x′ − x
x+ x′

κ(x, x′)

= 2

(
1

x
x′ + 1

− 1

1 + x′

x

)
κ(x, x′)

= 2

(
1

1 + exp(dκ(x, x′))
− 1

1 + exp(−dκ(x, x′))

)
= 2

(
exp(−dκ(x, x′))− exp(dκ(x, x′))

2 + exp(dκ(x, x′)) + exp(dκ(x, x′))

)
=
−2 sinh(dκ(x, x′))

1 + cosh(dκ(x, x′))
κ(x, x′)

= −2 tanh(dκ(x, x′)/2)κ(x, x′),

(iii)

κ(11) = 4xx′∂x′∂xκ(x, x′) = 4xx′
4xx′ − (x− x′)2

2
√
xx′(x+ x′)3

= 4κ(x, x′)3 − 4(x− x′)2

(x+ x′)2
κ(x, x′)

= κ(x, x′)
(
4κ(x, x′)2 − 4 tanh2(dκ(x, x′)/2)

)
so
∣∣κ(11)

∣∣ 6 4 |κ|3 + 4 |κ|.
(iv)

κ(20) = 4x2∂2
xκ(x, x′) = −

4 (xx′)
1/2 (

(x+ x′)2 + 4x(x′ − x)
)

2(x+ x′)3

= −2κ(x, x′)

(
1 +

2x(x′ − x)

(x+ x′)2

)
so
∣∣κ20

∣∣ 6 6 |κ|. Also,

−κ(20) > 2κ(x, x′) (1− 2 tanh(dκ(x, x′)/2))

(v)

κ(12) = 2x(2x′)2∂x∂
2
x′κ(x, x′)

= κ(x, x′)

(
1 +

2v(5u2 − 18uv + v2)

(u+ v)3

)
so
∣∣κ(12)

∣∣ 6 49 |κ|.
(vi)

κ(22) = 16(xx′)2∂2
x∂

2
x′κ(x, x′)

= −3− 48xx′(x2 − 6xx′ + (x′)2)

(x+ x′)4

and κ(22)(x, x) = 9 .
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F.3.4 Proof of Theorem F.4

Let d`
def.
= dκ(x` + α`, x

′
` + α`) and note that dH(x, x′) =

√∑
` d2

` . Define g =
(
2 tanh(d`

2 )
)d
`=1

. We first
prove that

(i) |K(x, x′)| 6
∏d
`=1 sech(d`/2) 6

∏d
`=1

1
1+d2

`/8
6 1

1+ 1
8dH(x,x′)2 .

(ii)
∥∥K(10)(x, x′)

∥∥ 6 ‖g‖2 |K|.

(iii)
∥∥K(11)

∥∥ 6 |K|
(
‖g‖22 + 5

)
(iv)

∥∥K(20)
∥∥ 6 |K|

(
‖g‖22 + 6

)
and λmin

(
K(20)

)
> K

(
2− 3 ‖g‖22

)
.

(v)
∥∥K(12)

∥∥ 6 |K|
(
‖g‖32 + 16 ‖g‖2 + 49

)
(vi)

∥∥K(22)
∥∥ 6 16d+ 9.

The result would then follow because

• sech(x) 6 2e−x and sech(x) 6 (1 + x2/2)−1.

• |tanh(x)| 6 min{x, 1}, so ‖g‖ 6 min{dH(x, x′), 2
√
d},

For example,
∥∥K(12)

∥∥ 6 1
1+ 1

8dH(x,x′)2

(
dH(x, x′)3 + 16dH(x, x′) + 24

)
6 8dH(x, x′)+

√
8

2 +24 6 34 when
dH(x, x′) 6 1.

In the following, we write κ(ij)
`

def.
= κ(ij)(x` + α`, x

′
` + α`) and κ`

def.
= κ

(00)
` and Ki

def.
=
∏
j 6=i κj . Moreover,

we will make use of the inequalities for κ(ij) derived in Lemma F.6.
(i) We have

|K(x, x′)| 6
d∏
`=1

sech(d`) 6
d∏
`=1

(
1 +

d2
`

2

)−1

6
1

1 + dH(x, x′)2
.

(ii)

K(10)(x, x′) =
(
κ

(10)
` K`

)d
`=1

=⇒
∥∥∥K(10)(x, x′)

∥∥∥ 6 ‖g‖2 |K| .

(iii) For i 6= j ∣∣∣K(11)
ij

∣∣∣ =
∣∣∣κ(10)
i κ

(01)
j Kij

∣∣∣ 6 4 tanh

(
di
2

)
tanh

(
dj
2

)
|K| ,

and
∣∣∣K(11)

ii

∣∣∣ =
∣∣∣κ(11)
i Ki

∣∣∣ 6 5 |K|. So, given p ∈ Rd of unit norm,

〈K(11)p, p〉 =

d∑
i=1

∑
j 6=i

κ
(10)
i κ

(01)
j Kijpipj +

d∑
i=1

p2
iκ

(11)
i Ki

6 |K|

 d∑
i=1

∑
j 6=i

4 tanh(di/2) tanh(dj/2)pipj + 5

d∑
i=1

p2
i


6 |K|

(
‖g‖22 + 5

)
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(iv) For i 6= j,K(20)
ij = κ

(10)
i κ

(10)
j Kij , and

∣∣∣K(20)
ii

∣∣∣ =
∣∣∣κ(20)
i Ki

∣∣∣ 6 6 |K| and−K(20)
ii > 2K

(
1− 2 tanh

(
di
2

))
.

〈K(20)p, p〉 =

d∑
i=1

∑
j 6=i

κ
(10)
i κ

(10)
j Kijpipj +

d∑
i=1

p2
iκ

(20)
i Ki

6 |K|

 d∑
i=1

∑
j 6=i

4 tanh(di/2) tanh(dj/2)pipj + 6

d∑
i=1

p2
i


6 |K|

(
‖g‖22 + 6

)
,

and

〈−K(20)p, p〉 > K
(

2− 2 ‖g‖∞ − ‖g‖
2
2

)
(v) For i, j, ` all distinct,

K
(12)
ij` = κ

(10)
i κ

(01)
j κ

(01)
` Kij` 6 8 tanh

(
di
2

)
tanh

(
dj
2

)
tanh

(
d`
2

)
K,

for all i, `,

K
(12)
ii` = 8κ

(11)
i κ

(01)
` Ki` 6 10 tanh

(
d`
2

)
K

K
(12)
iji = κ

(11)
i κ

(01)
j Kij 6 10 tanh

(
dj
2

)
K,

K
(12)
ijj = κ

(10)
i κ

(02)
` Kij 6 12 tanh

(
di
2

)
K, and K(12)

iii = κ
(12)
i Ki 6 26K. So, for p, q ∈ Rd of unit norm,

∑
i

∑
j

∑
`

K
(12)
ij` pjp`qi =

∑
i

∑
j 6=i

∑
`

K
(12)
ij` pjp`qi +

∑
`

K
(12)
ii` pip`qi


=
∑
i

∑
j 6=i

 ∑
` 6∈{i,j}

K
(12)
ij` pjp`qi +K

(12)
iji pjpiqi +K

(12)
ijj p

2
jqi


+
∑
i

∑
` 6=i

K
(12)
ii` pip`qi +

∑
i

K
(12)
iii p2

i qi

6 |K|
(
‖g‖32 + 16 ‖g‖2 + 49

)
.

(vi)

∥∥∥K(22)(x, x)
∥∥∥ = sup

‖p‖=1

E[〈H−1/2
x ∇2ϕω(x)H−1/2

x p, H−1/2
x ∇2ϕω(x)H−1/2

x p〉]

6 sup
‖p‖=1

∑
i

∑
k 6=i

κ
(11)
i κ

(11)
k p2

i +
∑
i

∑
k 6=i

κ
(12)
i κ

(10)
k pipk +

∑
i

∑
k 6=i

∑
j 6∈{i,k}

κ
(11)
i κ

(10)
k κ

(01)
j pkpj

+
∑
i

∑
j 6=i

κ
(21)
i κ

(01)
j pjpi +

∑
i

κ
(22)
i p2

i

= sup
‖p‖=1

∑
i

∑
k 6=i

κ
(11)
i κ

(11)
k p2

i +
∑
i

κ
(22)
i p2

i

6 d
∥∥∥κ(11)

∥∥∥
∞

+
∥∥∥κ(22)

∥∥∥
∞

6 16d+
∥∥∥κ(22)

∥∥∥
∞
.

since κ(10)(x, x) = κ(01)(x, x) = 0, and κ(11)(x, x) = 4 from the proof of (iii) in Lemma F.6.
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G Tools

G.1 Probability tools
Lemma G.1 (Bernstein’s inequality ([8], Thm. 6)). Let x1, . . . , xn ∈ C be i.i.d. bounded random variables
such that Exi = 0, |xi| 6M and V ar(xi)

def.
= E[|xi|2] 6 σ2 for all i’s.

Then for all t > 0 we have

X

(
1

n

n∑
i=1

xi > t

)
6 4 exp

(
− nt2/4

σ2 +Mt/(3
√

2)

)
. (G.1)

Lemma G.2 (Matrix Bernstein ([10], Theorem 6.1.1)). Let Y1, ..., Ym ∈ Cd1,d2 be complex random matrices
with

EYj = 0, ‖Yj‖ 6 L, v(Yj) := max(
∥∥EYjY ∗j ∥∥ ,∥∥EY ∗j Yj∥∥) 6M

for each index 1 6 j 6 m. Introduce the random matrix

Z =
1

m

∑
j

Yj .

Then
P (‖Z‖ > t) 6 2(d1 + d2)e−

mt2/2
M+Lt/3 (G.2)

Lemma G.3 (Vector Bernstein for complex vectors [7]). Let Y1, . . . , YM ∈ Cd be a sequence of independent
random vectors such that E[Yi] = 0, ‖Yi‖2 6 K for i = 1, . . . ,M and set

σ2 def.
=

M∑
i=1

E ‖Yi‖22 .

Then, for all t > (K +
√
K2 + 36σ2)/M ,

P

(∥∥∥∥∥ 1

M

M∑
i=1

Yi

∥∥∥∥∥
2

> t

)
6 28 exp

(
− Mt2/2

σ2/M + tK/3

)

Lemma G.4 (Hoeffding’s inequality ([9], Lemma G.1)). Let the components of u ∈ Ck be drawn i.i.d. from
a symmetric distribution on the complex unit circle or 0, consider a vector w ∈ Ck. Then, with probability at
least 1− ρ, we have

P (|〈u, w〉| > t) 6 4e
− t2

4‖w‖2 (G.3)

Lemma G.5. [10, Theorem 4.1.1] Let the components of u ∈ Rk be a Rademacher sequence and let Y1, . . . , YM ∈
Cd×d be self-adjoint matrices. Set σ2 def.

=
∥∥∥∑M

`=1 Y
2
`

∥∥∥. Then, for t > 0,

P

(∥∥∥∥∥
M∑
`=1

u`Y`

∥∥∥∥∥ > t

)
6 2d exp

(
− t2

2σ2

)
. (G.4)

We were only able to find a reference for this result in the case where u is a Rademacher sequence, however,
by the contraction principle (see [6, Theorem 4.4]), a similar statement is true for Steinhaus sequences (we write
only for the case of real symmetric matrices because this is all we require in this paper, but of course, the same
argument extends to complex self-adjoint matrices):
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Corollary G.1. Let the components of u ∈ Ck i.i.d. from a symmetric distribution on the complex unit circle
or 0 and let B1, . . . , BM ∈ Rd×d be symmetric matrices. Set σ2 def.

=
∥∥∥∑M

`=1B
2
`

∥∥∥. Then, for t > 0,

P

(∥∥∥∥∥
M∑
`=1

u`B`

∥∥∥∥∥ > t

)
6 4d exp

(
− t2

4σ2

)
. (G.5)

Proof. By the union bound,

P

(∥∥∥∥∥
M∑
`=1

u`B`

∥∥∥∥∥ > t

)
6 P

(∥∥∥∥∥
M∑
`=1

Re (u`)B`

∥∥∥∥∥ >
t√
2

)
+ P

(∥∥∥∥∥
M∑
`=1

Im (u`)B`

∥∥∥∥∥ >
t√
2

)
.

By the contraction principle [6, Theorem 4.4],

P

(∥∥∥∥∥
M∑
`=1

Re (u`)B`

∥∥∥∥∥ >
t√
2

)
6 P

(∥∥∥∥∥
M∑
`=1

ξ`B`

∥∥∥∥∥ >
t√
2

)
where ξ is a Rademacher sequence, and the same argument applies to the case of Im (u`). Therefore by Lemma
G.5, we have P

(∥∥∥∑M
`=1 u`B`

∥∥∥ > t
)
6 4d exp

(
− t2

4σ2

)
.

G.2 Linear algebra tools
The following simple lemma will be handy.

Lemma G.6. For 1 6 i, j 6 s, take any scalars aij ∈ R, vectors Qij , Rij ∈ Rd and square matrices
Aij ∈ Rd×d.

1. Let M ∈ Rsd×sd be a matrix formed by blocks :

M =

A11 . . . A1s

...
. . .

...
As1 . . . Ass


Then we have

‖M‖block = sup
‖x‖block=1

‖Mx‖block 6 max
16i6s

s∑
j=1

‖Aij‖ (G.6)

Now, let P ∈ Rsd×s be a rectangular matrix formed by stacking vectors Qij ∈ Rd:

M =

Q11 . . . Q1s

...
. . .

...
Qs1 . . . Qss


Then,

‖M‖∞→block 6 max
16i6s

s∑
j=1

‖Qij‖2 ,
∥∥M>∥∥block→∞ 6 max

16i6s

s∑
j=1

‖Qji‖2 (G.7)

2. Consider A ∈ Rs(d+1)×s(d+1) decomposed as

M =



a11 . . . a1s Q>11 . . . Q>1s
...

. . .
...

...
. . .

...
as1 . . . ass Q>s1 . . . Q>ss
R11 . . . R1s A11 . . . A1s

...
. . .

...
...

. . .
...

Rs1 . . . Rss As1 . . . Ass


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Then,

‖M‖ 6
√∑

i,j

a2
ij + ‖Qij‖2 + ‖Rij‖2 + ‖Aij‖2,

‖M‖Block 6 max
i
{
∑
j

|aij |+ ‖Qij‖,
∑
j

‖Rij‖+ ‖Aij‖}

Proof. The proof is simple linear algebra.

1. Let x be a vector with ‖x‖block 6 1 decomposed into blocks x = [x1, . . . , xs] with xi ∈ Rd, we have

‖Mx‖2block = max
16i6s

∥∥∥∥∥∥
s∑
j=1

Aijxj

∥∥∥∥∥∥ 6 max
i

∑
j

‖Aij‖ ‖xj‖ 6 max
i

∑
j

‖Aij‖

2. Similarly,

∥∥M>x∥∥∞ = max
16i6s

∥∥∥∥∥∥
s∑
j=1

Q>jixj

∥∥∥∥∥∥ 6 max
i

∑
j

‖Qji‖ ‖xj‖ 6 max
i

∑
j

‖Qji‖

Then, taking x ∈ Rs such that ‖x‖∞ 6 1, we have

‖Mx‖block = max
16i6s

∥∥∥∥∥∥
s∑
j=1

xjQij

∥∥∥∥∥∥ 6 max
i

∑
j

‖Qij‖

3. Taking x = [x1, . . . , xs, X1, . . . , Xs] ∈ Rs(d+1) with ‖x‖ = 1, we have

‖Mx‖2 =

s∑
i=1

 s∑
j=1

aijxj +Q>ijXj

2

+

∥∥∥∥∥∥
s∑
j=1

Rijxj +AijXj

∥∥∥∥∥∥
2

6
s∑
i=1

‖x‖
√√√√ s∑

j=1

a2
ij + ‖Qij‖2

2

+

‖x‖
√√√√ s∑

j=1

‖Rij‖2 + ‖Aij‖2
2

6
∑
i,j

a2
ij + ‖Qij‖2 + ‖Rij‖2 + ‖Aij‖2

Now, if ‖x‖Block = 1, we have

‖Mx‖Block = max
i

∣∣∣∣∣∣
s∑
j=1

aijxj +Q>ijXj

∣∣∣∣∣∣ ,
∥∥∥∥∥∥

s∑
j=1

Rijxj +AijXj

∥∥∥∥∥∥


6 max
i

 s∑
j=1

|aij |+ ‖Qij‖ ,
s∑
j=1

‖Rijxj +AijXj‖


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positive measures. Journal of Fourier Analysis and Applications, 23(5):1153–1194, 2017.
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