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A Proofs for §5

A.1 Proofs of Theorem 1

Proof of Theorem 1. Assume that MF-MI-Greedy ter-
minates within & episodes. Let us use E1, ... K
to denote the sequence of actions selected by MF-
MI-Greedy, where £U) := £0) U {(x,m)U)} denotes
the sequence of actions selected at the ;'™ episode.
Further, let Ag ) be the cost of the 4t episode, and

Ag) = Ag) — Am the cost of lower fidelity actions of
the j*" episode. The budget allocated for the target
fidelity is kAm = A — °F_ A¥). By definition of the
cumulative regret (Eq. (5.2)), we get
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The first term on the R.H.S. of Eq. (A.1) represents
the regret incurred from exploring the lower fidelity ac-
tions, while the second term represents the regret from
the target fidelity actions (chosen by SF-GP-OPT).

According to the stopping condition of Algorithm 2 at
Line 8, we know that when Explore-LF terminates at
episode j, the selected low fidelity actions £ satisfy
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where yg:j )= i:l yé“) denotes the observations ob-

tained up to episode j, and 3; specifies the stopping
condition of Explore-LF at episode j. Therefore
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where step (a) is because oy = maxp a(B) > Bi for
J

j € [k]. Recall that 81 = 0(\1/K) Therefore,
ic S QAL (A.3)

Note that the second term of Eq. (A.1) is the re-
gret of MF-MI-Greedy on the target fidelity. Since
all the target fidelity actions are selected by the
subroutine SF-GP-OPT, by assumption, we know
Sy (= fm (@9)) = VCymFA, < V/Cymh.
Combining this with Eq. (A.3) completes the
proof. O

A.2 Proof of Corollary 2

To show that running MF-MI-Greedy with subroutine
GP-UCB (Srinivas et al., 2010), EST (Wang et al.,
2016), or GP-MI (Contal et al., 2014) in the optimiza-
tion phase is no-regret, it suffices to show that the can-
didate subroutines GP-UCB, EST, and GP-MI satisfy
the assumption on SF-GP-OPT as provided in Theo-
rem 1. From the references above we know that the
statement is true.



