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1 Additional Proofs

Lemma 1.1. We can express ΣŷS
equivalently as fol-

lows,
ΣŷS

= I + ΠS (
∑n

i=1 αiLGi)
−1 Π>S

Proof. Let

Lw =
n∑

i=1
αiLGi

denote the weighted sum of Laplacians. Then

Σ−1
ŷS

(
I + ΠSL

−1
w Π>S

)
=
(
I − ΠS (IS + Lw)−1 Π>S

)
(
I + ΠSL

−1
w Π>S

)
=I − ΠS (IS + Lw)−1 Π>S

+ ΠSL
−1
w Π>S

− ΠS (IS + Lw)−1
ISL

−1
w Π>S

=I − ΠS (IS + Lw)−1 Π>S
+ ΠS (IS + Lw)−1 (IS + Lw)L−1

w Π>S
− ΠS (IS + Lw)−1

ISL
−1
w Π>S

=I − ΠS (IS + Lw)−1 Π>S
+ ΠS (IS + Lw)−1

LwL
−1
w Π>S

=I.

Lemma 1.2. Let B and W denote the edge-
vertex incidence matrix, and the diagonal weight
matrix of

∑
i αiLGi . Let M be the matrix[

I,ΠS(
∑

i αiLGi
)−1BW

1
2

]
. Then MM> = ΣŷS

,

and thus,

Tr(ΣŷS
ΠSL

−1LGi
L−1Π>S )

= Tr((L−1Π>SM)>LGi
(L−1Π>SM))

1Equal contribution

Proof. We have BWB> =
∑

i αiLGi . Thus,

MM> = I + ΠS(
∑

i

αiLGi
)−1BWB>(

∑
i

αiL
−1
Gi

Π>S

= I + ΠS(
∑

i

αiLGi
)−1Π>S = ΣŷS

.

The claim about Tr(·) follows due to the cyclic property
of the trace operator.
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