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Preface

This volume contains the papers presented at the 19th International Conference
on Logic for Programming, Artificial Intelligence and Reasoning (LPAR-19),
held during December 14-19, 2013, in Stellenbosch, South Africa.

Following the call for papers, LPAR-19 received a record number of 152 sub-
missions, materializing in 136 submissions with authors representing 31 different
countries. Each submission was reviewed by at least three of the 37 Program
Committee (PC) members. The PC was assisted by 174 additional reviewers and
decided to accept 44 regular papers and eight tool descriptions and experimental
papers. Once again the EasyChair system provided an indispensable platform
for all matters related to the reviewing process, production of these proceedings,
program and Web page generation, and registration of participants.

A record number of workshops were collocated with LPAR-19. The Interna-
tional Workshop on Algebraic Logic in Computer Science was organized by Clint
van Alten of the University of the Witwatersrand and Petr Cintula and Carles
Noguera of the Academy of Sciences of the Czech Republic. The 2nd Workshop
on Automata, Logic, Formal languages, and Algebra (ALFA 2013) was organized
by Volker Diekert, Manfred Kufleitner, and Michael Matthiesen of the Univer-
sity of Stuttgart. The 7th International Workshop on Analytic Proof Systems
(APS-7) was organized by Matthias Baaz and Christian Fermiiller of the Vienna
University of Technology. The 10th International Workshop on the Implementa-
tion of Logics (IWIL-10) was organized by Stephan Schulz of the TU Miinchen,
Geoff Sutcliffe of the University of Miami, and Boris Konev of the University of
Liverpool. The First Workshop on Logics and Reasoning for Conceptual Models
was organized by Maria Keet of the University of KwaZulu-Natal, Diego Cal-
vanese of the Free University of Bolzano, and Szymon Klarman and Arina Britz
of the CSIR-Meraka Institute in Pretoria. We were fortunate in having Laura
Kovacs (Chalmers University of Technology) again as the LPAR-19 workshop
chair.

Another key person in the LPAR community is Geoff Sutcliffe. This year, in
his 5th LPAR organization, he teamed up with Bernd Fischer of the University
of Stellenbosch. We thank them for the excellent organization.

LPAR-19 is greatful for the generous support by Microsoft Research, IBM
South Africa, and VAS Tech.

October 2013 Ken Mcmillan
Aart Middeldorp
Andrei Voronkov
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Abstract. The fragment of propositional logic known as Horn theories
plays a central role in automated reasoning. The problem of enumerating
the maximal models of a Horn theory (MAXMoD) has been proved to be
computationally hard, unless P = NP. To the best of our knowledge, the
only algorithm available for it is the one based on a brute-force approach.
In this paper, we provide an algorithm for the problem of enumerating
the maximal subsets of facts that do not entail a distinguished atomic
proposition in a definite Horn theory (MAXNOENTAIL). We show that
MaxMob is polynomially reducible to MAXNOENTAIL (and vice versa),
making it possible to solve also the former problem using the proposed
algorithm. Addressing MAXMobD via MAXNOENTAIL opens, inter alia,
the possibility of benefiting from the monotonicity of the notion of entail-
ment. (The notion of model does not enjoy such a property.) We also dis-
cuss an application of MAXNOENTAIL to expressiveness issues for modal
logics, which reveals the effectiveness of the proposed algorithm.

Keywords: Horn theory, entailment, satisfiability, enumeration prob-
lems, modal logics.
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2 L. Aceto et al.

1 Introduction

Propositional logic is the most basic tool in computer science and artificial in-
telligence. Despite its limited expressive power, it allows one to formalize several
interesting scenarios. In particular, the fragment of propositional logic known as
Horn theories [I] plays a central role in the search for efficient reasoning meth-
ods thanks to its good computational properties: the entailment problem can be
solved in linear time [2I3], while it is NP-complete for full propositional logic.
A Horn theory is a conjunction of clauses (that is, disjunctions of literals) such
that every clause has, at most, one positive literal.

Horn theories can be applied to a number of different fields, such as plan-
ning [4], case based reasoning [5], or diagnosis [6]. A common problem is that
of enumerating the models of a given theory with a particular property, e.g.,
maximality or minimality. As an example, the concepts of propositional circum-
scription and minimal/maximal diagnosis are related to this problem [7|§]. A
model of a Horn theory is a truth assignment for all its atomic propositions that
satisfies the theory. A model is maximal if extending its set of true propositions
has the effect of losing the property of being a model. The problem of enumerat-
ing the maximal models of a given Horn theory, called here MAXMOD, has been
studied in [9]. Since the problem has, in general, an output whose dimension
(number of solutions returned) is exponential in the size of the input, one can
hope, at best, to have an output-polynomial algorithm, that is, an algorithm
whose complexity is polynomial in the size of both input and output. (A survey
on the relationship between the output complexity hierarchy and the classical
complexity hierarchy can be found in [I0/I1].) In [9], it has been proved that,
unless P=NP, no output-polynomial algorithm can be devised for MAXMOD.
This discouraged further investigation in the search for efficient algorithms for
MAXMoOD. As a consequence, to the best of our knowledge, the only algorithm
available for it is the one based on a brute-force approach. It explores the space
of truth assignments over the set of atomic propositions searching for maximal
models. The trivial way to do so is in two steps: first, by identifying those as-
signments that are models, and then by checking them for maximality. Since the
number of assignments is the size of the powerset of the set of propositions, the
algorithm runs in exponential time.

In this paper, we establish a connection between MAXMOD and the problem
of enumerating all maximal subsets of atomic propositions (facts) that do not
entail a distinguished proposition in a given definite Horn theory (a theory where
all clauses contain exactly one positive literal). The outcome of the latter prob-
lem, called here MAXNOENTAIL, can be intuitively interpreted as follows: all
maximal sets of facts that do not have atomic proposition X as a consequence.
We show that MAXMOD and MAXNOENTAIL are polynomially equivalent; thus,
every algorithm for MAXNOENTAIL is also an algorithm for MAXMoOD. It is
worth noticing that the notion of entailment is monotone: if a set of facts entails
a proposition, also each of its extensions does. Consequently, in order to check
the maximality of a set F' of facts that do not entail a given proposition X in
a definite Horn theory, it is enough to check that every extension obtained by
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adding a single new proposition to F' does entail X. On the other hand, the
notion of model (and thus the notion of non-model) does not enjoy a similar
property and thus, in order to verify the maximality of a model M of a Horn
theory, it is necessary to verify that all the valuations extending M (i.e., the
valuations for which the set of true propositions is an extension of the set of
true propositions of M) are not models of the theory. Thanks to the mono-
tonicity of entailment, the brute-force algorithm for MAXNOENTAIL performs
better than the brute-force approach for MAXMOD. Thus, reducing MAXMoOD
to MAXNOENTAIL immediately gives us a faster, yet trivial, solution to MAX-
Mob. Furthermore, we present an alternative algorithm for MAXNOENTAIL that
performs better than the brute-force approach, as it minimizes the number of
candidate solutions that are tested before producing the next solution.

Another benefit resulting from approaching MAXMOD via MAXNOENTAIL is
that the latter problem is closely related to expressiveness issues for modal logics
[12]. Indeed, such a relation between Horn theories and modal logics motivated
this study in the first place [I3J14]. A major issue in modal logic is that of finding
out which modalities can be expressed in terms of others, in order to classify
all expressively different sub-logics with respect to, e.g., expressive power or
complexity of the satisfiability problem. A common approach to this problem
consists of two steps: first, identifying as many inter-definabilities as possible,
and then trying to prove completeness of such a set of inter-definabilities. The
second step has two possible outcomes: either one is able to prove completeness,
or the failure in proving it might suggest new inter-definabilities, giving rise
to a new, extended set of inter-definabilities to be checked for completeness.
In any case, the second step requires the identification of all maximal subsets
of modalities that, within the current set of known inter-definabilities, do not
express a specific modality. Since a set of inter-definabilities between modalities
can be thought of as a definite Horn theory (where atomic propositions play the
role of the modalities), identifying such maximal subsets of modalities amounts
to solving MAXNOENTAIL. We provide empirical evidence that the proposed
algorithm for MAXNOENTAIL is particularly efficient when applied to the study
of the expressive power of modal logics, as described above, allowing us to solve
instances that were intractable with the brute-force approach.

The paper is organized as follows. In Section 2] we give the preliminaries.
In Section Bl we prove that MAXMoD and MAXNOENTAIL are polynomially
equivalent. We also present there the brute-force algorithm for MAXNOENTAIL,
that gives us a more efficient solution for MAXMoD. In Section @l we present
an alternative algorithm for MAXNOENTAIL and we prove its correctness. In
Section [l we give evidence of the effectiveness of the proposed method when
applied to expressiveness issues for modal logics. Finally, in Section Bl we give
an assessment of the work and outline future research directions.

2 Preliminaries

Throughout the paper, P denotes a finite, non-empty set of atomic propositions.
A Boolean expression over P is a formula built using propositions from P and



4 L. Aceto et al.

the classic Boolean operators of negation, conjunction, and disjunction. Every
Boolean expression can be transformed into an equivalent formula in conjunctive
normal form (CNF), where the outermost operator is the conjunction and each
conjunct is a disjunction of literals, that is, atomic propositions (positive literals)
or their negation (negative literals). A Horn theory (or Horn expression) over P is
a Boolean expression over P in CNF whose conjuncts have at most one positive
literal. Conjuncts of a Horn theory are referred to as clauses. It is common
practice to think of a Horn theory K as the set {d1,...,d;} of its clauses. The
atomic propositions occurring negated in a clause are called antecedents of the
clause; the positive literal, if any, is called consequent of the clause. A clause
6 = —AL V...V ALV A of a Horn theory can be seen as the implication of
the consequent by the antecedents, written as A%, ... ,Aim = A’. A clause with
exactly one literal is a fact. A clause —Abv.. .\/—\Ajn1 with no positive literal can
be seen as Aj,..., A, = L. Thus, it is useful to think of L as a distinguished
atomic proposition in P, whose truth value is 0 in each truth assignment (see
below for a formal definition of the notion of assignment). A theory in which
every clause contains exactly one positive literal is said to be definite. Given a
clause §, we denote by ants its set of antecedents, and by conss the singleton
containing the consequent. Finally, by HTp (resp., DHTp), we denote the set
of all (resp., definite) Horn theories over the set of atomic propositions P.

An assignment M over P is defined as a function M : P — {0, 1}, assigning
a truth value to every proposition in P. An assignment M over P is a model of
a Horn theory K € HTp, denoted by M = K, if and only if it satisfies all the
clauses of K. A Horn theory is satisfiable if and only if there exists a model for it.
Moreover, we say that IC entails a literal I, denoted =i [, if and only if LU {-l}
is not satisfiable. Here, we are mainly interested in entailment of positive literals.
Given a Horn theory K € HTp, a subset of P is also referred to as a fragment
(of P). Thus, a fragment is a set of positive literals. Given a fragment F of P,
a positive literal X € P, and a Horn theory K € HTp, we say that F' entails
X in K, denoted by F x X, if and only if K U F U {—=X} is unsatisfiable,
that is, every model M of L U F' is such that M (X) = 1. Given an assignment
M over P, we define the fragment induced by M, denoted by n(M), as the one
containing exactly the propositions that are true in M. On the other hand, given
a fragment F' of P, the assignment induced by F, denoted by u(F), is obtained
by setting to 1 the propositions in F', and to 0 the ones in P \ F. It obviously
holds that F' = n(u(F)) and M = p(n(M)), for each fragment F' of P and for
each assignment M over P. The notion of entailment can now be extended from
fragments to assignments: M entails X in K, denoted by M |=x X, if and only
if n(M) =k X . Similarly, the order over fragments induced by the set inclusion
operation C can be extended to assignments as follows: M < M’ if and only
if n(M) C n(M"). Notice also that entailment is monotonic: if F' =x X (resp.,
M Ex X) holds for some fragment F' (resp., model M), then F’' =x X (resp.,
M’ =k X) holds for every F” such that F' C F’ (resp., M’ such that M < M").

Given a Horn theory K, a model M of K is mazimal if and only if M’ }~= K for
every assignment M’ such that M < M’. A fragment F is X -incomplete in K if
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proc BrRuTeForceEMAaxMob (P, K)

S+ 0
for each assignment M over P proc BRUTEFoRCEMAXNoOENTAIL (P, K, X)
do S« 0
if M =K for F C P
{ then § + SU{M} do
for M € S if F e X
do then
if AIM' €S st. M < M’ if VA € P\ F it holds F U {A} = X
then S «+ S\ {M} then S + SU{F}
return S return S

Fig.1. The brute-force algorithm for MaxMobD (left-hand side), and the one, more
efficient, for MAXNOENTAIL (right-hand side)

and only if F £ X, and it is mazimally X -incomplete in K if and only if it is
X -incomplete in K and F’ =x X for every fragment F” such that FF C F’'. We
will sometimes omit the specification of the Horn theory if it is clear from the
context. Clearly, the monotonicity of entailment implies the monotonicity of X-
incompleteness (if F' is X-incomplete, then each of its subsets is X-incomplete,
as well). Therefore, the notion of maximal incompleteness can be rephrased in
the following equivalent way: F' is maximally X-incomplete if and only if it is X-
incomplete and F'U {A} = X for each A € P\ F. On the contrary, the notion
of model of a generic theory does not enjoy such a property. As an example,
consider the theory K, featuring the only clause A, B = C" the assignment M,
which sets all the propositions to 0, is a model of IC; the assignment M’ which
extends the set of true propositions of M by setting A and B to 1, is not a model
of K; the assignment M”, which in turn extends the set of true propositions of
M’ by setting also C to 1, is another model of K.

We are now ready to formally define the enumeration problems MAXMOD
and MAXNOENTAIL, that are the aim of this study.

Definition 1. Given a set of atomic propositions P and a Horn theory K €
HTp, the problem MAXMOD is defined as the problem of enumerating all and
only the assignments over P that are mazximal models of KC. Similarly, given a
set of atomic propositions P, a definite Horn theory K € DHTp, and a distin-
guished atomic proposition X € P, the problem MAXNOENTAIL is defined as the
problem of enumerating all and only the fragments F of P that are mazimally
X -incomplete in K.

For the sake of completeness, before concluding the section we provide, in
Fig. [ left-hand side, the pseudo-code of a trivial, brute-force algorithm for
MAXMoOD. It is clear that the algorithm described there is highly inefficient,
and obviously not output-polynomial (in [9] it is proven that, unless P=NP, no
output-polynomial algorithm exists for this problem): even if the set of solutions
is small, or even empty, the algorithm requires an exponential number of steps.
Moreover, the algorithm performs two iterations: the one on the space of the val-
uations over P, whose size is exponential in the one of the input, and the other on
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the space of the models of the Horn theory I, whose size is possibly exponential
in the one of the input, as well. In what follows, we first present a brute-force
algorithm for MAXNOENTAIL (see Fig.[I] right-hand side) that, thanks to the
monotonicity of entailment, avoids the second iteration step, thus having bet-
ter performance than the one for MAXMOD. Then, we propose a more efficient
solution for MAXNOENTAIL. Since, as we will show, MAXMOD is polynomially
reducible to MAXNOENTAIL, the proposed algorithms for MAXNOENTAIL apply
to MAaxMob, too.

3 Solving MAXMoOD through MAXNOENTAIL

In this section, we provide a polynomial reduction from MAXMOD to MAX-
NOENTAIL, and the other way around. This allows us to employ the brute-force
algorithm for MAXNOENTAIL, depicted in Fig. [l (right-hand side), to solve M AX-
MoD, thus obtaining a more efficient, yet trivial, solution for it that benefits from
the monotonicity of entailment. A MAXMOD instance is a pair (P,K), where
P is a set of propositions and K € HTp. A MAXNOENTAIL instance is a triple
(P,K,X), where P is a set of propositions, K € DHTp, and X € P. In what
follows, we define the functions 7 and ~ that are used to transform MAXMOoOD
instances into MAXNOENTAIL ones, and vice versa.

Definition 2. 7 : HTp — DHTpy(x), where X is a distinguished atomic
proposition not belonging to P, is defined as follows: for each Horn theory K €
HTp, 7(K) is the smallest theory such that: (i) for each clause 6 € KC that con-
tains one positive literal, 6 belongs to T(K), and (ii) for each clause § € K of the
type ants = L (i.e., § does not contain positive literals), the clause ants = X
belongs to 7(K). v: DHTp x P — HTp is defined as follows: for each definite
Horn theory K € DHTp and proposition X € P, v(K,X) =K U {=X}.

Our goal is to show that, for every MAXMOD instance (P, K), with X ¢ P,
the set of solutions of MAXMoOD on (P, K) coincides with the set of solutions
of MAXNOENTAIL on (P U {X},7(K), X), and that, for every MAXNOENTAIL
instance (P, K, X), the set of solutions of MAXNOENTAIL on (P, K, X) coin-
cides with the set of solutions of MAXMOD on (P, (K, X)). Let us give, first, a
technical lemma.

Lemma 1. Let K € HTp and A € P. The following results hold.

(a) Let F be a fragment of P that is mazimally X -incomplete in K. Then, A € F
if and only if F Ex A.
(b) Let M be a model of K. Then, M(A) =1 if and only if M |=x A.

Proof. (@) Let F' be a fragment of P that is maximally X-incomplete in K.
If A € F, then F U {-A} is unsatisfiable, and therefore F' = A follows by
the definition of entailment. To prove the converse implication, let us suppose,
for the sake of contradiction, that F' =x A and A ¢ F. By the definition of
entailment, it follows that KX U F'U {—A} is unsatisfiable, that is, every model
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M of KU F is such that M (A) = 1. Since F is X-incomplete, F' f~x X holds,
which means that K U F U {—X} is satisfiable. Now, consider a model M that
satisfies £ U F'U {—=X}. Clearly, it satisfies L U F, as well. Thus, we have that
M(A) = 1. Then, CUFU{A}U{—X} is satisfiable, which implies FU{A} £k X,
contradicting the assumption that F' is maximally X-incomplete.

(@) Let M be a model of K. If M(A) = 1, then A € (M), which, in turn,
implies n(M) =k A, and thus M =x A. To prove the converse implication, let
us assume that M =i A. By the definition of entailment, n(M) UK U {-A} is
unsatisfiable. This means that each model of K Un(M) is such that M (A) = 1.
Since M is a model of IC (by our assumption) and M is a model of n(M) (by
the definition of n(M)), it follows that M (A) = 1, which was to be shown. O

Let us denote by M p k) the set of solutions for MAXMOD on the generic
instance (P, K) and by Zip x x) the set of solutions for MAXNOENTAIL on the
generic instance (P, IC, X). In the following two lemmas, we prove that MAXxMoD
is reducible to MAXNOENTAIL (Lemma [2) and vice versa (Lemma [)).

Lemma 2. Let (P,K) be a generic instance of MAXMOD, with X ¢ P. Then,
Mp ey = {u(F) | F € Lipuixyri).x) -

Proof. We proceed in two steps: first, we show that u(F) € M p k), for each
F € Tipugxy,r(x),x); then, we prove that, for each model M € M p k), there
exists a fragment F' € Zpux},-(k),x) such that u(F) = M.

To prove the former claim, let us assume F' € Zipy(x},r(k),x), Which means
that F' is maximally X-incomplete in 7(K). We want to show that u(F') belongs
to Mp k), that is, u4(F) is a maximal model for K.

— To prove that p(F') is a model of K, i.e., u(F) = K, let § be a clause of K.
We shall argue show that p(F') satisfies 6. We distinguish two cases.

e § is of the form ants = A, for some A € P.If u(F') does not satisfy ants,
then we are done. Assume that u(F) does satisfy ants. We shall show
that pu(F)(A) = 1. Since u(F) satisfies ants, we have that ants C F.
This means that {0} U F'U {-A} is unsatisfiable and thus F' =) A
holds, because § is also a clause of 7(KC), by construction. By Lemma
@), A € F and therefore pu(F)(A) = 1, as claimed.

e 0 is of the form ants = 1. We claim that p(F) does not satisfy ants.
To see this, let us assume, towards a contradiction, that u(F) satisfies
ants. Then, ants C F. By construction of 7(K), the clause ants = X
belongs to 7(K). Now, we have that {0} U F U {-X} is unsatisfiable and
thus F' |=; (k) X holds, contradicting the X-incompleteness of F.

Since p(F') satisfies each clause of IC, we have that u(F') |= K holds.

— To prove the maximality of u(F), let us assume, towards a contradiction,
that there exists a model M of K such that u(F) < M. By the definition
of n(-), this implies F C n(M). We claim that n(M) is X-incomplete in
7(K), thus obtaining a contradiction with the fact that F' is maximally X-
incomplete. Indeed, since M is a model of K, it does not satisfy any of the
sets ants, where 6 € K is of the form ants = L. Thus, n(M) < ants, for
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every 6 € 7(K) of the form ants = X, which yields n(M) W X. This,
in turn, means that n(M) is X-incomplete in 7(K), which contradicts the
maximality of F.

To complete the proof, let us consider a model M € M p k), that is, M is
a maximal model of K. Our aim is to show that there exists a fragment F' €
I(PU{X},T(IC),X} such that /,(,(F) = M. We claim that U(M) S I(PU{X},T(IC),X>~
Since u(n(M)) = M, the thesis follows from this claim. First, we prove that n(M)
is X-incomplete in 7(K), i.e., n(M) =, k) X. To this end, let M’ be the valuation
over P U {X} obtained from M as follows: M'(Y) = M(Y) for each Y € P and
M'(X) = 0. It is easy to see that M’ is a model for 7(K) U n(M) U {-X}.
Thus, 7(K) Un(M) U{-X} is satisfiable, which implies 7(M) ;) X. Now,
in order to prove that n(M) is maximally X-incomplete, we have to show that
n(M)U{A} Frkc) X, foreach A € (PU{X})\n(M).If A = X, the thesis trivially
follows from the definition of entailment. Otherwise, let us suppose, towards a
contradiction, that n(M) U {A} &, x) X, for some A € (PU{X})\n(M), with
A # X. This means that 7(K) Un(M) U {A} U {-X} is satisfiable. Let M’ be a
model for it. Since M’ is a model of 7(K) and M'(X) = 0, it is also a model of
K (by construction of 7(K), X syntactically replaces the symbol L). Moreover,
it is easy to convince oneself that n(M’) D n(M) U {A}. Thus M’ is a model
of I such that M < M’, contradicting the maximality of M. Hence n(M) is
maximally X-incomplete in 7(K), and the thesis follows. O

Lemma 3. Let (P,K,X) be a generic instance of MAXNOENTAIL. Then,
Zip,xy ={nM) | M € Mp xc,x)}-

Proof. We prove the statement in two steps: first, we show that n(M) € Zip k. x),
for each M € M p . (x,x)); then, we show that, for each fragment F' € Zip x x,
there exists a model M € M p i, x)y such that n(M) = F.

To prove the former claim, let us assume M € M p ,(x x)), which means
that M is a maximal model of v(K, X). As a preliminary step, we observe that,
by construction of (K, X), every model of (K, X) is also a model of K. We
want to show that n(M) belongs to Zip x xy, that is, n(M) is maximally X-
incomplete in K. First, we show that n(M) is X-incomplete in K, and then that
it is maximally X-incomplete in K. To show the X-incompleteness of n(M),
suppose, towards a contradiction, that n(M) Ex X. This means that M Ex X
and, by Lemma [Ii[D) and by the fact that M is also a model of K, it follows that
M(X) = 1, which implies that M is not a model of v(X, X). This contradicts
the assumption that M € M p (x,x))- So, we have that n(M) is X-incomplete
in K. Now, suppose, towards a contradiction, that n(M) is not maximally X-
incomplete. Thus, n(M)U{A} Fx X holds, for some A € P\ n(M). This means
that KUn(M)U{A} U{-X} is satisfiable. Let M’ be a model for it. Since M’
satisfies K and {-X}, it is also a model of (K, X). Moreover, it is easy to see
that n(M) C n(M’). Thus, M’ is a model of v(K, X) such that M < M’, which
contradicts the maximality of M.

To complete the proof, let us consider a fragment F' € Zip x x), that is, F'
is maximally X-incomplete in K. Our goal is to show that there exists a model
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M € Mp .k, x) such that n(M) = F. We claim that u(F) € Mp ik, x))-
Since n(u(F')) = F, the thesis follows from this claim. First, we show that u(F')
is a model of v(K, X). By construction, y(K, X) = KU{—-X}. By Lemmal[Il@) and
by the assumption that F' is maximally X-incomplete, it follows X ¢ F', which
means that p(F)(X) = 0. Thus, u(F') satisfies { X }. Now, let us show that pu(F')
also satisfies K. Let § be a generic clause in . It is of the form A4,..., A, = A.
We distinguish two cases. If A; ¢ F for some ¢ € {1,...,m}, then u(F)(A;) =0,
which means that ¢ is satisfied by u(F'). Otherwise, {A41,..., A} C F, which
means that F' x A. Therefore, by Lemma [i@), A € F, which implies that
w(F)(A) = 1. So, u(F) = d and, since ¢ was chosen arbitrarily, u(F') is a model
of K. Since we showed that it is also a model of {—X}, we have that u(F) is a
model of v(K, X). To prove the maximality of u(F'), let us suppose, towards a
contradiction, that there exists a model M’ of (K, X), such that u(F) < M’,
which means F' C n(M’). Since M’ is a model of (X, X), it is both a model
of K and {—X}. In particular, the latter implies M’(X) = 0. By Lemma [I}(0),
M’ £k X holds, which means n(M’) e X. Thus, n(M’) is a fragment that is
X-incomplete in K such that F' C n(M’). This contradicts the assumption that
F' is maximally X-incomplete. Hence, u(F') is a maximal model of v(K, X). O

The following theorem follows from Lemma 2] Lemma [3, and Definition 2
Theorem 1. MAXMOD and MAXNOENTAIL are polynomially equivalent.

Thanks to the above reduction, it is possible to use the brute-force algo-
rithm for MAXNOENTAIL, depicted in Fig. [l right-hand side, to solve MAX-
MobD. While it is still based on a brute-force approach, such an algorithm turns
out to be much more effective than the one described in Fig. [l left-hand side.
Indeed, in searching for fragments that are maximally X-incomplete in the given
theory, one can easily verify the maximality of a candidate (i.e., an X-incomplete
fragment) by checking if adding exactly one element to it preserves its incom-
pleteness. This allows us to avoid a second pass on the set of potential results.

4 An Algorithm for MAXNOENTAIL

In this section we present an alternative algorithm for MAXNOENTAIL, called
AlgMaxzNoEn (see Fig. [2). We prove that our algorithm is correct and, in the
next section, we give experimental evidence of its effectiveness when applied to
expressiveness issues for modal logics (see the discussion in Sections [[ and ().
We begin by giving some definitions that will be useful in what follows. Since
only definite Horn theories occur in MAXNOENTAIL instances, throughout the
section we assume that all Horn theories are definite, unless otherwise specified.

Definition 3. Let K € DHTp be a Horn theory, § be a clause, and F be a
fragment of P, with A € F. We say that: (i) A deactivates § if A belongs to
ants; (ii) A is (F,d)-useful if A deactivates § and no other proposition in F
does; (ii) A is (F,K)-useful if A is (F,d")-useful for some ¢’ € K; (i) F is
K-useful if B is (F, K)-useful for every B € F.
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proc ALcMAXNOEN (P, K, X)
L0

P+ P\{X}

N« (0,P)
AlgMazxNoEnR(N, L, P, K, X)
return £

proc compPUTILITYVEC (K, F)
F«F
for i=1to k
{u[i] < null
for i=1to k

let §; be the 7th clause of K
{if [F'Nants,| =1

then u[i] - F Nants,

for i=1to k
{F + F\ uli]
if =0

then return true

else return false

proc ALGMAXNOENR (N = (F, V), L, P, K, X)

if compUtilityVec(K, F) = false
then return ‘non-maximally incomplete’
if (P\ (FUV)) Ex X
then return ‘no solution’
if (P\ F) Fx X
then
if AAc€ F st. (P\F)U{A}) kx X
then
L+ LU{P\F}
return ‘solution found’
else return ‘non-maximally incomplete’
// Here, F UV is X-incomplete but F is not, thus V # 0
flagSol <+ false
flagNoMaz < false
keep < true
while V # 0 and keep
let Y be an element of V'
V+— V\{Y}
F' + Fu{Y}
N’ « (F', V)
AddChild(N,N7)
ret < AlgMaxNoEnR(N', L, P, K, X)
if ret = ‘solution found’
then flagSol + true
if ret = ‘non-maximally incomplete’
then flagNoMax < true
if ret = ‘no solution’
then keep < false
if flagSol
then return ‘solution found’
if flagNoMax
then return ‘non-maximally incomplete’
return ‘no solution’

Fig. 2. Pseudo-code for the algorithms AlgMazNoEn (left-hand side, top), comp Utili-
tyVec (left-hand side, bottom), and AlgMazNoEnR (right-hand side)

Notice that, for a given clause § and fragment F', there can be at most one
proposition in F' that is (F), d)-useful. More precisely, such a proposition exists
if and only if |F'Nants| = 1. In what follows, we will simply say that F' is useful
(in place of K-useful) when the theory is clear from the context. The important
property relating the notions of maximal X-incompleteness and usefulness is
stated by the following lemma.

Lemma 4. If a fragment F of P is mazximally X -incomplete in IC, then its
complement P\ F is useful.

Notice that the the converse does not necessarily hold. Indeed, if F' is X-
incomplete and its complement is useful, then F' is not necessarily maximally
X-incomplete. As an example, consider the theory K = {A,B = X,C = A}
The fragment A is X-incomplete and its complement BC' is useful, but A is not
maximally X-incomplete, as AC is X-incomplete, as well. Moreover, observe
that, if a fragment F' is not useful, then any fragment F” such that F' C F’ is
not useful, either. This follows from the fact that if a proposition A € F is not
(F, K)-useful, then it is not (F”’, K)-useful for any F” such that F C F”.
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Definition 4. Given a Horn theory K = {d1,...,0k} and a fragment F, the
utility vector of F' in KC, usually denoted by w, is a vector of size k such that, for
each index i, uli] is equal to {A} if A is (F,d;)-useful, and it is equal to null if
|F'Nants,| # 1.

Intuitively, the utility vector is the tool used to detect that a fragment is not
useful: F' is useful if and only if all the propositions in F' occur in u.

We are now ready to describe the proposed algorithm AlgMazNoFEn (Fig. ).
The intuitive idea of the algorithm is to produce candidate solutions (i.e., frag-
ments) and verify whether they are actual solutions, that is, if they are maximally
X-incomplete fragments. Candidate solutions are produced by incrementally re-
moving propositions from the set P, which from now on we assume does not
contain X (as X cannot occur in any solution). Once a proposition is removed,
the status of the resulting fragment is checked: if it is maximally X-incomplete,
then it is added to the solution set; otherwise, either the computation continues
by refining the candidate solution through the removal of another proposition
or, if refining this candidate is considered not promising (according to criteria
that will be defined later on), the analysis of this candidate ends and we focus
on a new candidate.

The process is carried out in a recursive fashion, AlgMaxNoEnR being the re-
cursive function and AlgMazNoEn being the wrapper function, which executes
the first call to AlgMazNoEnR (see Fig.[2l). The parameters of the recursion are
the fragment F', representing the propositions that have been already removed
(thus the candidate under analysis is its complement P \ F'), and the fragment
V', which is a (not necessarily strict) subset of P\ F' and represents the proposi-
tions that can still be removed to refine the current candidate. (The additional
parameters of AlgMazNoEnR can be thought of as global variables, as they are
not involved in the recursion process: L collects the solutions, while P, K, and X
represent the instance given as input to AlgMaxNoFEn.) Thus, a generic recursive
call on F' and V analyses, as a candidate, the complement of F', which can be
possibly refined, in successive recursive calls, through the removal of (some of)
the propositions in V. In this way, the recursive function searches for solutions
contained in the whole set of sub-fragment of P\ F.

Given an instance (P, K, X) of MAXNOENTAIL as input, the wrapper function
AlgMaxNoEn (Fig. 2] left-hand side, top) executes the first recursive call to
AlgMazNoEnR on the recursive parameters F' = () and V' = P. The function
AlgMazNoEnR recursively builds a tree isomorphic to its own recursion tree.
Such a structure is actually useless for the purposes of the algorithm, but it
will be handy for the correctness analysis. In what follows, nodes of the above-
mentioned tree are identified by the pair (F, V') of recursive parameters on which
the call is performed. Thus, there is a one-to-one correspondence between nodes
and calls to AlgMaxNoEnR. For the sake of simplicity, we will sometimes refer
to a call to AlgMaxNoEnR through its corresponding node, and vice versa. For
example, we will say that “a node N returns the exit-value r”, meaning that
the corresponding call returns r. A call to AlgMaxNoEnR may produce one of
three outcomes: ‘solution found’, ‘no solution’, or ‘non-maximally incomplete’.
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(0,{A, B, C, D})

5 (A, {B,C,D}) (B,{C, D}) (C, {D})
— o/ X g Z
(AB,{C,D}) (AC,{D}) (AD, 0) Sol:ACD No Sol
No Max Sol.BD No Max

Fig. 3. Recursion tree of AlgMazNoEn on K

Intuitively, the value ‘solution found’ is returned by a node when a solution has
been found in its own sub-tree (i.e., in the sub-tree rooted at it); if this is the
case, we also say that the node sees a solution. Otherwise, if a fragment that is
maximally X-incomplete in I has been analysed in its own sub-tree, the value
‘non-maximally incomplete’ is returned. The value ‘no solution’ is returned when
none of the two cases above applies.

As a first step, the algorithm checks if one of the base-case conditions is met.
Clearly, if a base-case condition is met inside a call, then that call corresponds
to a leaf of the recursion tree. Base-case conditions allow the algorithm to end
the analysis of a candidate, with no further refinements (and thus avoiding the
exploration of the set of its sub-fragments), because either the candidate itself is
a solution or its refinement is not promising. The refinement of a solution P\ F by
removing propositions in V' is not promising when the corresponding node (F, V')
does not see any solution. Clearly, this is the case when P\ (FUV) =i X: if the
weakest fragment P\ (F'UV) of the set of sub-fragments of P\ F entails X, then,
due to the monotonicity of entailment, all the fragments of the set do, meaning
that none of them is X-incomplete. Another case in which refining a candidate
is not promising is when the candidate F' is X-incomplete but not maximally
X-incomplete: if F' is not maximally X-incomplete, then all its sub-fragments
are not, either. We are interested in detecting such non-promising situations as
soon as possible, to reduce the number of candidates analysed by the algorithm.
To this end, we use the above-mentioned property that the complement of a
maximally X-incomplete fragment is useful (Lemma Hl). This implies that, if a
fragment F' is not useful, that is, some of its propositions do not occur in its
utility vector, then neither P \ F nor any of its sub-fragments is a solution, and
thus the analysis of P\ F' ends with no further refinement. Thus, there are three
base-case conditions. (i) If compUtilityVec (see Fig. B left-hand side, bottom)
returns false, then F' is not useful, and the function returns ‘non-maximally
incomplete’. (1) If P\ (F U V) entails X, then refining P \ F' cannot lead to a
solution, and the function returns ‘no solution’. (%) If the complement of F is
X-incomplete, then it may be a solution. Its maximality is checked, exploiting
the monotonicity of entailment, and, depending on the result of this test, either it
is added to the solution set £ and ‘solution found’ is returned, or ‘non-maximally
incomplete’ is returned.

If none of the above base-case conditions is met, the refinement of the candi-
date is performed (while loop in AlgMazNoEnR, in Fig.[2)). At each iteration, an
element Y of V is selected. Each iteration corresponds to an attempt to extend F’
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with the new proposition Y and the new node (FU{Y}, V\{Y}) (corresponding
to the recursive call on FU{Y} and V'\ {Y'}) is created as a child of the current
one. Depending on the value returned from a recursive call, the local variables
flagSol, flagNoMazx, and keep are suitably updated. Intuitively, FlagSol is true
if and only if the current node sees a solution. If the current node sees no solu-
tions, but at least one of the nodes in its own sub-tree returned ‘non-maximally
incomplete’, then flagNoMazx is true. Finally, keep is set to false as soon as
a call returns ‘no solution’. In this last case, thanks to the monotonicity of the
entailment, we can exit the current loop, as no other solution can be produced
by refining the current candidate P \ F'. The return value after the loop is then
returned depending on the values of flagSol and flagNoMazx.
In FigBl we provide the recursion tree for the algorithm applied to the Horn

theory

A, B=C

B=D

A C=D

B,C=X

]C:

The figure shows that the algorithm is able to produce the only two solutions
without exploring the whole space of fragments (only 7 fragments are processed
out of 2% = 16 possible ones).

In what follows, let 7 be the tree rooted at the node (§, P), as generated
by the first call to the recursive function AlgMaxNoFEn. The following theorem
states that the proposed algorithm is sound and complete.

Theorem 2. Let (P, K, X) be an instance of MAXNOENTAIL. Then, a fragment
1s included in the set of solutions returned by the algorithm AlgMaxNoEn on input
(P,K, X) if and only if it is maximally X -incomplete in K.

Proof. The soundness of AlgMaxNoFEn follows from the description of the algo-
rithm: a fragment is included in the set of solutions returned by AlgMaxNoEn
only if the test for its maximal X-incompleteness succeeds.

To prove the completeness of AlgMaxNoEn, let us consider a generic max-
imally X-incomplete fragment F. We show that a node N = (F,V), where
F =P\ F, is eventually created and processed, for some V C F. As F' is indeed
a maximally X-incomplete fragment, the corresponding base-case condition ap-
plies, and F' is added to the solution set. Let us consider the ordering over P
according to which the elements are selected inside the while loop of the al-
gorithm AlgMazNoEnR (see Fig. Q). Let A be the first occurrence in P of an
element of F' and let By,..., B be the elements preceding A in P (according to
the above-mentioned ordering). We have to show that the child Ny = ({A}, Va),
where V4 = (P\{A}) \ {B; | 1 < < s}, is eventually processed. Notice that
P\ (VaU{A}) C F holds, as FF C V4 U{A}. Thus, P\ (V4 U {4}) is X-
incomplete, as well (as F is and by monotonicity of the entailment). Suppose,
towards a contradiction, that A4 is never processed. Then, one of its left siblings
Ng, = {B;},Vg,), for somei € {1,...,s}, where Vg, = P\{B, | 1 < j < i}, has
returned ‘no solution’. Since P\ (V4 U{A}) is X-incomplete and V4 U{A} C Vp,
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holds, there exists a path from Ap, to a leaf corresponding to a candidate that
is X-incomplete. Such a leaf returns either ‘solution found’ or ‘non-maximally
incomplete’, and thus Ap, does not return ‘no solution’, leading to contradic-
tion. As the same argument can be iterated for every other element of F', we can
conclude that N4 is processed, and we are done. a

5 Applications and Experimental Results

The algorithm for MAXNOENTAIL given in Section E] outperforms the brute-
force ones given in Fig.[Il Moreover, thanks to the reduction provided in Section
Bl it can also be exploited to solve MAXMoOoD. In this section, we show a further
application of AlgMaxNoFEn as a tool to compare the expressive power of modal
logics (see Section [).

Given a set of modalities, an inter-definability (among them) describes how
to define a modality in terms of others. An inter-definability can be thought of
as a clause of a definite Horn theory, where atomic propositions play the role of
the modalities (e.g., the fact that combining the modality <¢; with the modality
<9 makes it possible to define the modality <3 can be expressed by the Horn
clause &1, 09 = O3). Consequently, a set of inter-definabilities is nothing but
a definite Horn theory. Now, a major issue in modal logic is to determine the
complete set of inter-definabilities among a set of modalities (it is necessary, for
example, in order to classify a family of modal logics with respect to their relative
expressive power). As already pointed out in Section [I] the task of identifying
the maximal subsets of modalities that, within a given set of inter-definabilities,
do not express a specific modality is crucial in that respect. Since a set of inter-
definabilities can be seen as a definite Horn theory, it easy to convince oneself
that the latter task amounts to solving MAXNOENTAIL. Actually, it was this
very problem that motivated us to carry out this study, in the search for a
better solution than the one based on the brute-force approach. While in modal
logics with few operators and inter-definabilities, the above-mentioned task can
be easily carried out by hand (as it has been done, e.g., in [I4]), in modal logics
with many operators and several inter-definabilities, it may require a big and
error-prone effort. Even though most modal logics have a small set of modalities,
there are meaningful ones that feature tens of modalities (see, e.g., [I5/16]). In
[13], the authors proposed, and used, a naive, brute-force algorithm similar to
the ones presented in Fig. [l to perform the aforementioned task. Even if this
approach was efficient enough for the particular modal logic studied in [I3], it
turned out to be unsuitable to deal with logics with larger sets of modalities,
such as the one studied in [15], featuring more than 20 modalities. As shown by
our experimental results, the algorithm proposed here is efficient enough to deal
also with those logics.

We have carried out an experimental comparison of the efficiency of the algo-
rithm AlgMaxzNoEn vis-a-vis those given in Fig. [[l We summarize the outcomes
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55 o AlgMaxNoEn

50 = BruteForceMaxNoEn
45 < BruteForceMaxMod

Time (in seconds)
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n (size of P)

Fig. 4. Running times of the three algorithms on randomly-generated instances

of our experiments@ in Fig. @ For each pair of values n and k, ranging, re-
spectively, between 12 and 30 and between |[n/3] and n, the running times of
the three algorithms presented in this papers (i.e., BruteForceMaxMod, Brute-
ForceMazNoEntail, and AlgMaxNoEn) are compared with respect to a set of
seven randomly-generated Horn theories K over P, where |P| = n and |K| = k
(to be precise, BruteForceMazMod is run on randomly-generated instances of
the form (P, K), while BruteForceMaxNoEntail and AlgMazNoEn on instances
of the form (P U {X},7(K), X), obtained from the instances used for testing
BruteForceMaxMod through the reduction described in Section Bl). The chart in
Fig. @ reports the average running times of the three algorithms for the different
values of n (size of P). In spite of a similar, exponential trend exhibited by the
three algorithms (notice that such a behaviour is unavoidable as the problems
can produce outputs whose size is, in general, exponential in the size of the in-
put), our tests show that the two algorithms based on a brute-force approach
become inefficient already for instances over set of propositions of size 15 and
20, respectively, and are thus unable to deal, for instance, with the logic studied
in [I5]. On the other hand, AlgMaxNoEn can deal with all tested instances in
reasonable time.

6 Conclusions

In this paper we have studied the problem of enumerating the maximal models of
a Horn theory (MAXMoOD) and we established a connection between this problem
and the problem of enumerating the maximal subsets of facts that do not entail
a distinguished atomic proposition in a definite Horn theory (MAXNOENTAIL).
We first showed that the two problems are polynomially equivalent and then we
presented an algorithm for MAXNOENTAIL that performs better than the ones

L All the experiments were executed on a PC system with an Intel® Core™i3-

2120 CPU @ 3.30GHz x 4 and 7.7 GB of RAM, under Ubuntu Linux
12.04 (precise) 64-bit. On the web-page http://www.di.unisa.it/dottorandi/
dario.dellamonica/download/lpar13_code.zip| it is possible to download the
source code in C++.


http://www.di.unisa.it/dottorandi/dario.dellamonica/download/lpar13_code.zip
http://www.di.unisa.it/dottorandi/dario.dellamonica/download/lpar13_code.zip
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based on a brute-force approach. As the problems can produce an output of
size, in general, exponential in the size of the input, it not possible to avoid the
exponential trend shown by the algorithms in Fig.dl Moreover, in [9], it has been
proved that, unless P=NP, no output-polynomial algorithm can be devised for
MaxXxMoD (and thus for MAXNOENTAIL), meaning that it is not even possible
to devise an algorithm that runs in polynomial time in terms of both the sizes of
input and output. Nevertheless, our approach is efficient enough to allow us to
deal with some expressiveness issues for modal logics that were intractable with
the brute-force approach, as shown by empirical evidence.

The proposed algorithm can be improved by conceiving suitable heuristics to
drive the construction of the candidate solution (e.g, heuristics for the choice of
the next atomic proposition to be removed from the fragment) and by suitably
reducing, on the fly, the Horn theory depending on the current candidate under
analysis. We plan to explore both such possibilities in future work. We also intend
to investigate the behaviour of the proposed algorithm on special instances of
MAXNOENTAIL, i.e., on Horn theories whose clauses have the same consequent.
Such a restriction makes the MAXNOENTAIL problem equivalent to the well-
known problem of finding the minimal hitting sets of a hyper-graph, for which
it is still an open question whether an output-polynomial algorithm exists.
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Abstract. A may-happen-in-parallel (MHP) analysis infers the sets of
pairs of program points that may execute in parallel along a program’s
execution. This is an essential piece of information to detect data races,
and also to infer more complex properties of concurrent programs, e.g.,
deadlock freeness, termination and resource consumption analyses can
greatly benefit from the MHP relations to increase their accuracy. Previ-
ous MHP analyses have assumed a worst case scenario by adopting a sim-
plistic (non-deterministic) task scheduler which can select any available
task. While the results of the analysis for a non-deterministic scheduler
are obviously sound, they can lead to an overly pessimistic result. We
present an MHP analysis for an asynchronous language with prioritized
tasks buffers. Priority-based scheduling is arguably the most common
scheduling strategy adopted in the implementation of concurrent lan-
guages. The challenge is to be able to take task priorities into account
at static analysis time in order to filter out unfeasible MHP pairs.

1 Introduction

In asynchronous programming, programmers divide computations into shorter
tasks which may create additional tasks to be executed asynchronously. Each
task is placed into a task-buffer which can execute in parallel with other task-
buffers. The use of a synchronization mechanism enables that the execution of
a task is synchronized with the completion of another task. Synchronization can
be performed via shared-memory [9] or via future variables [I3l8]. Concurrent
interleavings in a buffer can occur if, while a task is awaiting for the completion of
another task, the processor is released such that another pending task can start
to execute. This programming model captures the essence of the concurrency
models in X10 [I3], ABS [12], Erlang [I] and Scala [II], and it is the basis of
actor-like concurrency [2I1T]. The most common strategy to schedule tasks is
undoubtedly priority-based scheduling. Each task has a priority level such that
when the active task executing in the buffer releases the processor, a highest
priority pending task is taken from its buffer and begins executing. Asynchronous
programming with prioritized tasks buffers has been used to model real-world
asynchronous software, e.g., Windows drivers, engines of modern web browsers,
Linux’s work queues, among others (see [9] and its references).

K. McMillan, A. Middeldorp, and A. Voronkov (Eds.): LPAR-19, LNCS 8312, pp. 18-B4] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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The higher level of abstraction that asynchronous programming provides,
when compared to lower-level mechanisms like the use of multi-threading and
locks, allows writing software which is more reliable and more amenable to be
analyzed. In spite of this, proving error-freeness of these programs is still quite
challenging. The difficulties are mostly related to: (1) Tasks interleavings, typ-
ically a programmer decomposes a task ¢ into subtasks t1,...,t,. Even if each
of the sub-tasks would execute serially, it can happen that a task k unrelated
to this computation interleaves its execution between t; and ¢;11. If this task
k changes the shared-memory, it can interfere with the computation in several
ways, e.g., leading to non-termination, to an unbounded resource consumption,
and to deadlocks. (2) Buffers parallelism, tasks executing across several task-
buffers can run in parallel, this could lead to deadlocks and data races.

In this paper, we present a may-happen-in-parallel (MHP) analysis which iden-
tifies pairs of statements that can execute in parallel and in an interleaved way
(see [I3I3]). MHP is a crucial analysis to later prove the properties mentioned
above. It directly allows ensuring absence of data races. Besides, MHP pairs al-
low us to greatly improve the accuracy of deadlock analysis [I6J10] as it discards
unfeasible deadlocks when the instructions involved in a possible deadlock cycle
cannot happen in parallel. Also, it improves the accuracy of termination and cost
analysis [0] since it allows discarding unfeasible interleavings. For instance, con-
sider a loop like while (1!'=null) {x=b.m(1l.data); await x?; 1=l.next;},
where x=b.m(e) posts an asynchronous task m(e) on buffer b, and the instruc-
tion await x? synchronizes with the completion of the asynchronous task by
means of the future variable x. If the asynchronous task is not completed (x is
not ready), the current task releases the processor and another task can take it.
This loop terminates provided no instruction that increases the length of the list
1 interleaves or executes in parallel with the body of this loop.

Existing MHP analyses [I3l3] assume a worst case scenario by adopting a
simplistic (non-deterministic) task scheduler which can select any available task.
While the results of the analysis for a non-deterministic scheduler are obviously
sound, they can lead to an overly pessimistic result and report false errors due
to unfeasible schedulings in the task order selection. For instance, consider two
buffers b1l and b2 and assume we are executing a task in b1l with the following
code “x=b1.m1(el); y=bl.m2(e2); await x7; b2.m3(e3);”.If the priority of
the task executing m1 is smaller than that of m2, then it is ensured that task
m2 and m3 will not execute in parallel even if the synchronization via await is
on the completion of m1. This is because at the await instruction, when the
processor is released, m2 will be selected by the priority-based scheduler before
ml. A non-deterministic scheduler would give this spurious parallelism.

Our starting point is the MHP analysis for non-deterministic scheduling of
[3], which distinguishes a local phase in which one inspects the code of each task
locally, and ignores transitive calls, and a global phase in which the results of
the local analysis are composed to build a global MHP-graph which captures the
parallelism with transitive calls and among multiple task-buffers. The contribu-
tion of this paper is an MHP analysis for a priority-based scheduling which takes
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priorities into account both at the local and global levels of the analysis. As each
buffer has its own scheduler which is independent of other buffer’s schedulers,
priorities can be only applied to establish the order of execution among the tasks
executing on the same task-buffer (intra-buffer MHP pairs). Interestingly, even
by only using priorities at the intra-buffer level, we are also able to implicitly
eliminate unfeasible inter-buffer MHP pairs. We have implemented our analysis
in the MayPar system [4] and evaluated it on some challenging examples, includ-
ing some of the benchmarks used in [9]. The system can be used online through
a web interface where the benchmarks used are also available.

2 Language

We consider asynchronous programs with priority-levels and multiple tasks bu-
ffers. Tasks can be synchronized with the completion of other tasks (of the same
or of a different buffer) using futures. In this model, only highest-priority tasks
may be dispatched, and tasks from different task buffers execute in parallel. The
number of task buffers does not have to be known a priori and task buffers can
be dynamically created. We keep the concept of task-buffer disconnected from
physical entities, such as processes, threads, objects, processors, cores, etc. In [9],
particular mappings of task-buffers to such entities in real-world asynchronous
systems are described. Our model captures the essence of the concurrency and
distribution models used in X10 [I3] and in actor-languages (including ABS [12],
Erlang [I] and Scala [I1]). It also has many similarities with [9], the main differ-
ence being that the synchronization mechanism is by means of future variables
(instead of using the shared-memory for this purpose).

2.1 Syntax
Each program declares a sequence of global variables gq, ..., g, and a sequence
of methods named my, ..., m; (that may declare local variables) such that one

of the methods, named main, corresponds to the initial method which is never
posted or called and it is executing in a buffer with identifier 0. The grammar
below describes the syntax of our programs. Here, T are types, m procedure
names, e expressions, z can be global or local variables, buffer identifiers b are
local variables, f are future variables, and priority levels p are natural numbers.

M =T m(T z){s;return ¢; }
s un=ws;s|x =elif e then s else s | while ¢ do s |
await f? | b = newBuffer | f = b.m((€),p) | release

The notation T is used as a shorthand for 77, ...T},, and similarly for other names.
We use the special buffer identifier this to denote the current buffer. For the sake
of generality, the syntax of expressions is left free and also the set of types is not
specified. We assume that every method ends with a return instruction.

The concurrency model is as follows. Each buffer has a lock that is shared by
all tasks that belong to the buffer. Data synchronization is by means of future
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variables as follows. An await y? instruction is used to synchronize with the
result of executing task y=b.m((z), p) such that await y? is executed only when
the future variable y is available (and hence the task executing m is finished).
In the meantime, the buffer’s lock can be released and some highest priority
pending task on that buffer can take it. The instruction release can be used to
unconditionally release the processor so that other pending task can take it.
Therefore, our concurrency model is cooperative as processor release points are
explicit in the code, in contrast to a preemptive model in which a higher priority
task can interrupt the execution of a lower priority task at any point (see Sec.[T]).
W.lo.g, we assume that all methods in a program have different names.

2.2 Semantics

A program state St = (g,Buf) is a mapping g from the global variables to their
values along with all created buffers Buf. Buf is of the form buffer, | ... | buffer,
denoting the parallel execution of the created task-buffers. Each buffer is a term
buffer(bid, lk, Q) where bid is the buffer identifier, [k is the identifier of the active
task that holds the buffer’s lock or L if the buffer’s lock is free, and Q is the
set of tasks in the buffer. Only one task can be active (running) in each buffer
and has its lock. All other tasks are pending to be executed, or finished if they
terminated and released the lock. A task is a term tsk(tid, m,p,l,s) where tid
is a unique task identifier, m is the method name executing in the task, p is the
task priority level (the larger the number, the higher the priority), { is a mapping
from local (possibly future) variables to their values, and s is the sequence of
instructions to be executed or s = €(v) if the task has terminated and the return
value v is available. Created buffers and tasks never disappear from the state.
The execution of a program starts from an initial state where we have an
initial buffer with identifier 0 executing task 0 of the form Sy = (g, buffer(0,0,
{tsk(0, main, p, [, body(main))})). Here, g contains initial values for the global vari-
ables, [ maps parameters to their initial values and local reference and future
variables to null (standard initialization), p is the priority given to main, and
body(m) refers to the sequence of instructions in the method m. The execu-
tion proceeds from Sy by selecting non-deterministically one of the buffers and
applying the semantic rules depicted in Fig. [l We omit the treatment of the
sequential instructions as it is standard, and we also omit the global memory g
from the state as it is only modified by the sequential instructions.
NEWBUFFER: an active task tid in buffer bid creates a buffer bid’ which is
introduced to the state with a free lock. PrioriTY: Function highestP returns a
highest-priority task that is not finished, and it obtains its buffer’s lock. Async:
A method call creates a new task (the initial state is created by buildLocals)
with a fresh task identifier ¢id; which is associated to the corresponding future
variable y in I’. We have assumed that bid # bidy, but the case bid = bid; is
analogous, the new task tid; is simply added to Q of bid. Awarrl: If the future
variable we are awaiting for points to a finished task, the await can be completed.
The finished task ¢; is looked up in all buffers in the current state (denoted Buf).
Awarr2: Otherwise, the task yields the lock so that any other task of the same
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fresh(bid’) , I' = l[z — bid'], t = tsk(tid, m, p,l, (x = newBuffer; s))
(NEWBUFFER) buffer(bid, tid, {t} U Q) || B ~
buffer (bid, tid, {tsk(tid, m,p,l’,s)} U Q) || buffer(bid’, L,{}) || B

highestP(Q) = tid, t = tsk(tid, , , ,s) € Q, s # ¢(v)

(PRIORITY) buffer(bid, L, Q) || B ~ buffer(bid, tid, Q) || B

I(z) = bidy, fresh(tid1), I' = I[y — tid1], 11 = buildLocals(Z,m1)
buffer(bid, tid, {tsk(tid, m, p,l, (y = z.m1(z,p1); s)} U Q) || buffer(bid1, ,Q’) || B ~
buffer(bid, tid, {tsk(tid, m,p,1’,s)} U Q) ||
buffer(bid1, ,{tsk(tid1,m1,p1,l1,body(m1))}UQ’) | B

(asyne)

l(y) = tid1, tsk(tidi, , , ,s1) € Buf, s1 = €(v)
(AWAIT1) buffer(bid, tid, {tsk(tid, m,p,, (await y?;s))} U Q) || B ~
buffer (bid, tid, {tsk(tid, m,p,l,s)} U Q) || B

I(y) = tid1, tsk(tidi, , , ,s1) € Buf, s1 # €(v)
(AWAIT2) buffer(bid, tid, {tsk(tid, m,p,!, (await y?;s))} U Q) || B ~
buffer(bid, L, {tsk(tid, m,p,l, (await y7;s))} U Q) | B

(RELEASE) buffer(bid, tid, {tsk(tid, m,p,l, (release; s))} U Q) || B ~
buffer(bid, L, {tsk(tid,m,p,l,s)} UQ) || B

v=1(z)
(RETURN) buffer(bid, tid, {tsk(tid, m,p,l, (return z;))} U Q) || B ~
buffer(bid, L, {tsk(tid, m,p,l,e(v))} U Q) || B

Fig. 1. Summarized Semantics for a Priority-based Scheduling Async Language

buffer can take it. RELEASE: the current task frees the lock. RETURN: When return
is executed, the return value is stored in v so that it can be obtained by the future
variable that points to that task. Besides, the lock is released and will never be
taken again by that task. Consequently, that task is finished (marked by adding
the instruction €(v)) but it does not disappear from the state as its return value
may be needed later on in an await.

Example 1. Figure 2l shows some simple methods which will illustrate different
aspects of our analysis. In particular, non-termination of certain tasks and data
races can occur if priorities are not properly assigned by the programmer, and
later considered by the analysis. Our analysis will take the assigned priorities
into account in order to gather the necessary MHP information to be able to
guarantee termination and absence of data races. Let us by now only show some
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1 // gl global variable 13 void m(){
2 // g2 global variable 14 while( gl < 0){ 25 // main has priority 0

3 void task(){ 15 gl =gl + 1; 26 main(){

4 g2 =g2 + 1; 16 release; 27 this.f(<>,10);

5} 17 } 28 Fut x = this.m(<>,5);
s void f(){ 18 } 29 await x7;

7 while( gl >0 ){ 19 void h(){ 30 thiS.h(<>,10);

8 gl =gl -1, 20 while(gl > 0){ 31 Buffer o=newbuffer;

9 g2 = g2 + 1; 21 gl =gl — 2 32 o.task(<>,0);

10 release; 22 release; 33

1 } 23 } 34 }

12 } 24 }

Fig. 2. Example for inter-buffer and intra-buffer may-happen-in-parallel relations

execution steps. The execution starts from a buffer 0 with a single task in which
we are executing the main method. Let us assume that such task has been given
the lowest priority 0. The global memory ¢ is assumed to be properly initialized.
Sto = (g, buffer(0, 0, {tsk(0, main, 0,1, body(main))})) =L

%
buf
})) new

St1 = (g, buffer (0,0, {tsk(0, ..), tsk(1, f, 10, ..)})) =%

Sta = (g, buffer(0, 0, {tsk(0, ..), tsk(1,..), tsk(2,m,5..)})) Lwatt,

Sts = (g, buffer(0, L, {tsk(0, .., await), tsk(1,..), tsk(2,m,5..)})) priority,

Sta = (g, buffer(0, 1, {tsk(0, .., await), tsk(1, ..), tsk(2,m,5..) })) =~

Sts = (g, buffer(0, 1, {tsk(0, .., await), tsk(1, .., return), tsk(2,m,5..)})) —— Teturn,
Ste = (g', buffer(0, L, {tsk(0, .., await), tsk(1,..,e(v)), tsk(2,m,5..)})) priority,
Stz = (g, buffer(0, 2, {tsk(0, .., await), tsk(1, .., e(v)), tsk(2,m,5..)}))

Sts = (g", buffer(0,0, {tsk(0,..), tsk(1, .., e(v)), tsk(2, .., e(v)), tsk(3..)})) —
Sto = (g”, buffer(0,0, {tsk(0..), tsk(1..), tsk(2..), tsk(3..)}), Ybuffer(1, L, {}) =5

St10 = (9", buffer(0,0, {tsk(0..), ..}), Ybuffer(1, L, {task(4..)}) h——)prw”ty
St11 = (g”, buffer(0,0, {tsk(0..),..}), Ybuffer(1,4, {task(4..)}) =>

At St1, we execute the instruction at Line 27] (L2 for short) that posts, in the
current buffer this, a new task (with identifier 1) that will execute method f with
priority 10. The next step Sto posts another task (with identifier 2) in the current
buffer with a lower priority (namely 5). At Sts, an await instruction (129 is used
to synchronize the execution with the completion of the task 2 spawned at L28
As the task executing f has higher priority than the one executing m, it will be
selected for execution at St4. After returning from the execution of task 1 in Sts,
the PRIORITY rule selects task 2 for execution in Stg. An interesting aspect is
that after creating buffer 1 at Stig, execution can non-deterministically choose
buffer 0 or 1 (in Sty; buffer 1 has been selected).
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3 Definition of MHP

We first formally define the concrete property “MHP” that we want to approx-
imate using static analysis. In what follows, we assume that instructions are
labelled such that it is possible to obtain the corresponding program point iden-
tifiers. We also assume that program points are globally different. We use py;,
to refer to the entry program point of method m, and p,; to all program points
after its return instruction. The set of all program points of P is denoted by P, .
We write p € m to indicate that program point p belongs to method m. Given a
sequence of instructions s, we use pp(s) to refer to the program point identifier
associated with its first instruction and pp(e(v)) = py,.

Definition 1 (concrete MHP). Given a program P, its MHP is defined as
Ep=U{&s|Sp ~* S} where for S=(g,Buf), the set g is Eg = {(pp(s1), pp(s2)) |
buﬁer(bidl, ,Ql)EBuf, buﬁer(bidg, ,QQ)EBuf,tl = tski(tidl, y ,Sl)EQl,tQ =
tsk‘(tidg, . ,SQ)EQQ,tidl 7’5 tidg}.

The above definition considers the union of the pairs obtained from all deriva-
tions from Sy. This is because execution is non-deterministic in two dimensions:
(1) in the selection of the buffer that is chosen for execution, since the buffers
have access to the global memory different behaviours (and thus MHP pairs)
can be obtained depending on the execution order, and (2) when there is more
than one task with the highest priority, the selection is non-deterministic.

The MHP pairs can originate from direct or indirect task creation relation-
ships. For instance, the parallelism between the points of the tasks executing h
and task is indirect because they do not invoke one to the other directly, but
a third task main invokes both of them. However, the parallelism between the
points of the task main and those of task is direct because the first one invokes
directly the latter one. Def. [Il captures all these forms of parallelism.

Importantly, Ep includes both intra-buffer and inter-buffer MHP pairs, each
of which are relevant for different kinds of applications, as we explain below.

Intra-buffer MHP Pairs. Intra-buffer relations in Def. [l are pairs in which bid; =
bidy. We always have that the first instructions of all tasks which are pending
in the buffer’s queue may-happen-in-parallel among them, and also with the
instruction of the task which is currently active (has the buffer’s lock). This
piece of information allows approximating the tasks interleavings that we may
have in a considered buffer. In particular, when the execution is at a processor
release point, we use the MHP pairs to see the instructions that may execute
if the processor is released. Information about task interleavings is essential to
infer termination and resource consumption in any concurrent setting (see [5]).

Ezxample 2. Consider the execution trace in Ex. [ we have the MHP pairs
@3p;) and @I p:m) since when the active task 0 is executing the await (point
29) in St4, we have that tasks 1 and 2 are pending at their entry points. The
following execution steps give rise to many other MHP pairs. The most relevant
point to note is that in Stg when the execution is at 130 and onwards, the tasks
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(1) mp(y=this.m(z, p), M M[(y,0,Z,R)/(x,0,Z, R)] U{(y,t,m,p)}
(2) TP(y:x'm(jvp)vM MKyaOaZv R>/<*,O,Z, R>] U {<ya°7m7p>}
(3) 7p(release, M) = 7(release; ; releases, M)
(4) Tp(release;, M) = M[(Y,t,mh,p)/(Y,t,m,p)] where p > p
(5) Tp(releasez, M) = M[(Y, t,m,p)/(Y,t, m, p)] where p > p
(6) Tp(await y?, M) = M'[{y,O,m, R)/{y, O, m, R)]

where M’ = 7(releases; releasesz, M)
(7) Tp(return, M) = M[{Y,t,m, R)/{Y,t,m, R)]
(8) (b, M) =M otherwise

) =
)=
) =
) =
)=
) =

Fig. 3. Method-level MHP transfer function: 7, : s x B — B

1 and 2 are guaranteed to be at their exit program points p f and p,;,. Thus,
we will not have any MHP pair between the instructions that update the global
variable gl (I8 and 1T in tasks 1 and 2, resp.) and the release point at 1122]
of the task 3 executing h. This information is essential to prove the termination
of h, as the analysis needs to be sure that the loop counter cannot be modified
by instructions of other tasks that may execute in parallel with the body of this
loop. The information is also needed to obtain an upper bound on the number
of iterations of the loop and then infer the resource consumption of h.

Inter-buffer MHP Pairs. In addition to intra-buffer MHP relations, inter-buffer
MHP pairs happen when bidy # bids. In this case, we obtain the instructions
that may execute in parallel in different buffers. This information is relevant
at least for two purposes: (1) to detect data-races in the access to the global
memory and (2) to detect deadlocks and livelocks when one buffer is awaiting
for the completion of one task running in another buffer, while such other task
is awaiting for the completion of the current task, and the execution of these
(synchronization) instructions happens in parallel (or simultaneously). If the
language allows blocking the execution of the buffer such that no other pending
task can take it, we have a deadlock, otherwise we have a livelock.

Ezxample 3. Consider again the execution trace in Ex.[Il in Sti9 we have created
a new buffer 1 in which task 4 starts to execute at St1;. We will have the inter-
buffer pair (ZIHE) as we can have I2]] executing in buffer 0 and I1Hl executing
in buffer 1. Note that, if task had updated gl instead of updating g2, we would
have had a data race. Data races can lead to different types of errors, and static
analyses that detect them are of utmost importance.

4 Method-Level Analysis with Priorities

In this section, we present the local phase of our MHP analysis which assigns
to each program point, of a given method, an abstract state that describes the
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status of the tasks that have been locally invoked so far. The status of a task
can be (1) pending, i.e., it is at the entry program point; (2) finished, i.e., it has
executed a return instruction already; or (3) active, i.e., it can be executing at
any program point (including the entry and the exit). The analysis uses MHP
atoms which are syntactic objects of the form (F, O, T, R) where

— F is either a valid future variable name or *. The value % indicates that the
task might not be associated with any future variable, either because there is
no need to synchronize with its result, or because the future has been reused
and thus the association lost (this does not happen in our example);

— O is the buffer name that can be t or o, which resp. indicate that the task
is executing on the same buffer or maybe on a different one;

— T can be m, m, or m where m is a method name. It indicates that the
corresponding task is an instance of method m, and its status can be pending,
active, or finished resp.;

— P is a natural number indicating the priority of the corresponding task.

Intuitively, an MHP atom (F,O,T, R) is read as follows: task 7" might be exe-
cuting (in some status) on buffer O with priority P, and one can wait for it to
finish using future variable F'. The set of all MHP atoms is denoted by .A.

Ezample 4. The MHP atom (x,t,m,5) indicates that there is an instance of
method m running in parallel, in the same buffer. This task is active (i.e., can
be at any program point), has priority 5, and is associated with the future z.
The MHP atom (%, o, task, 0) indicates that there is an instance of method task
running in parallel, maybe in a different buffer. This task is finished (i.e., has
executed return), has priority 0, and it is associated to any future variable.

An abstract state is a multiset of MHP atoms from A. The set of all multisets
over A is denoted by B. Given M € B, we write (a,7) € M to indicate that a
appears exactly ¢ > 0 times in M. We omit ¢ when it is 1. The local analysis
is applied on each method and, as a result, it assigns an abstract state from
B to each program point in the program. The analysis takes into account the
priority of the method being analyzed. Thus, since a method might be called with
different priorities py,...,p,,, the analysis should be repeated for each p,. For
the sake of simplifying the presentation, we assume that each method is always
called with the same priority. Handling several priorities is a context-sensitive
analysis problem that can be done by, e.g., cloning the corresponding code.

The analysis of a given method, with respect to priority p, abstractly executes
its code over abstract elements from 5. This execution uses a transfer function
Ty, depicted in Fig. B} to rewrite abstract states. Given an instruction b and an
abstract state M € B, 7,(b, M) computes a new abstract state that results from
abstractly executing b in state M. Note that the subscript p in 7, is the priority
of the method being analyzed. Let us explain the different cases of 7:

— (1) Posting a task on the same buffer adds a new MHP atom (y,t,h,p)
to the abstract state. It indicates that an instance of m is pending, with
priority p, on the same buffer as the analyzed method, and is associated
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with future variable y. In addition, since y is assigned a new value, those
atoms in M that were associated with y should now be associated with *
in the new state. This is done by M[(y, O, Z, R)/(x, O, Z, R)] which replaces
each atom that matches (y, O, Z, R) in M by (x,0, Z, R);

— (2) It is similar to (1), the difference is that the new task might be posted on
a buffer different from that of the method being analyzed. Thus, its status
should be active since, unlike (1), it might start to execute immediately;

— (3)-(5) These cases highlight the use of priorities, and thus mark the main
differences wrt [3]. They state that when releasing the processor, only tasks
of equal or higher priorities are allowed to become active (simulated through
release; ). Moreover, when taking the control back, any task with strictly
higher priority is guaranteed to have been finished (simulated through
release;). Importantly, the abstract element after release; is associated to
the program point of the release instruction, and that after release, is associ-
ated to the program point after the release instruction. These two auxiliary
instructions are introduced to simulate the implicit “loop” (in the semantics)
when the task is waiting at that point;

— (6) This instruction is similar to release, the only difference is that the status
of the tasks that are associated with future variable y become finished in the
following program point. Importantly, the abstract element after release; is
associated to the program point of the await y7;

— (7) Tt changes the status of every pending task executing on the same buffer
to active, this is because the processor is released. Note that we do not
consider priorities in this case, since the task is finished.

In addition to using the transfer function for abstractly executing basic instruc-
tions, the analysis merges the results of paths (in conditions, loops, etc) using a
join operator. We refer to [3] for formal definitions of the basic abstract interpre-
tations operators. In what follows, we assume that the result of the local phase
is given by means of a mapping £, :P,—B which maps each program point p
(including entry and exit points) to an abstract state £, (p) € B.

Ezxample 5. Applying the local analysis on main, results in the following abstract
states (initially the abstract state is 0):

28:{ (%, t,f,10)}

29:{(x,t,f,10), (x, t, m, 5)}

30:{ (%, t,f,10), (x, t,m,5)}

31:{ (%, t,f,10), (x, t,m,5), (,t,h, 10)}

32:{ (%, t,f,10), (x, t,m,5), (x,t,h, 10)}
33:{(x,t,f,10), (x, t,m,5), (%, t, h, 10), (x, o, task, 0) }

Note that in the abstract state at program point 30 we have both f and m finished,
this is because they have higher priority than main, and thus, while main is waiting
at program point 29 both f and m must have completed their execution before
main can proceed to the next instruction. If we ignore priorities, then we would
infer that f might be active at program point 30 (which is less precise).
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5 MHP Graph for Priority-Based Scheduling

In this section we will construct a MHP graph relating program points and
methods in the program, that will be used to extract precise information on
which program points might globally run in parallel. In order to build this graph,
we use the local information computed in Sec. Ml which already takes priorities
into account. In Sec. B2l we explain how to use the MHP graph to infer the
MHP pairs in the program. Finally, in Sec. we compare the inference method
of MHP pairs using a priority-based scheduling with the technique introduced
in [3] for programs with a non-deterministic scheduling.

5.1 Construction of the MHP Graph with Priorities

The MHP graph has different types of nodes and different types of edges. There
are nodes that represent the status of methods (active, pending or finished) and
nodes that represent the program points. Outgoing edges from method nodes
are unweighted and unlabeled, they represent points of which at most one might
be executing. Outgoing edges from program point nodes are labeled, written —;
where the label [ is a tuple (O, R) that contains a priority R and a buffer name
O. These edges represent tasks such that any of them might be running. Besides,
when two nodes are directly connected by ¢ > 1 edges, we connect them with
a single edge superscripted with weight i, written as —; where [ is the label as
before.

Definition 2 (MHP graph with priorities). Given a program P, and its
method-level MHP analysis result L, , the MHP graph of P is a directed graph
G, = (V, E) with a set of nodes V and a set of edges E = F1 U Ey defined:

V = {m,m,m|me P, }UP,
Ey={m—p|me€P,,,p€P,,pem}U{m — pn,m—pn|meP,}
Ey ={p —=or z|p€ Py, ((,0,2,R),i) € L,(p)}

Ezxample 6. Fig. [ depicts the relevant fragment of the MHP graph for our run-
ning example. The graph only shows selected program points, namely all points
of the main task and those points of the other tasks in which there is a release
instruction, or in which the global memory is updated. For each task, we have
three nodes which correspond to their possible status (except for h and task that
we have omitted status that do not have incoming edges). In order to avoid clut-
tering the graph, in edges from program points, the labels only show the priority.
The weight is omitted as it is always 1. The label corresponding to the buffer
name is depicted using different types of arrows: normal arrows correspond to
the buffer name o, while dashed arrows to t. From the pending (resp. finished)
nodes, we always have an edge to the task entry (resp. exit) point. From the
active nodes, we have edges to all program points in the corresponding method
body, meaning that only one of them can be executing. The key aspect of the
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Fig. 4. MHP graph with priorities of the example

MHP graph is how we integrate the information gathered by the local analysis
(with priorities) to build the edges from the program points: we can observe
that node 28 has an edge to pending f, and at the await (node 29) the edges
go to active f and m. After await, in nodes 30 and the next ones, the edges go
to finished tasks. The remaining tasks only have edges to their program points
since they do not make calls to other tasks.

5.2 Inference of Priority-Based MHP Pairs

The inference of MHP pairs is based on the notion of intra-buffer path in the
MHP graph. A path from p; to ps is called intra-buffer if the program points
p1 and po are reachable only through tasks in the same buffer. A simple way
to ensure the intra-buffer condition is by checking that the buffer labels are
always of type t (more accurate alternatives are discussed later). Intuitively, two
program points p;,p2 € P, may run in parallel if one of the following conditions
hold:

1. there is a non-empty path in G, from p; to ps or vice-versa; or

2. there is a program point ps € P,, and non-empty intra-buffer paths from
p3 to p1 and from p3 to ps that are either different in the first edge, or they
share the first edge but it has weight ¢ > 1, and the minimum priority in
both paths is the same; or

3. there is a program point p3 € P,, and non-empty paths from p3 to p; and

from p3 to po that are either different in the first edge, or they share the first

edge but it has weight ¢ > 1, and at least one of the paths is not intra-buffer.

The first case corresponds to direct MHP scenarios in which, when a task is run-
ning at pp, there is another task running from which it is possible to transitively
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reach ps, or vice-versa. For instance (B3] is a direct MHP resulting from the
direct call from main to task.

The second and third cases correspond to indirect MHP scenarios in which
a task is running at ps and there are two other tasks p; and ps executing in
parallel and both are reachable from p3. However, the second condition takes
advantage of the priority information in intra-buffer paths to discard potential
MHP pairs: if the minimum priority of path pt; = ps ~» p; is lower than the
minimum priority of pts = ps ~» ps, then we are sure that the task containing
the program point po will be finished before the task containing p; starts. For
instance, consider the two paths from 29 to 8 and from 29 to I8 which form
the potential MHP pair ([BII6). They are both intra-buffer (executing on buffer
0) and the minimum priority is not the same (the one to [[fl has lower priority).
Thus, ([I88) is not an MHP pair. The intuition is that the task with minimum
priority (m in this case) will be pending and will not start its execution until all
the tasks in the other path are finished. Similarly, we obtain that the potential
MHP pair (IQH) is not a real MHP pair. Knowing that (I0I5) and (I6R)
are not MHP pairs is important because this allows us to prove termination of
both tasks executing m and f. This is an improvement over the standard MHP
analysis in [3], where they are considered as MHP pairs—see Sect. 53] On the
other hand, when a path involves tasks running in several buffers (condition 3),
priorities cannot be taken into account, as the buffers (and their task schedulers)
work independently. Observe that, in the second and third conditions, the first
edge can only be shared if it has weight ¢ > 1 because it denotes that there might
be more than one instance of the same type of task running. For instance, if we
add the instruction o.task(<>,0) at 1I33] we will infer the pair ({lH]), reporting a
potential data race in the access to g2.

Let us formalize the inference of the priority-based MHP pairs. We write
p1 ~ p2 € G, to indicate that there is a path from p; to ps in G, such that the
sum of the edges weights is greater than or equal to 1, and p; —' 2 ~ p2 € G,
to mark that the path starts with an edge to = with weight 7. We will say that
a path p1 ~» pa € G, is intra-buffer if all the edges from program points to
methods have t labels. Similarly, we will say that p is the lowest priority of the
path p1 ~ p2 € G, written lowestP(p; ~» p2) = p, if p is the smallest priority
of all those that appear in edges from program points to methods in the path.
We now define the priority-based MHP pairs as follows.

Definition 3. Given a program P, we let ffp = DU Lintra U Linger where

D ={(p1,p2) | p1,p2 € Pp,p1 ~ p2 €Gp)} _
Lintra = {(p1,p2) | P1,P2,P3 € Pp,p3s —> 21~ p1 € G, p3 > T2~ p2 € G,
p3 — T1 ~> p1 s intra—buffer, lowestP (ps — x1 ~ p1) = pry,
p3 L o ~> po is intra—buffer, lowestP (ps KN RENN p2) = pro,
(xr1#z2V(T1=22AN0=7> 1)) Apry = pry}
Linter = {(p1,p2) | P1,D2,03 € Pp,p3 —> w1~ p1 € Gpyp3 > T2~ p2 € G,y

P3 — T1 ~> p1 OT p3 > Ta ~ pa are not intra—buffer,
ZE1§£$2\/(ZE1ZZE2/\7;:].>1)}
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An interesting point is that even if priorities can only be taken into account at an
intra-buffer level, due to the inter-buffer synchronization operations, they allow
discarding unfeasible MHP pairs at an inter-buffer level. For instance, we can see
that ([@M), which would report an spurious data race, is not an MHP pair. Note
that @ and [ execute in different buffers. Still, the priority-based local analysis
has allowed us to infer that after 29 task f will be finished and thus, it cannot
happen in parallel with the execution of task in buffer o. Thus, it is ensured that
there will not be a data-race in the access to g2 from the two different buffers.

The following theorem states the soundness of the analysis, namely, that Ep
is an over-approximation of £p—the proof appears in the extended version of
this paper [6]. Let £5°"~ %" be the MHP pairs obtained by [3].

Theorem 1 (soundness). Ep C Ep C ggfm—det'

As we have discussed above, a sufficient condition for ensuring the intra-buffer
condition of paths is to take priorities into account when all edges are labelled
with the t buffer. However, if buffers can be uniquely identified at analysis time
(as in the language of [9]), we can be more accurate. In particular, instead of
using o to refer to any buffer, we would use the proper buffer name in the labels
of the edges. Then, the intra-buffer condition will be ensured by checking that
the buffer name along the considered paths is always the same.

In our language, buffers can be dynamically created, i.e., the number of buffers
is not fixed a priori and one could have even an unbounded number of buffers
(e.g., using newBuffer inside a loop). The standard way to handle this situation
in static analysis is by incorporating points-to information [I7J15] which allows
us to over-approximate the buffers created. A well-known approximation is by
buffer creation site such that all buffers created at the same program point are
abstracted by a single abstract name. In this setting, we can take advantage of
the priorities (and apply case 2 in Def. B]) only if we are sure that an abstract
name is referring to a single concrete buffer. As the task scheduler of each buffer
works independently, we cannot use knowledge on the priorities to discard pairs
if the abstract buffer might correspond to several concrete buffers. The extension
of our framework to handle these cases is subject if future work.

5.3 Comparison with Non-priority MHP Graphs

The new MHP graphs with priority information (Sec. [51l), and the conditions
to infer MHP pairs (Sec. [1.2)), are extensions of the corresponding notions in [3].
The original MHP graphs were defined as in Def. 2 with the following differences:

— The edges in Ey do not contain the label (O,R) with the buffer name and
the priority, but only the weight.

— The method-level analysis £, (p) in [3] does not take priorities into account,
so after a release instruction, pending tasks are set to active. With the
method-level analysis in this paper (Sect. Hl), tasks with a higher priority
in the same buffer are set to finished after a release instruction—case (4) in
Fig. Bl This generates less paths in the resulting MHP graph with priorities
and therefore less MHP pairs.
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— In [3], there is another type of nodes (future variable nodes) used to increase
the accuracy when the same future variable is re-used in several calls in
branching instructions. For the sake of simplicity we have not included future
nodes here as their treatment would be identical as in [3].

Regarding the conditions to infer MHP pairs, only two are considered in [3]:

1. there is a non-empty path in G, from p; to ps or vice-versa; or
2. there is a program point ps € P,, and non-empty paths from p3 to p; and

from p3 to po that are either different in the first edge, or they share the first
edge but it has weight ¢ > 1.

The first case is the same as the first condition in Sect The second case
corresponds to indirect MHP scenarios and is a generalization of conditions 2
and 3 in Sect without considering priorities and intra-buffer paths. With
these conditions, we have that the release point cannot happen in parallel
with the instructions that modify the value of the loop counter gl (namely Bl
and [T3)), because there is no direct or indirect path connecting them starting
from a program point. However, we have the indirect MHP pairs (IOIH) and
(I6R), meaning respectively that at the release point of f the counter gl can be
modified by an interleaved execution of m and that at the release point of m
the counter gl can be modified by an interleaved execution of f. Such spurious
interleavings prevent us from proving termination of the tasks executing f and m
and, as we have seen in Sec. .2 they are eliminated with the new MHP graphs
with priorities and the new conditions for inferring MHP pairs.

6 Implementation in the MayPar System

We have implemented our analysis in a tool called MayPar [4], which takes
as input a program written in the ABS language [12] extended with priority
annotations. ABS is based on the concurrency model in Sec. [ and uses the
concept of concurrent object to realize the concept of task-buffer, such that
object creation corresponds to buffer creation, and a method call o.m() posts
a task executing m on the queue of object o. Currently the annotations are
provided at the level of methods, instead of at the level of tasks. This is because
we lacked the syntax in the ABS language to include annotations in the calls, but
the adaptation to calls will be straightforward once we have the parser extended.

We have made our implementation and a series of examples available online
at http://costa.ls.fi.upm.es/costabs/mhp. After selecting an example, the
analysis options allow: the selection of the entry method, enabling the option to
consider priorities in the analysis, and several other options related to the format
for displaying the analysis results and the verbosity level. After the analysis,
MayPar yields in the output the MHP pairs in textual format and also optionally
a graphical representation of the MHP graph. Besides, MayPar can be used in
an interactive way which allows the user to select a line and the tool highlights
all program points that may happen in parallel with it.
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The examples on the MayPar site that include priority annotations are within
the folder priorities. It is also possible to upload new examples by writing them
in the text area. In order to evaluate our proposal, we have included a series of
small examples that contain challenging patterns for priority-based MHP analy-
sis (including our running example) and we have also encoded the examples in the
second experiment of [9] and adapted them to our language (namely we use await
on futures instead of assume on heap values). MayPar with priority-scheduling
can successfully analyze all of them. Although these examples are rather small
programs, this is not due to scalability limits of MayPar. It is rather because of
the modeling overhead required to set up actual programs for static analysis.

7 Conclusions and Related Work

May-happen-in-parallel relations are of utmost importance to guarantee the
sound behaviour of concurrent and parallel programs. They are a basic compo-
nent of other analyses that prove termination, resource consumption boundness,
data-race and deadlock freeness. As our main contribution, we have leveraged
an existing MHP analysis developed for a simplistic scenario in which any task
could be selected for execution in order to take task-priorities into account. In-
terestingly, have succeeded to take priorities into account both at the intra-buffer
level and, indirectly, also at an inter-buffer level.

To the best of our knowledge, there is no previous MHP analysis for a priority-
based scheduling. Our starting point is the MHP analysis for concurrent objects
in [3]. Concurrent objects are almost identical to our multi-buffer asynchronous
programs. The main difference is that, instead of buffers, the concurrency units
are the objects. The language in [3] is data-race free because it is not allowed
to access an object field from a different object. Our main novelty w.r.t. [3]
is the integration of the priority-based scheduler in the framework. Although
we have considered a cooperative concurrency model in which processor release
points are explicit in the program, it is straightforward to handle a preemptive
scheduling at the intra-buffer level like in [9], by simply adding a release point
after posting a new task. If the posted task has higher priority, the active task will
be suspended and the posted task will become active. Thus, our analysis works
directly for this model as well. As regards analyses for Java-like languages [14/[7],
we have that a fundamental difference with our approach is that they do not
take thread-priorities into account nor consider any synchronization between the
threads as we do. To handle preemptive scheduling at the inter-buffer level, one
needs to assume processor release points at any instruction in the program, and
then the main ideas of our analysis would be applicable. However, we believe
that the loss of precision could be significant in this setting.
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Abstract. We introduce and investigate a number of fragments of propo-
sitional temporal logic LTL over the flow of time (Z, <). The fragments
are defined in terms of the available temporal operators and the struc-
ture of the clausal normal form of the temporal formulas. We determine
the computational complexity of the satisfiability problem for each of the
fragments, which ranges from NLOGSPACE to PTIME, NP and PSPACE.

1 Introduction

We consider the (PSPACE-complete) propositional temporal logic LTL over the
flow of time (Z, <). Our aim is to investigate how the computational complexity
of the satisfiability problem for LTL-formulas depends on the form of their clausal
representation and the available temporal operators.

Sistla and Clarke [26] showed that satisfiability of LTL-formulas with all stan-
dard operators (‘next-time’, ‘always in the future’, ‘eventually’ and ‘until’) is
PSPACE-complete; see also [I8/T9]. Ono and Nakamura [22] proved that for for-
mulas with only ‘always in the future’ and ‘eventually’ the satisfiability problem
becomes NP-complete. Since then a number of fragments of LTL of different
complexity have been identified. For example, Chen and Lin [10] observed that
the complexity does not change if we restrict attention to temporal Horn formu-
las. Demri and Schnoebelen [I2] determined the complexity of fragments that
depend on three parameters: the available temporal operators, the number of
nested temporal operators, and the number of propositional variables in for-
mulas. Markey [2I] analysed fragments defined by the allowed set of temporal
operators, their nesting and the use of negation. Dixon et al. [I3] introduced a
XOR fragment of LTL and showed its tractability. Bauland et al. [7] systemati-
cally investigated the complexity of fragments given by both temporal operators
and Boolean connectives (using Post’s lattice of sets of Boolean functions).

In this paper, we classify temporal formulas according to their clausal normal
form. Recall [14] that any LTL-formula over (N, <) can be transformed into an
equisatisfiable formula in the so-called separated normal form that consists of

K. McMillan, A. Middeldorp, and A. Voronkov (Eds.): LPAR-19, LNCS 8312, pp. 35-F2] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Table 1. The complexity of clausal fragments of LTL

temporal operators ®,Op, Op, O, Op &, Op, Op
a LTLE© LTLY LTL®
bool PSPACE (< [26]) NP (< 22) NP
horn PSpPACE (> [10]) PTIME [< Th.B] PTIME
krom NP [< Th.0 NP [> Th.[{] NLOGSPACE
core NP [> Th. NLOGSPACE [< Th.E] NLOGSPACE

initial clauses (setting conditions at moment 0), step clauses (defining transi-
tions between consecutive states), and eventuality clauses (defining the states
that must be reached infinitely often). Our clausal normal form is a slight gen-
eralisation of the separated normal form. The main building blocks are positive
temporal literals A given by the following grammar:

Au= L | p | OA | OeA | DA | TuA | BA (1)

where p is a propositional variable, Op and Op are the next- and previous-time
operators, and Oy, Op, B are the operators ‘always in the future, ‘always in the
past’ and ‘always.! We say that a temporal formula ¢ is in clausal normal form if

@ U= )\ ‘ _\)\ ‘ (_\)\1\/"'\/_\)\n\/)\n+1\/"'\/)\n+7n) ‘ @1/\@2. (2)

Conjunctions of positive and negative (—A) literals can be thought of as initial
clauses, while conjunctions of E-formulas generalise both step and eventuality
clauses of the separated normal form. Similarly to [I5] one can show that any
LTL-formula over (Z, <) is equisatisfiable to a formula in clausal normal form.
We consider twelve fragments of LTL that will be denoted by LTLS", LTLY
and LTL7 for a € {bool, horn, krom, core}. The superscript in the language name
indicates the temporal operators that can be used in its positive literals. Thus,
LTLS’O uses all types of positive literals, LTLE can only use the O-operators:

A u= L | p | O | DA | B
and LTL only the E-operator:
A= L | p | A
The subscript « in the language name refers to the form of the clauses
ALV VoAV At VeV i, (3)
(m,n > 0) that can be used in the formulas ¢:

— bool-clauses are arbitrary clauses of the form (3l),
— horn-clauses have at most one positive literal (that is, m < 1),
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— krom-clauses are binary (that is, n + m < 2),
— core-clauses are binary with at most one positive literal (n+m <2, m <1).

The tight complexity bounds in Table [I] show how the complexity of the sat-
isfiability problem for LTL-formulas depends on the form of clauses and the
available temporal operators. The PSPACE upper bound for LTLE(;OOZ is well-
known [I82612425]; the matching lower bound can be obtained already for
LTLE(’)?n without O and O, by a standard encoding of deterministic Turing
machines with polynomial tape [I0]. The NP upper bound for LTL?OO[ is also
well-known [22], and the PT1ME and NLOGSPACE lower bounds for LTL}, ., and
LTL,,,. coincide with the complexity of the respective non-temporal languages.
The upper bounds for the LTL fragments can be obtained by embedding into
the the underlying propositional fragments; see the full paper [6] for details.

The main contributions of this paper are the remaining complexity results
in Table [l The complexity of the LTLE fragments matches the complexity of
the underlying non-temporal fragments except for the Krom case, where we can
use the clauses —p V —~0,q and ¢ V r to say that p — Opr (if p then eventually
r), which allows one to encode 3-colourability and results in NP-hardness. It is
known that the addition of the operators O and Op to the language with O, and
O, usually increases the complexity (note that the proofs of the lower bounds
for the LTLY'© fragments require only B and Oj). It is rather surprising that
this does not happen in the case of the Krom fragment, while the complexity of
the corresponding core fragment jumps from NLOGSPACE to NP.

We prove the upper bounds using two different techniques. The existence of
models for LTLS;OOm—formulas is checked in Section B by guessing a small number
of types and exponentially large distances between them (given in binary) and
then using unary automata (and the induced arithmetic progressions) to verify
correctness of the guess in polynomial time. In Section [l we design a calculus
for LTLY, . in which derivations can be thought of as paths in a graph over the

propositions labelled by moments of time. Thus, the existence of such derivations
is essentially the graph reachability problem and can be solved in NLOGSPACE.

2 The Clausal Normal Form for LTL

The propositional linear-time temporal logic LTL (see, e.g., [LOJ17] and references
therein) we consider in this paper is interpreted over the flow of time (Z, <).
LTL-formulas are built from propositional variables pg, p1, . . ., propositional con-
stants T and L, the Boolean connectives A, V, — and —, and two binary temporal
operators S (‘since’) and U (‘until’), which are assumed to be ‘strict. So, the other
temporal operators mentioned in the introduction can be defined via S and U as
follows:

Orp=L1lUp, Orp=TUp, Orp=-Cpp, ©p = CpOrop,
Opp =18, Cpp =TS o, Opp = Opmip, 0 = 0,0,0.
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A temporal interpretation, 9N, defines a truth-relation between moments of time
n € Z and propositional variables p;. We write 9%, n = p; to indicate that p; is
true at the moment n in the interpretation 9. This truth-relation is extended
to all LTL-formulas as follows (the Booleans are interpreted as expected):

M,n = U iff there is k > n with M, k = ¢ and M, m | ¢, for n <m <k,
M, n =Sy iff there is k < n with M, k = ¢ and M, m |= ¢, for k <m < n.

An LTL-formula ¢ is satisfiable if there is an interpretation 9t such that 91,0 = ;
in this case we call It a model of . We denote the length of ¢ by |o].

Recall that LTL-formulas of the form (2l were said to be in clausal normal
form, and the class of such formulas was denoted by LTL';;SZ. The clauses (3]

will often be represented as Ay A-+- A Xy, = Apy1 V-V Ay (where the empty
disjunction is | and the empty conjunction is T).

Lemma 1 (clausal normal form). For every LTL-formula, one can construct
an equisatisfiable LTLE'O’(?I -formula. The construction requires logarithmic space.

The proof of this lemma is similar to the proof of [15, Theorem 3.3.1] and uses
fixed-point unfolding and renaming [I5I23]. For example, we can replace every pos-
itive occurrence (that is, an occurrence in the scope of an even number of nega-
tions) of pU ¢ in a given formula ¢ with a fresh propositional variable r and add
the conjuncts B(r — Opq V Opp), B(r — Opq V Opr) and B(r — Opq) to ¢. The
result contains no positive occurrences of p U g and is equisatisfiable with ¢: the
first two conjuncts are the fixed-point unfolding (pU q) — OrqV (OrpAOr(pUQ)),
while the last conjunct ensures that the fixed-point is eventually reached.

The next lemma allows us to consider an even more restricted classes of for-
mulas. In what follows, we do not distinguish between a set of formulas and the
conjunction of its members, and we write B @ for the conjunction /\XG s B X.

Lemma 2. Let L be one of LTLE’O, LTLS, LTLE, for a € {bool, horn, krom, core}.
For any L-formula @, one can construct, in log-space, an equisatisfiable L-formula

oA B, (4)

where ¥ is a conjunction of propositional variables from @, and @ is a conjunc-
tion of clauses of the form [B) containing only Op, Op, Op for LTLE’O, only
Op, Op for LTLE, and only @ for LTL, in which the temporal operators are not
nested.

Proof. First, we take a fresh variable p and replace all the conjuncts of the form
A and =X in ¢ by B(=p V A) and E(-p V =), respectively; we set ¥ = p.
For an LTL.® or LTL]-formula, we replace the temporal literals B\ with
O-0:A. Then, for each Op\, we take a fresh variable, denoted Op\, replace
each occurrence of OpA with Op\ and add the conjuncts B(OrOpA — A) and
B(A — OrOpA) to the resulting formula. In a similar manner, we use fresh
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Fig. 1. The structure of a model in Lemma [3]

propositional variables as abbreviations for nested temporal operators and obtain
the required equisatisfiable formula. Clearly, this can be done in logarithmic
space. a

We now characterise the structure of interpretations satisfying formulas ¢* of
the form (@) in a way similar to other known descriptions of temporal models;
see, e.g., [T6/T7]. This characterisation will be used in the upper bound proofs
of Theorems [ and [Bl For each Opp in &, we take a fresh propositional variable,
Orp, and call it the surrogate of Opp; likewise, for each Opp in & we take its
surrogate O.p. Let @ be the result of replacing all the O-literals in @ with their
surrogates. By a type for @ we mean any set of literals that contains either p or
—p (but not both), for each variable p in @ (including the surrogates).

The proof of the following lemma is standard and can be found in [6]. The
reader may find useful Fig. [l illustrating the conditions of the lemma.

Lemma 3 (structure of models). Let ¢ be an LTL';;SI -formula of the form (@)
and K = |@| +4. Then ¢ is satisfiable iff there exist integers mo < my < -+- <
mpy and types Yo, ¥, ..., ¥k for @ such that:

(B()) mir1 —my; < 2|q§|, fOTO <i< K;
(B1) there exists £y, 0 < by < K, such that & C Wy,;

B2) Oepe¥;, = p,0p Wiy and Oep €1 \¥; = p ¢ ¥ (0<i< K),
Opp€W=p,UppeWy and Tppe¥ 1 \¥;=p¢¥,_; (0<i<K);
(B3) there exist {p, < K and €, > 0 such that
— Wy, =Yk and, for each ~Opp € ¥y, there is j > £r with —p € ¥},
— W, =¥ and, for each ~Opp € ¥y,,, there is j < {p with —p € ¥y

(By) the following formulas are consistent, for 0 < i < K:

mip1—m;—1

v, = ¥ A /\ OFk@Z AN O;’Li+1_miy7i+1 A HP
k=1

9
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where OFW is the result of attaching k operators Op to each literal in ¥ and

{p, Orp | Orp € Wz} U {_‘DFP | ~Orp € Wz} U
{p, Cop | Opp € i1} U {~0pp | ~Opp € ¥ipq}.

The intuition behind this lemma is as follows (see Fig. [l). If ¢ is satisfiable,
then it has a model 91 that consists of the initial fragments of models I; of
the formulas v;: namely, the types of the moments m;, ..., m;11 in 9 coincide
with the types of the moments 0, ..., (m;+1 — m;) in M;. By (By), we have
M, 0 = BP. Then (B1) makes sure that M, 0 = ¥. Conditions (Bz) and (B3)
guarantee that if Op.p € ¥; then p € ¥; for all types ¥; located to the right of ¥;
in Fig. [l and, conversely, if Oxp ¢ ¥, then —p € ¥;, for some ¥; to the right of
W;; and symmetrically for the Op-literals. It follows that 91,0 &= @ &.

3 Binary-Clause LTL and Arithmetic Progressions

In this section, we prove NP-completeness of the satisfiability problem for
LTLE;Sm and LTLCOSe The key ingredient of the proof of the upper bound is
an encoding of condition (By) for binary clauses by means of arithmetic pro-
gressions (via unary automata). The proof of the lower bound is by reduction of
the problem whether a given set of arithmetic progressions covers all the natural
numbers.

Let ¢ be an LTLkmm formula of the form (@]). By Lemma Bl to check sat-
isfiability of ¢ it suffices to guess K + 1 types for @ and K natural numbers
n; = m;41 —m;, for 0 < ¢ < K, whose binary representation, by (By), is polyno-
mial in |@|. Evidently, (B1)—(B3) can be checked in polynomial time. Our aim
now is to show that (B4) can also be verified in polynomial time, which will
give a nondeterministic polynomial-time algorithm for checking satisfiability of

LTL, ;Sm formulas.

Theorem 1. The satisfiability problem for LTLY:S -formulas is in NP.

kmm

Proof. In view of Lemma 2] we write O in place of Or. We denote propositional
literals (p or —p) by L and temporal literals (p, —p, Op or =Op) by D. We assume
that O—p is the same as =Op. We use 11 |= 12 as a shorthand for ‘O, 0 | 9
whenever 9, 0 = 11, for any interpretation 91.” Thus, the problem is as follows:
given a set @ of binary clauses of the form D; V Ds, types ¥ and ¥’ for @, a set
O of propositional literals and a number n > 0 (in binary), decide whether

VN /\ "ok A oM A B (5)
has a satisfying interpretation. For 0 < k < n, we set:

Fr(w :{L’\L/\HdilzokL’ for L € '},
Pi0)y={L|OFL' N8P L, for L' € V'}.
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Lemma 4. Formula [B) is satisfiable iff the following conditions hold:

(L) FSW) C W, Fy(¥) CW' and PYW') C W', Pp(0") C
(Le) —L ¢ FE(¥) and ~L ¢ Py *(W'), for all L € O and 0 < k < n.

Proof. Clearly, if (B is satisfiable then the above conditions hold. For the con-
verse direction, observe that if L’ € F¥(¥) then, since @ is a set of binary clauses,
there is a sequence of O-prefixed literals OF° Ly ~» O Ly ~» -+ ~» OFmL,,
such that kg = 0, Lo € ¥, k,, = k, L,, = L', each k; is between 0 and
n and the ~» relation is defined by taking OF L; ~» OFi+1L,,; just in one
of the three cases: k;y1 = k; and Ly, — L;41 € @ or kjy1 = k; + 1 and
L, - OLj41 € @ or kiy1 = k; — 1 and OL; — L,11 € & (we assume that,
for example, -¢ — —p € @ whenever ¢ contains p — ¢). So, suppose condi-
tions (L;)—(Lz2) hold. We construct an interpretation satisfying (@). By (Ly),
both ¥ AE @ and O"W’' A B & are consistent. So, let My and My be such that
My,0 = PABY and My, n | P AB P, respectively. Let 91 be an interpretation
that coincides with 2y for all moments k < 0 and with Mg for all & > n; for
the remaining k, 0 < k < n, it is defined as follows. First, for each p € © |, we
make p true at k and, for each —p € ©, we make p false at k; such an assignment
exists due to (Lg). Second, we extend the assignment by making L true at k
if L € FE(W)U Py~*(W'). Observe that we have {p, —p} ¢ FE(¥) U Py~ (w'):
for otherwise L A B ® = OFp and O" L' AB® = —p, for some L € ¥ and
L' € ¥, whence LA ®B® | O"=L', contrary to (L1). Also, by (Lz2), any as-
signment extension at this stage does not contradict the choices made due to ©.
Finally, all propositional variables not covered in the previous two cases get their
values from My (or My ). We note that the last choice does not depend on the
assignment that is fixed by taking account of the consequences of B @ with ¥,
V' and © (because if the value of a variable depended on those sets of literals,

the respective literal would be among the logical consequences and would have
been fixed before). Q

Thus, it suffices to show that conditions (L;) and (Lg) can be checked in
polynomial time. First, we claim that there is a polynomial-time algorithm which,
given a set @ of binary clauses of the form D V D5, constructs a set @* of binary
clauses that is ‘sound and complete’ in the following sense:

(S1) BO* EBP;
(S2) if B |= B(L — OFLy) then either k =0 and L — Lo € &*, or k > 1 and
there are Lo, L1,...,Lr—1 with L = Lgand L; —» OL;y; € &*, for 0 <i < k.

Intuitively, the set @* makes explicit the consequences of B @ and can be con-
structed in time (2|®|)? (the number of temporal literals in &* is bounded by the
doubled length |®| of @ as each of its literal can only be prefixed by O). Indeed,
we start from @ and, at each step, add Dy V D5 to @ if it contains both Dy vV D
and —D V Dy; we also add Ly V Lo if @ contains OLq V OLs (and wvice versa).
This procedure is sound since we only add consequences of E @; completeness
follows from the completeness proof for temporal resolution [I5 Section 6.3].
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Our next step is to encode * by means of unary automata. Let L, L’ be
literals. Consider a nondeterministic finite automaton A, - over {0} such that
the literals of @* are its states, with L being the initial state and L’ the only
accepting state, and {(Ll,Lg) | L1 — OLs € 45*} is its transition relation.
By (S1) and (S2), for all £ > 0, we have

2.1 accepts 0F  iff = B(L — oFL).
Then both FX(¥) and PE(¥’) can be defined in terms of the language of 2y, 1

Fy(W)={L'| AL, accepts 0F, for L € '},
Py(W') = {L| AL, 1 accepts 0, for L' € ¥'}

(recall that OFL’ — L is equivalent to =L — OF~L’). Note that the numbers
n and k in conditions (L;) and (Lg) are in general exponential in the length of
@ and, therefore, the automata 27, ;v do not immediately provide a polynomial-
time procedure for checking these conditions: although it can be shown that
if (Lg) does not hold then it fails for a polynomial number k, this is not the
case for (L1), which requires the accepting state to be reached in a fixed (expo-
nential) number of transitions. Instead, we use the Chrobak normal form [11] to
decompose the automata into a polynomial number of polynomial-sized arith-
metic progressions (which can have an exponential common period; cf. the proof
of Theorem [). In what follows, given a and b, we denote by a + bN the set
{a+ bm | m € N} (the arithmetic progression with initial term a and common
difference b).

It is known that every N-state unary automaton 2 can be converted (in
polynomial time) into an equivalent automaton in Chrobak normal form (e.g.,
by using Martinez’s algorithm [28]), which has O(IN?) states and gives rise to
M arithmetic progressions a1 + b1N, ..., aprr + basN such that

(A1) M <O(N?)and 0 < a;,b; < N, for 1 <i < M;
(A2) A accepts OF iff k € a; + b;N, for some 1 <i < M.

By construction, the number of arithmetic progressions is bounded by a quadratic
function in the length of ®.

We are now in a position to give a polynomial-time algorithm for checking (L1)
and (Lz), which requires solving Diophantine equations. In (Lz), for example,
to verify that, for each p € O, we have —p ¢ F&(¥), for all 0 < k < n, we take
the automata Ay, -, for L € ¥, and transform them into the Chrobak normal
form to obtain arithmetic progressions a; + b;N, for 1 < i < M. Then there is k,
0 < k < n, with —=p € FE(¥) iff one of the equations a; + b;m = k has an integer
solution, for some k, 0 < k < n. The latter can be verified by taking the integer
m = |—a;/b;] and checking whether either a; + b;m or a; + b;(m + 1) belongs to
the open interval (0,n), which can clearly be done in polynomial time.

This completes the proof of Theorem [l a

The matching lower bound for LTLE; -formulas, even without O, /0, can be

obtained using NP-hardness of deciding inequality of regular languages over a
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12345678910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
21010101010 1 01 01 010101 0101 0101 O0
31 01 01 01 0 1 0 1 0 1 0 1 0 1 0 1 0
51 01 0 1 0 1 0 1 0 1 0

Fig. 2. Positive numbers encoding assignments for 3 variables p1, p2, ps (shaded)

unary alphabet [27]. In the proof of Theorem 2] we give a more direct reduction
of the NP-complete problem 3SAT and repeat the argument of [27, Theorem
6.1] to construct a small number of arithmetic progressions (each with a small
initial term and common difference) that give rise to models of exponential size.

Theorem 2. The satisfiability problem for LTLE:S -formulas is NP-hard.

core

Proof. The proof is by reduction of 3SAT. Let f = A\, C; be a 3CNF with vari-

ables p1,...,p, and clauses C1, ..., C,. By a propositional assignment for f we
understand a function o: {p1,...,pm} — {0,1}. We represent such assignments
by sets of positive natural numbers. More precisely, let P,..., Py, be the first

m prime numbers; it is known that P,, does not exceed O(m?) [1]. A natural
number k > 0 is said to represent an assignment o if k is equivalent to o(p;)
modulo P;, for all i, 1 < i < m. Clearly, not every natural number represents an
assignment since each element of

j+ P -N, forl<i<mand2<j<P, (6)

is equivalent to j modulo P; with j > 2. On the other hand, every natural
number that does not represent an assignment belongs to one of those arithmetic
progressions (see Fig. Q).

Let C; be a clause in f, say, C; = p;, V —pi, V piy. Consider

P'P)P. + P, P, P, -N. (7)

A natural number represents an assignment that makes C; true iff it does not
belong to the progressions () and (). In the same way we construct a progres-
sion of the form (7)) for every clause in f. Thus, a natural number k > 0 does not
belong to the constructed progressions of the form (@) and () iff k& represents a
satisfying assignment for f.

To complete the proof, we show that the defined progressions can be encoded
in LTLZ:©. Take a propositional variable d (it will be shared by all formulas

core*

below). Given an arithmetic progression a + bN (with ¢ > 0 and b > 0), let
a
Oap = up A /\j:1 B (uj—1 — Opuy) A
where ug, ..., u, and vy, ..., vy are fresh propositional variables. It is not hard to

see that, in every model of 6, s, if k£ belongs to a+bN, then d is true at moment k.
Thus, we take a conjunction ¢ of the 6, 5 for arithmetic progressions (@) and (7))
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_______ K minimal model of X, K o
AO——>O0——>+O---- -O—»o—»or‘ ....
= ﬁ@
--O0—™O0—>O0——>O0—>0-----0 O O O O --
K K
Fig. 3. The minimal model of X, and R,

together with p AB(Opp — p) AB(p — d) NB(- 8 d), where p is a fresh variable
(the last formula makes both p and d true at all moments k < 0). The size of
the LTLY,~-formula ¢ is O(n - m®). It is readily checked that ¢ is satisfiable
iff f is satisfiable. a

4 Core and Horn Fragments without Next-Time

Let ¢ be an LTLme—formula. By applying Lemma 2] we can transform ¢ to the
form U AB T A B S, where ¥ is a set of propositional variables while &1 and
@~ are sets of positive and negative clauses of the form

AMAAXA A X1 — Ak and A VoA V-V oA, (8)

respectively. Trivially, ¥ A B ¢T is satisfiable. Since all clauses in &' have at
most one positive literal and are constructed from variables possibly prefixed by
Or or Op, the formula ¥ A E &+ has a canonical model £, defined by taking

RoonbEp iff Mnlp, for every model Mof U ANB P, neZ

(indeed, R,,0 = ¥ A B ST follows from the observation that £,,n | Opp iff
M,n | Opp, for every model M of ¥ A BPT; and similarly for Opp). If we
consider the canonical model £, in the context of Lemma [J] then, since the
language does not contain Op or Op, we have m;;1 —m; =1 for all ¢. Thus, K,
can be thought of as a sequence of (¢ — £, + 1)-many states, the first and last
of which repeat indefinitely. Let K = |p| + 4.

Obviously, ¢ is satisfiable iff there is no negative clause =A; V-V =g in &~
such that all the \; are true in £, at some moment n with |n| < K. This condition
can be encoded by means of propositional Horn clauses in the following way. For
each variable p, we take 2K + 1 variables p™, |n| < K, and, for each Opp and
Opp, we take 2K 41 variables, denoted (Opp)™ and (Opp)™, |n| < K, respectively.
Consider the following set X, of propositional Horn clauses, |n| < K:

(Hy) p%, ifpew,
(H1) )\"/\"'/\)\21—))\2, if()\l/\'~'/\)\k_1—>)\k)€¢+,

(Hy) (Tpp)" — (Gpp)"t ifn < K, (Opp)™ = (Cpp)™ ™ ifn > —K,
(Hs) (Cep)" —p"*, (Cep)™ — p" 1,

(Hy)  (Oep)" Ap” — (D p)"lifn> K, (Gpp)" Ap" = (Gpp)" T ifn < K,
(Hs) (Dpp)K (Cop) X = p7 5,

(He) (Gep) " o p7 X, (Tep)™ < p™
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Clearly, |X,| < O(|¢]?). It is readily seen that the minimal model of X, cor-
responds to the canonical model 8, as shown in Fig. Bl As propositional Horn
satisfiability is P TIME-complete, we obtain the following:

Theorem 3. The satisfiability problem for LTL)  -formulas is in PTIME.

4.1 Temporal Derivations for LTL"

In LTL,,, -formulas, all clauses are binary: k = 2 in (§). Satisfiability of propo-
sitional binary clauses is known to be NLOGSPACE-complete. However, in the
reduction ¢ — X, above, the clauses (Hy) are ternary. In this section we show
how to modify the reduction to ensure membership in NLOGSPACE. More pre-
cisely, we define two types of derivation from WAE &+ a 0-derivation of (A, n) will
mean that R,,n = A, while a V-derivation of A from X that £,,0 BN — B
We then show that these derivations define £, and that satisfiability of ¢ can
be checked by a nondeterministic algorithm in logarithmic space.

Denote by —* the transitive and reflexive closure of the relation — over literals
given by the clauses of $T. We require the following derivation rules over the
pairs (A, n), where X\ is a positive temporal literal in ¢ and n € Z:

in NLogSpace

core

(R1) (A,n) = (A,n), if Ay =7 Ag,

(R2) (Gep,n) = (Cep,n+1), (Oop,n) = ( pp,nfl)

(R3) (Gep,n) = (p,n+1),  (Cep,n) = (p,n—1),

(Ry) (Tep,0) = (Cep,—1),  (Tep,0) = ( Ppyl), if p' =" p forp’ € ¥,
(Rs) (p,n) = (Cep,n—1),  (p,n) = (Cep,n+1).

The rules in (R1)—(R4) mimic (Hy)-(H4) above ((H4) at moment 0 only) and
reflect the semantics of LTL in the sense that whenever (A, n) = (\,n/) and
Ry,n = X then R,,n' = N. For example, consider (R4). It only applies if p
follows (by —*) from the initial conditions in ¥, in which case £, 0 |= p, and so
£R,0 = Opp implies R, —1 |= Ozp. The rules in (Rs) are different: for instance,
we can only apply (p,n) = (Opp,n — 1) if we know that p holds at all m > n.

A sequence 0: (Ag,n0) = -+ = (Ag,ne), for £ > 0, is called a 0-derivation of
(Aeymp) if Ao € ¥, ng = 0 and all applications of (R5) are safe in the following
sense: for any (p,n;) = (r;) (Orp,ni — 1), there is \;j = Opq, for some ¢ and
0 < j < i; similarly, for any (p,n;) = (r,) (Cpp, i + 1), there is \; = Opq with
0 < j < i. In this case we write ¥ =0 (\;, ny). For example, consider

¢ = p A Blp—=0Opq) AN Blg—71) A Bp—r).

Evidently, R,, —1 |= Oxr. The following sequence is a 0-derivation of (Opr, —1)
because the application of (Rs) is safe due to Opg:

(pao) :>(R1) (DFQ7O) :>(R3) (qa 1) :>(R1) (Ta 1) :>(R5) (DFrv 0) :>(R4) (DFrv _1)

Intuitively, if we can derive (r,1) using (Org,0), then we can also derive (r,n)
for any n > 1, and so we must also have (Opr,0), which justifies the application
of (R5). This argument is formalised in the following lemma:
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0 1 Ny ne+1 +2
5 R D‘Fq ‘ time
Fq 2
- Orq
5 ) ji> Orq )\5+le %\
5 o4~ s+1 _ it2/g Orq
g Opr L oA 2 Ast1 o As+1
TR = T, !
g Ai \1{4\Ao Aifl /O
* UpT = Xit1 oA
3

Fig. 4. Removing applications of (R4) (left) and shifting a O-derivation by 2 (right):
dashed arrows show the original derivation and solid ones the resulting derivation

Lemma 5 (monotonicity). Let 0 be a 0-derivation of (Ag,ne) with a suffiz
5 (Opg, 1) = (Ast1,ns11) = - = (Mg, 1), 9)

where none of the \; contains Op. Then W =0 (\g,m), for all m > ny. Similarly,
if there is a suffiz beginning with some Opq then W =2 (\g,m), for all m < ny.
Moreover, these 0-derivations only contain the rules used in d and (R2).

Proof. We first remove all applications of (Ry4) in 5. Let (A, ni) = (ry) (Nit1, i41)
be the first one. By definition, n; = 0 and, since Opq is the last Op in 0, we have
ni+1 = land A; = \j11 = Opr, for some r. So we can begin s with (Opq, ns) = (R2)
(Org,ns+1) = Asq1,n541+1) = - = (Nyni+1) = (Nigo,niq2); see Fig. @
on the left-hand side. We repeatedly apply this operation to obtain a suffix s of
the form (@) that does not use (R4). We then replace s in d with (Orq, ns) = (Rr.)
S B (Ry) (Orq,nstk) = (Asy1,nsq1+k) = -+ = (A, netk), where k = m—ny;
see Fig. Ml on the right-hand side. a

However, 0-derivations are not enough to obtain all literals that are true in
- Indeed, consider the formula

o = r A Blr—=0q) A B(Oq—q A B(Opq— p).

Clearly, R,,n = p for all n € Z, but neither (p,n) nor (Opq,n) is 0-derivable.
On the other hand, for each n € Z, there is a 0-derivation of (g, n): for example,

(Ta 0) :>(R1) (DF(]aO) :>(R1) (q,O) :>(R5) (Dan 71) :>(R1) (Q> 71)

These 0-derivations correspond to R,,0 = & ¢, from which we can derive @ p by
means of the second type of derivations. A sequence ?: (Ag,n9) = -+ = (A\¢, ng)
is called a V-derivation of A¢ from Ag if it uses only (R;1)—(R3) and (Rs), whose
applications are not necessarily safe. So we write & =" ) if there is a V-derivation
of A from some ¢ such that ¥ = (¢,n), for all n € Z. In the example above,
(4,0) = (Rrs) (Orq, 1) =R,) (p,1) is a V-derivation of p from ¢, whence ¥ =7 p.
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Lemma 6 (soundness). If ¥ = (\,n) then f,,n = \. If ¥ =" X then
R,,0 B\,

Proof. By induction on the derivation length, using Lemma [H for (Rs). a
Lemma 7 (completeness). If &,,n = A then either ¥ =0 (\,n) or ¥ =Y .

Proof. Let M be an interpretation such that, for all pand n € Z, we have M, n = p
iff =9 (p,n) or ¥ =7 p. It suffices to show that 91,0 = ¥ A @&+, Indeed, if
we assume that there are p’ and n’ such that &,,n' |= p’ but neither ¥ =0 (p’, n’)
nor ¥ =" p’, we will obtain 9, n’ |= —p’ contrary to our assumption (other types
of literals are considered analogously).

Thus, we have to show that 91 is a model of ¥ A B $T. Suppose p € ¥. Then
trivially ¥ =9 (p,0), and so M, 0 |= p. Suppose A\; — Ay € &+ and M, n = A.
We consider three cases depending on the shape of A\; and show that 0, n = As.

A1 =p. If ¥ =Y p then, by (R1), ¥ =" \p. Otherwise, there is a O-derivation
of (p,n), and so ¥ =0 (A, n) =(R,) (A2, 7).
A1 = Oep. Then M, m = p for all m > n. Consider M, n+1 = p. If ¥ =Y p then,
by (Rs), (R1), ¥ =7 \y. Otherwise, there is a 0-derivation d of (p,n + 1).
(F) If Op occurs in 0 then ¥ =0 (p,n + 1) =(Rs) (Orp; 1) = (Rry) (A2,n).
(P) If O, occurs in ? then, by Lemma B ¥ = (p,m) for each m < n + 1.
Thus, ¥ =0 (p,m) for all m € Z, and so, by (Rs) and (R1), ¥ =" \,.
(0) If d contains neither Op nor O, then n = —1 and A —* p, for some
A€W (by (Ry)). As 9,1 = p and we assumed ¥ %" p, there is a
O-derivation ?’ of (p,1), which must contain Oz or Op. If ?’ contains Oy
then ¥ =0 (p,1) = (Rs) (DFp,O) = (Ry4) (DFp7—1) =(R1) (A, n). If Op
occurs in 0’ then, by the argument in (P), ¥ =Y \,.
A1 = Opp. The proof is symmetric.

In each of these cases, we have either ¥ =0 (\2,n) or ¥ =" X\y. Observe that
¥ =0 (\y,n) implies M, n = Ag. Indeed, this clearly holds for Ay = p. If Ay = O,p
then, by repetitive applications of (Rg) and an application of (Rg3), we obtain
v =0 (p,m), for all m > n, which means 9, n = Opp. The case Ao = Opp is
symmetric. If ¥ =7 )\, then, independently of whether A, is p’, Opp’ or Opp/, we
have ¥ =Y p/, so M, m = p’ for all m € Z, whence, M, n = \s. a

Next, in Lemmas [ and [@ we provide efficient criteria for checking the condi-
tions ¥ =0 (\,n) and ¥ =" X by restricting the range of numbers that can be
used in O-derivations (numbers in V-derivations can simply be ignored). Given a
O-derivation 0: (Ag,n0) = -+ = (Ar, ne), we define its reach as

r(0) = max{|n;| | 0 <1 < (}.

We say that 0 right-stutters, if there are v < w such that A, = Ay, 1y < 14 and
n; > 0, for all i, v < i < w (in particular, (R4) is not applied between v and
w). Symmetrically, 0 left-stutters if there are v < w such that A\, = Ay, 1y > 1y,
and n; <0, for all 7, v <i < w.
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Fig.5. Left-stuttering: n, and n, occur between —1 and —|¢| — 1 (shaded) and
the fragment of the derivation from n, to n, can be repeated any number of times
(including 0)

Lemma 8 (checking =°). ¥ =° (\ n) iff there exists a 0-derivation 0 of
(A, m) such that r(d) < 2|¢| and one of the following conditions holds:

(Cy1) m=mn;
(C2) 0 contains Op and either m < n or 0 left-stutters;
(Cs3) 0 contains Op and either m > n or 0 right-stutters.

Proof. (=) Let d: (Ao,n0) = -+ = (A\¢,n¢) be a O-derivation of (A\,n). If
r(d) < |p| then 0 satisfies (C1). Otherwise, we take the first O-literal in , say
At = Ogq (the case of Opq is symmetric). Clearly, |ns < 1. Let u > ¢ be the
smallest index with |n,| > |¢|. Since adjacent n; and n,1; differ by at most
1, the segment between (A;,n¢) and (\,,n,) contains a repeating literal: more
precisely, there exist v < w between ¢ and u such that A, = A, and

— either n, > n, and n; <0, for v <7 < w,
— Or Ny < Ny and n; > 0, for v < i < w.

In the former case 0 left-stutters, and we perform the following operations on
the suffix s: (Ay, nyw) = -+ = (A, ng) of 0. First, we eliminate all applications
of (Ry) in s: each suffix (Orq,0) =(r,) (Orq, —1) = (As,ns) = -+ = (A, )
is replaced by (Orq,0) = (As,ns +1) = -+ = (Ar,ne + 1); and similarly for
Op. If each time we eliminate the last application of (R4) then the result is
clearly a 0O-derivation. Second, we remove all duplicating literals: each suffix
Asyms) = -+ = Aeryny) = ()\Sz+1,ns/+1) = .- = (Ag,ng) with Ay = Ay is
replaced by (As,ns) = (Asr41, s 4+1+k) = ()\g ne+k), where k = ng—ng.
This will give us a left-stuttering 0- derlvatlon D’ of (A, m), for some m. Since there
are at most |p| distinct literals in s, we have r(?’) < 2|p], thus satisfying the
second option of (Cs); see Fig.

In the latter case 0 right-stutters, and we construct a 0-derivation ?’ of (p,n’)
by cutting out the segment (Ayt1,My4+1) = -+ = (Aw,Ny) from 0 and ‘shifting’
the tail using the construction above: eliminate applications of (R4) and then
decrease all numbers by n, — n, > 0. We then consider the obtained ?’ as the
original 0. As the length of the derivations decreases and n’ < n, by applying
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this procedure sufficiently many times, we shall finally construct a 0-derivation
of reach < 2|p| and satisfying either (Cy) or the first option of (Cg).
(<) is left to the reader. a

In a similar way we can show how to efficiently check the condition ¥ =Y p:

Lemma 9 (checking ="). ¥ =9 (\ n) holds for all n € Z iff there are 0-
derivations ® of (A\,m) and ?' of (A\,m') of reach at most 2|p| such that one of
the following conditions holds:

(C}) 0 contains Op, ' contains Op and m < m’ + 1;
(C4) o contains Op and left-stutters;
(C%) © contains Op and right-stutters.

Proof. (=) Take a 0-derivation of (¢, 2|¢|+1). By Lemmal[8 there is a derivation
g of (g,ng) with r(d9) < 2|¢| satisfying either (Cz) or (Cs). If 9y left- or right-
stutters then we have (C%) or (Cj), respectively. Otherwise, 99 contains O, and
we can construct a finite sequence of 0-derivations 09, 01,02, ...,0; of reach at
most 2|p|, where each 0; is a O-derivation of (g, n;) containing O, and such that
ng>mny >ng > - > Ng.

Suppose we have already constructed ;. Since ¥ = (¢, n), for all n, we have
v =0 (¢,n; — 1). By Lemma 8] there is a 0-derivation d of (g,n;41), for some
nit+1, with one of (C;)—(Cs). If (Cz) and d left-stutters or (Csz) and ? right-
stutters then we obtain (C5%) or (C%), respectively. If (Cz) and d contains O with
ni+1 < n; —1 then d becomes the next member 94 in the sequence. If (C3) and 0
contains Op with n; 1 > n;—1 then 9; and ? satisfy (C/). Otherwise, we have (Cy)
with n;4+1 = n; — 1 (recall that n; > —2|¢|). Consider three cases. If 9 contains
O then 0 becomes the next member 0,11 in the sequence. If 0 contains O, then
9, and 0 satisfy (C/). Otherwise, that is, if 0 contains neither O, nor Oy, we must
have n;.1 = 0 and p —* ¢, for some p € ¥. Then we have n; = 1 and, as 9;
contains Op, we can append (¢,1) = (r;) (Crq,0) = ®y) (Brq, —1) = (ry) (¢,0)
to  to obtain the next member 9;,1 in the sequence.

(«=) is left to the reader. Qa

We are now in a position to prove the main result of this section.

Theorem 4. The satisfiability problem for LTLY _-formulas is in NLOGSPACE.

core

Proof. An LTLY,, -formula ¢ = W A B &+ A B @~ is unsatisfiable iff = contains
a clause =\ V=g such that £,,n = A1 A A2, for some n with |n| < K. For each
-1 V =)Ag in @7, our algorithm guesses such an n (in binary) and, for both A
and Mg, checks whether ¥ =9 ()\;,n) or ¥ =7 );, which, by Lemmas § and [

requires only logarithmic space. a

The initial clauses of LTL,  -formulas ¢ are propositional variables. If we
slightly extend the language to allow for initial core-clauses (without ®), then
the satisfiability problem becomes PTIME-hard. This can be shown by reduction

of satisfiability of propositional Horn formulas with clauses of the form p, —p and



50 A. Artale et al.

p A q — r, which is known to be PTIME-complete. Indeed, suppose f = A, C;
is such a formula. We define a temporal formula ¢; to be the conjunction of all
unary clauses of f with the following formulas, for each ternary clause C; of the
form pA g — rin f:

¢ci N BH(p—0Opg) A B(g— Ope) A (Be — 1),

where ¢; is a fresh variable. One can show that f is satisfiable iff ¢ is satisfiable.
We finish this section by an observation that if the language allows for non-
Horn clauses (e.g., p V q) then the satisfiability problem becomes NP-hard:

Theorem 5. The satisfiability problem for LTLEmm—formulas is NP-hard.

Proof. By reduction of graph 3-colourability. Given a graph G = (V, E), consider
the following LTLETom—formula pa with variables pg,...,ps and v;, for v; € V:

po A /\Ogigg(pi%DFpiJrl) A, oy B0 = Do) A

/\mEV : (p4 - ’UZ) A /\(m,vj)EE - (UZ v U])

Intuitively, the first four conjuncts of this formula choose, for each vertex v; of
the graph, a moment of time 1 < n; < 3; the last conjunct makes sure that
n; # n; in case v; and v; are connected by an edge in G. It can be easily shown
that ¢ is satisfiable iff G is 3-colourable. a

5 Conclusion

We have investigated the computational complexity of the satisfiability problem
for the fragments of LTL over (Z,<) given by the form of the clauses—bool,
horn, krom and core—in the clausal normal form and the temporal operators
available for constructing temporal literals. Apart from LTLE'O’SI, whose formulas
are equisatisfiable to formulas in the full LTL, only LTLS O’?n has PSPACE-complete
satisfiability. For all other fragments, the complexity varies from NLOGSPACE
to PTIME and NP.

The idea to consider sub-Boolean fragments of LTL comes from description
logic, where the DL-Lite family [93] of logics has been designed and investi-
gated with the aim of finding formalisms suitable for ontology-based data ac-
cess (OBDA). Tt transpired that, despite their low complexity, DL-Lite logics
were capable of representing basic conceptual data modelling constructs [8l2],
and gave rise to the W3C standard ontology language OWL 2 QL for OBDA.
One possible application of the results obtained in this paper lies in tempo-
ral conceptual modelling and temporal OBDA [5]. Temporal description logics
(and other many-dimensional logics) are notorious for their bad computational
properties [I7J20]. We believe, however, that efficient practical reasoning can
be achieved by considering sub-Boolean temporal extensions of DL-Lite logics;
see [4] for first promising results.
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Abstract. We add updates to the query language PrQL , designed for
inspecting machine representations of proofs. PrQL natively supports
hiproofs that express proof structure using hierarchically nested labelled
trees, which we claim is a natural way of taming the complexity of huge
proofs. Query-driven updates allow us to change this structure, in par-
ticular, to transform proofs produced by interactive theorem provers into
forms that are easier for humans to understand, or that could be con-
sumed by other tools. In this paper we motivate and define basic up-
date operations, using an abstract denotational semantics of hiproofs
and queries. This extends our previous semantics for queries based on
syntactic tree representations. We define update operations that add and
remove sub-proofs or manipulate the hierarchy to group and ungroup
nodes. We show that these basic operations are well-behaved and hence
can form a sound core for a hierarchical transformation language. Our
study here is firmly in language design and semantics; implementation
strategies and study of sub-languages of our query language with good
complexity will come later.

1 Introduction

We are interested in ways to exploit machine representations of proofs con-
structed by interactive or automated theorem provers. These proof representa-
tions are produced so that they can be independently checked or imported into
other systems. We believe that they can be exploited beyond this. For example,
system inputs such as proof scripts are rarely given at the lowest level of detail,
even with interactive theorem provers. Therefore it can be useful for proof de-
velopers to understand how the system has found a proof: which inference rules
have been used, which axioms, which instantiations for existential variables, and
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so on. More complex questions are also interesting. For example, whether a proof
contains unnecessary detours or replicated sub-proofs.

To this end, we recently introduced PrQL [3], a proof query language which
treats a large formal proof as an object that can be examined in a systematic
way. We are currently developing practical prototypes to experiment with proof
queries, so far based on exporting from Isabelle [3] and HOL Light [21]. But
it is clear already that as well asking questions, we also want to be able to
transform proofs to alter their structure in various ways. This may be used to
aid understanding (human or machine), by hiding certain kinds of details. Or it
could be used for optimisation or adaptation, to change proofs to more efficient
forms, or for consumption by different systems such as proof commentary tools
or machine learning tools. This paper is a study of a rigorous foundation for
such transformations, introducing update extensions for PrQL.

To study the foundations of updates, we need to have the right data model for
hiproofs and define operations that preserve the hiproof structure. Some trans-
formations may also preserve theoremhood of proved statements. This is why we
design our own query and transformation language, rather than immediately en-
coding our concepts into a more general graph or tree model (such as XML) with
an existing query and transformation language (such as XQuery Update [10] or
XDuce [20]) that could make arbitrary dissections and rearrangement.

When it comes to implementing our query and update language, it is obviously
desirable to reuse existing systems which have looser semantics but optimised
implementations for query language fragments in good complexity classes. We
may consider for example, graph databases, other tools in the “NoSQL” family
or perhaps even SPARQL. We are conducting some early experiments in parallel
with the work described here.

Contributions and Paper Outline. This paper contributes towards generic foun-
dational aspects of theorem proving systems, in particular, the novel aspects of
querying and transforming the proof objects which can be recorded by proof
tools. Moreover, we contribute to the study of a structured representation for
these objects. Sect. [2] introduces the idea of proof transformations that we are
studying, with some informal examples and motivations. Sect. Blrecaps the tech-
nical background of hiproofs and PrQL. Sect. H introduces a revised denota-
tional semantics for hiproofs; this extends previous work, connecting the syn-
tactic strand of [2] with the previous denotational semantics of [I4]. The new
extensions add explicit orderings among subtrees and the ability to model open,
i.e., incomplete, proofs. Sect. [l gives a new denotational semantics to our query
language. This interpretation provides two advances: (1) the ability to return
locations in the hiproof where a query is satisfied, and (2) a close connection to
a graph model that we can use to encode hiproofs. Sect. [6] builds on top of this
to define our four kinds of update operations. We show that these operations
are well-behaved and preserve proofs in certain senses. Finally, we give a more
detailed comparison to related work in the concluding Sect. [7
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2 Querying and Transforming Hierarchical Trees

We start from hiproofs [1412], which provide an abstract, generic notion of proof
tree with hierarchical structure. Hiproofs are composed from atomic rules of
inference from an unspecified underlying logic, but additionally provide a notion
of hierarchy, by allowing labelling and nesting of subtrees inside boxes. This
succinct notion of structuring in a proof can be used, for example, for noting
where a lemma was applied, or where a particular tactic or external proof tool
produced a subtree. The hierarchical structure of hiproofs and its interaction
with the proof-tree is more complex than the straightforward tree structure, in
particular because hiproofs allow nesting of partially completed proofs.

VYo inatdy.y <z +1

|

Induction Induction

Rule Rule Rule

@y<0+1\[]l/4y<lc+1]]y.y<k+2 / \ / \

Exintro(-1) Apply IH

Base Step

Base Step 2

Solver

Y<k+1l—Y<k+2 Trivial Rewrite

Rewrite

Saber ()
(b)

Rewrite

(a)

Fig. 1. Different hiproof structures on the same underlying proof

The picture shown in Fig. [[a) is an example hiproof, shown at a certain level
of abstraction. It corresponds with an ordinary (but upside-down) natural de-
duction style proof tree: the theorem being proved, Vx.3y.y < x + 1 is shown at
the top, and then the proof outline shows how the proof is achieved by decom-
posing the goal theorem into pieces. The labelled boxes correspond to tactics
which have been applied to do this. Notice how the Induction box encapsulates
an incomplete proof; it has the dangling edge which is passed into the Solver box.
We suppose that boxes such as Base may contain further details, perhaps right
down to atomic inferences in the underlying system; the diagram only hints at
the full hiproof. Fig. [[(a) shows the statements being proved along edges. In a
visualisation tool (such as the web-based HipCam [2I]) the goals may be shown
in pop-ups so as not to clutter the display, and boxes such as Base can be opened
and closed dynamically.
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Variations of hierarchy. Further right in Fig. Il we see some alternative structur-
ing of this simple inductive proof. Fig. [[[b) shows the complete step case being
enclosed by the induction box; whereas Fig. [(c) shows just the induction rule
itself being boxed. These pictures motivate our main kind of desirable trans-
formations: to alter and introduce hierarchical structure. For example, when an
inductive proof appears in the proof tree, we might like to give it the uniform
structure on the left so it can be easily picked apart. However, the proofs which
arise by a naive labelling of tactics in HOL Light without hiproof adaptation [21],
for example, have the form in Fig. [[{c).

Basic Transformations. Generally, the life cycle of data management is cap-
tured by functions to create, read, update, and delete. We already have mecha-
nisms to create proof objects: abstractly, via the syntax for hiproofs reviewed in
Sect. Bl and in practice by functions for exporting proof objects from systems
like Isabelle [3] and HOL Light [21I]. To inspect proof objects, PrQL provides a
language of structured queries, reviewed further below. To manipulate existing
hiproofs, we need to add update and delete operations. But we want to do this
in a way that respects the proof structure, rather than as arbitrary edits to a
tree or graph. This motivates the following four types of operation.

Introduce hierarchy is used moving from Fig. [[(c) to Fig.[Il(a): we introduce
a nested hiproof called Base for the two steps ExIntro and Trivial, which hides
the detail. We also push in the children of Rule into the Induction box.

Remove hierarchy is the opposite transformation. Visualisation tools perform
this reversibly under user control, but here we want to permanently trans-
form the underlying structure by pulling out individual pieces, such as when
moving from Fig[i(b) to Fig[l(a).

Remove subproof deletes part of a hiproof. This is a radical operation, and
will change what is being proved, popping out an unproved subgoal to the
top level. For example, if we remove the Solver tactic in Fig. [[[(a), the proof
is left unfinished with the subgoal Y < k+1 =Y < k + 2 remaining.

Complete subproof is the inverse operation, and grafts on a new subtree. This
can resolve a previously unproved subgoal, or generate new subgoals.

2.1 Finding Somewhere to Transform

First, to apply a transformation, we need to know where in a target hiproof it
should be applied. A natural way to find a transformation point is to search
for a node satisfying some properties: this is where queries enter the picture.
(Similarly, update languages that have been defined elsewhere for semistructured
data and graphs also use queries to position updates; see Sect. [11)

We have already designed PrQL, a query language for hiproofs, so it is nat-
ural to reuse it. PrQL is a structured query language which combines property
queries (that look at local properties on nodes) with structuring operations (that
combine queries across connected nodes, decomposing the tree). These can be
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defined with recursion and logical connectives, giving a powerful language that
can encode search in queries. For example, the PrQL query

somewhere (atomic ExIntro then atomic Trivial)

is satisfied by the hiproof in Fig. [[[c). The atomic operator examines a label
on a bottom-most nested node. The then operator decomposes the target graph
across the proof tree sequence. Similarly, we can decompose sibling hiproofs
with beside and nested hiproofs with inside, building up patterns. Patterns
may contain match variables that get instantiated with names of rules or box
labels. Using recursion we can define operators like somewhere (finds a match
in any subtree) and nearby (finds a match in any subtree at the same nesting
depth). See Sect. Bl for more details of PrQL.

However, so far there is not yet a notion of where a query is satisfied; we do
not have a way to describe where ExIntro or Trivial rules were actually found.
To pick out specific nodes in a hiproof, we extend the query language to return
positions: a new type of match variable standing for a (sub)hiproof where a query
is satisfied. We add the new query term “at X” which matches X against the
“currently examined” node in the tree. So

somewhere inside Induction nearby (at X A atomic Trivial)

returns locations X where Trivial appears immediately inside an Induction box.
Unlike labels for boxes and atomic rule names, nodes in our proof trees are
abstract: we do not need user-level syntax for writing their identities. So at can
only locate a position by properties; it cannot pick out a specific node concretely.
But the query language is precise enough that, for any specific node in the tree,
there is a query which picks out that node uniquely (see Prop.[dlin Sect. ().

2.2 Updating Proofs

Now we have a way to specify transformation points, we can show how our up-
date operations are written. Several language design choices are possible. We
have followed an SQL-like paradigm, matching positions then using one-shot
operations which can update a large proof in-place, based on the selected posi-
tions. A more ambitious choice would be to design a hybrid query and update
language, with looping and branching to build up complex transformations. But
we first want to understand the update combinators that are common to both.

As a first example, to turn Fig. [[[(c) into Fig. D(b) we use a transformation
which adds a box around a given subtree, called box:

box X to Y Z as Induction where (1)
(at X A atomic Rule) then (seq Y beside seq Z)

where the recursive query seq X picks out a sequence ending at X:

seq X af 1Q@. * then Q V (at X A —(x then %))
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Besides adding boxes, we can remove them with unbox:
unbox X where at X A inside Solver

which removes the Solver box around the result of an automatic tactic. Instead
we could rename it, simply writing: rename Solver as Auto.

So far, these operations have not changed what is proved in the hiproof. Other
updates change the underlying proof tree, but maintain its validity. For example,
maybe we are not interested in a particular subtree of a proof

deletetree X where inside Meson at X

then this removes the subtree generated by an automatic procedure, just leav-
ing the name of the procedure. In the hiproof structure, we do not forget that
something is unproved; the subtree leaves a dangling edge.

Dually, we can fill in a proof for such a dangling edge; this is a refinement
operation in the sense that it extends the proof:

refine X with s where at X A unproved vy

Here, s is a literal term in the syntax for hiproofs, which proves the goal ~.

Finally, it can be useful to use a more general replacement transformation
which is defined using deletetree then refine. For example, to find useless
detours in a proof tree, we use the query:

useless X ¥ % (at X A goal G) then nearby (at Y A goal G)

this identifies a path from X to Y where we hit the same goal G = ~. It might
even be a tactic which is worse than useless, in that it has transformed a goal ~
into several more goals to prove including v again. Now the replace update

replace X by Y where (useless X Y)

removes this detour.

3 Syntactic Hiproofs and PrQL Queries

This section introduces previous material as background. We are as concise as
possible and refer the reader to previous papers for more details [14/23].

Hiproofs add structure to an underlying derivation system, a simple kind of
logical framework. A derivation system is given by a set G of goals (intuitively:
possibly provable sequents or judgements), ranged over by ~, and a set of atomic
inference rules ranged over by a. Atomic rules are composed to give hiproofs,
which have a functional reading: a hiproof maps a finite list of input goals g1 =
[v1,---,7n] to a list of output subgoals g = [V, .., V5]
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Informally, we draw hiproofs as inverted trees with a nested structure. For-
mally, a hiproof is given by two forests on the same set of nodes, as explained in
Sect. [l Syntactically, a hiproof can be written as a term:

su=a |id atomic and identity
| [1]s]s:; labelling and sequencing
| O |s; ® 52 empty and tensor (juxtaposition)

where [ € L, an arbitrary set of names and a € A for some special subset
A C L. We think of labels as standing for names of tactics or proof rules, or
atomic steps; they have no semantic content. For example, the proofs in Fig. [I]
are written syntactically as

([Induction] Rule ; Base ® Step) ; [Solver] Rewrite (2)
[Induction] Rule ; Base ® (Step ; [Solver] Rewrite) (3)
Rule ; (ExIntro ; Trivial) ® (ApplylH ; Rewrite) (4)

3.1 Structured Queries in PrQL

The definition of PrQL starts with matches built from wildcards and match
variables, constants (atoms, sets and predicates) and negation (to construct the
complement of a match). Let Vary be a set of schematic variables standing for
names, ranged over by IV in general and A when we suggest an atomic rule name
or L a label name. Let Varg be a set of variables standing for lists of goals. The
name matches and goal matches are given by:

nmu=all|e||N|-nm gm =7 || G| -gm

where £ stands for a logic-dependent predicate on names, and ¥ stands for a
logic-dependent predicate on goals used to check some structural property of
the goal term. For example we might have a predicate that checks whether a
goal v is in the form of a horn clause, when ¢y, (y) holds. The special name o
is used to label unproved goals; the name *x = —e serves as a wildcard.

We use matches to build up queries, g, as below. The extension to PrQL to
locate vertices uses a set of match variables Vary, ranged over by X

q = % anything non-empty
| at X matches at node X
| atomic nm atomic rule match
| inside nm ¢ q satisfied inside box with label matching nm
| ¢1 then go q1 and ¢o satisfied by successive nodes
| ¢1 beside ¢o q1 and ¢o satisfied by adjacent nodes
| goal gm proved goal matches gm
| i1 A2 | 1V | —q compound queries
|

1Q.q recursive query
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Queries are built from schematic hiproof terms. They are posed against an im-
plicit hiproof subject, instantiating the match variables and testing goals. Com-
pound queries are built using logical connectives and recursion. This core lan-
guage allows many useful derived forms, like the search operator somewhere.
We can examine gaps in proofs too; to assert that the hiproof has v as an un-
solved goal we write:

unproved y = goal v A atomic e

This works because we model ‘dangling’ edges as empty boxes labelled with e.

4 Denotational Hiproofs

A hiproof consists of two forests on the same set of nodes, with a distinguished
root, satisfying some conditions [I4]. To relate to a derivation system (where
premises of inference rules have an ordering), we add a left-to-right ordering
among siblings. To relate to the syntax, we use a more general forest notion
first, then restrict to hiproofs. To model incomplete (partial) proofs, we add
nodes corresponding to unproved goals. Lastly, we extend labelling to attach to
each node the goal it validates, as shown on edges entering nodes in Fig. [I[a).

Given a forest I’ defined by a relation R on a set of vertices, we write
siblings p(v,v") if v and v’ are children of the same R-parent. Given a vertex
v, we write isrootgr(v) for the assertion that v is a root wrt R, ie., Vv'.v' R
v = v ="', and isleaf p(v) for the dual, i.e., Vv'.v Rv' = v =v'.

Definition 1 (Ordered Hiforest). An ordered hiforest H = (V, L, <;, =4, )
consists of a finite set of vertices V with a labelling function L : V — (LU{e})x G
and three relations on V' x V. The relations are an inclusion order <; (which
captures the nesting of vertices; >; is proper containment), a sequencing relation
—s (which captures the functional composition of nodes) and a child order <.
These are subject to the following conditions:

(V, <) and (V,—) each form forests; <; and < are partial orders.

arrows target outer nodes: v—sw and v’ >; w = v’ >; v.

arrows emanate from inner nodes: v—sw and v’ <;v = v =0,

inclusion € sequence are mutually exclusive: v <; w and v—s*w = v = w.
bozes have unique T00ts:

siblings < (v,v") Aisroot _, (v) A isroot, (V') = v ='.

5. children or top-level roots are totally ordered:

siblings_, (v,v") V (isroots,(v) A isroots,(v')) = v Sv' Vo' Sw.

s

6. only leaves (wrt. sequencing and inclusion) may have o label:
L(v) = (e,7) = leaf , 5, (v).

e~

Each node in a hiforest is given a name and a goal. The goal is the theorem
proved at that node. The unproved parts are the ‘dangling’ holes labelled by
e. An ordered hiforest proves a sequence of top-level goals, whereas a hiproof
proves just one.
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Definition 2 (Ordered Hiproof). An ordered hiproof is an ordered hiforest
which satisfies the additional constraint:

7. Top-level roots are unique: isroot_, U, (v) A isroot s, (V') = v ="7".
We are mainly interested in wvalid hiproofs, which are those corresponding to
a proof in the underlying derivation system.

Definition 3 (Validity). A hiforest H is valid if it corresponds to a sequence
of (possibly incomplete) proof trees in the underlying derivation system; we write
H = g1 — g2 if this holds and where g1 is the list of goals on the outermost
roots of H, and g2 is the list of unproved goals on the holes, as ordered by
extending < to the leaves of the tree.

A map between two hiforests is a map between the vertices and the labels
which preserves the orderings and the labelling. We say a hiforest Hy refines
to a hiforest Hy, Hi T Hs, if there is an inclusion from H; to Hs which also
preserves the roots wrt >;.

We now define some operations on the two dimensions of hiforests which will
form the semantic foundations of our transformations. For brevity, definitions
are given informally here, and made precise in the appendix. Given two hiforests
H; and Hy such that H; = g1 — g and Hy | g — g2, we define a com-
position operation graft(H;, Hz) that ‘grafts’ the roots of Hy into the dangling
goals of Hy, such that graft(Hy, Ha) |E g1 — g2; it can be characterised at the
smallest hiforest Hs which refines Hy, H; C Hs, for which there is a (necessarily
injective) map « : Ho — Hj. This is an instance of a more general opera-
tion graft(Hy, Ha,v1,...,vn) which grafts the m roots of Hy into the specified
danglers vy, . .., v, of Hy, where H; may contain more than m danglers.

Given a vertex v € V in hiforest H, we define cover(v, H) as the hiproof
containing the set of vertices in H reachable from v by >; or —, includ-
ing v itself. If H [ g1 — g2 then cover(v,H) E v, — g, where
L(v) = (I,7,) and g2 = g5" g, " g5 (with” denoting list concatenation). The op-
eration chop (v, H) removes exactly these vertices, replacing them with a hole. So
chop(v, H) = g1 — g3 where g3 is the list g5 " [y,]" g4 . Together, these oper-
ations are inverse to grafting, i.e. graft(chop(v, H), cover(v, H),v) = H (modulo
some technical restrictions). The final operations are box(l, H) and unbox(H)
which add and remove ‘boxes’ around the roots of H, where a box is a node
(labelled 1) including all the other nodes (below that root). These are inverse as
well: unbox(box(l, H)) = H. These two operations preserve validity and input
and output goal lists.

5 Semantics for Queries

The query semantics we gave in [3] was based on querying syntax models di-
rectly. Since hiproofs are constructed syntactically, this is in a sense the most
direct approach. However, syntactic representations are not canonical, because
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a particular underlying tree structure can be denoted by many terms in the
syntax. E.g., the proof in Figllic) can be expressed as in (@) or as

Rule ; (ExIntro ® ApplylH) ; (Trivial ® Rewrite)

For the definition of boolean satisfaction of a query given in [3], this is not prob-
lematic as we can close under the syntactic equivalence given by the algebraic
structure of hiproofs. But to define updates it is more delicate, since we need a
firm notion of focus in the hiproof to anchor changes; e.g., example () does not
work with the syntactic form above. We could use normal forms for syntactic
terms, but the denotational model is more direct and also fits well with parallel
work on implementation using graph databases, building on [21].

The definition of query satisfaction in the denotational semantics uses a sub-
stitution to instantiate variables: o : (Vary — L)W (Varg — G)W (Varyg — V),
where V is the set of vertices of the hiproof being queried. The base case for
query satisfaction is for names and goals, treated very similarly:

n E, n iff n=n' v Ee v iff y=+
€ o n iff &(n) Yo v i Y(v)
N s n iff o(N)=n GEsn iff o(G)=x

(-N) Eo n iff 2(N o n)  (2G) o v if (G =0 7)
For a relation R and distinct a,b, we write a R' b if @ R b and there is no
intermediate ¢ such that a R ¢ and ¢ R b.

Definition 4 (Query satisfaction). Let H be an ordered hiforest with vertices
V' and q a query. Satisfaction of q for H at a vertex v € V wrt a substitution o
is defined as the least relation v |=, q satisfying the following clauses:

E, * always

E, at X iff  o(X)=w

E., goal gm iff  gm E, v where L(v) = (I,v) for somel

E, inside nm ¢ when nm |=, [ where (v) = (I,v) for some 7y
andVw.w <! v=w &, q

[SERES NS SN

v |E» q1 beside o when v =, q1 and Iw.v <P w withw =, go
v o q1 thenga  when v =, q1 and Iw.v—lw withw =, g
v Ee 1 A g2 when v =5 q1 andv =5 @2

v e q1V Qe when v =y q1 orv F4 g2

v Ee g when —(v E4 q)

v Ee pQ.q when v o q[pQ.q/Q)

A query q is satisfied by a substitution o on a hiforest H, written H =, q, if it is
satisfied on each outermost root vertex of H, i.e., Yv.isroot_, s, (v) = v Es ¢.

Def. Ml works by navigating in a fixed hiproof h to find satisfying vertices v.
Because a vertex determines a sub-hiproof, this is equivalent to a structural
definition as given in [3], which works by decomposing the subject hiproof during
navigation, defining a relation s |, ¢. Note that in this model atomic is
defineable as an empty box: atomic nm = inside nm (—x).
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Definition 5 (Query interpretation). Let H be an ordered hiforest and g
a query. Then we define the interpretation of q in H as the set of satisfying
substitutions: [qlg ={o | H Es ¢}

Our language is expressive but queries can be expensive. In [3] we gave a
naive algorithm for [¢] using unification to instantiate variables, which is expo-
nential in the number of match variables. Recursion and match variable unifi-
cation unavoidably affect the data complexity of our queries (see basic results
e.g., [I2JI81]). For large proofs, we would want a fragment that is more feasible
but captures most desirable examples. The following proposition is the denota-
tional counterpart of a similar proposition in [3].

Proposition 1. Given a hiproof H, one of its vertices v and a variable X, there
is a query Q(v, X) which locates v at X, i.e., [Q(v, X)]g = {o} with o(X) = v.

6 Transformations and Their Semantics
We now introduce the core update operations formally. Note that we do not

want to allow arbitrary “tree surgery” of the hiproof structure; we want update
operations to preserve semantic validity. Updates have the syntax:

u:=box X, to X;...X,, asl add nested box around X, ... X1...X,,

unbox X unfold nested box at X

rename X as [ change label on box at X

refine X with s add a new sub-hiproof at X
deletetree X delete subtree at X

replace X by Y replace subtree at X by that at Y

The box operation is the most interesting. It introduces a nested box, whose
contents are nodes in the partial subtree with X,. as root and X; ... X,, as leaves.
This allows us to gather to an arbitrary depth, using a query to select either end
of the path; this is useful to package up repeated applications of rules. The other
update operations are straightforward to understand. An update is applied by
combining with a query to instantiate node variables in a hiproof, written as
update u ¢. This matches ¢ to the root of the hiproof; a more common pattern
is to search the hiproof for matches, as seen in the examples in Sect. This
is written and defined as u where ¢ = update u (somewhere g).

6.1 Interpretation of Transformations

We can specify positions in a hiproof, but we still need to solve a well-known
problem with tree and graph updates. Suppose a query picks out several nodes
and a transformation changes the structure; then simultaneous updates may
overlap. The result may be ill-defined, or may depend on the execution order.
The semantics as given here is based on single-valued answers to queries; where
a query has several answers, there may be several update results, representing
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applying the operation to different positions in the tree. To have a global effect,
the update results may be merged if they do not conflict, or we may simply re-
peatedly apply a query and update. We are not yet investigating implementation
in detail, so making any such choices for PrQL could be premature; we prefer
to first pin down an accurate semantics. Later on, we plan to extend the lan-
guage to allow more efficient constructs, avoiding multiple passes and using type
systems to ensure safety; we will relate back to the present, intended semantics.
To interpret updates, we use the operations in Sect. @l and extra definitions:

(i) A combinator to transform a subforest of H with a function f:

at(H,v, f) = graft(chop(H,v), f(cover(H,v)),v)

(ii) The box operator specialised to box only down to vertices vy, ..., v,:
addbox (H,l,v1,...,v,) = graft( box(l, chop, (H,v1,...,v,)),
cover,(H,v1,...,0n),V1,...,0p)
where chop,,(H,v1,...,v,) and covery(H,vy,...,v,) are the obvious gen-

eralisations of chop and cover to n arguments.
(iii) To add or remove boxes at the subforest given by v,:
addbozat(H, vy, v1,...,v,) = at(H,v,, \H.addbox (H,l,vy,...,0,))
unbozat(H,v,) = at(H,v,, unbox)
(iv) To change the label of a vertex: let H = (V, L, <;, =, <), v € Vandl € L,
then L’ is defined as L'(v') = (I,7) for v = v, where L(v) = (I’,7) and
L'(v") = L(v) otherwise. Then relabel(l, H,v) = (V, L', <;, =4, <).

Definition 6 (Interpretation of transformations). Let H be a hiproof and

q[X1 ... X,] a query with match variables instantiated by o. The meaning of an

update wrt o is a partial function, defined when the RHS is defined:

[box X, to X;...X, as ]y = addbozat(H,l,0(X,),0(X1),...,0(X,))
[unbox X]% = unbozat(H,o(X))

1% = relabel(H, o(X),1)

[refine X with s]% = graft(H, [s], o(X))

Iz

1%

[rename X as !

[deletetree X]% = chop(H,o(X))
[replace X; by X3]% = graft(chop(H,o(X1)), cover(H, o(X32)),0(X1))

[update u ¢]g = {[u]% | o € [¢)lu and [u]% is defined }

Def. [6l gives a non-deterministic semantics; the result may be empty (if opera-
tions are undefined) or there may be several results (for different instantiations).
We do not say anything here about how to combine several results into one,
as this may depend on the implementation; as hinted above, an implementa-
tion may encode our core operations using a more general update language. In
this setting, a better alternative would be to give criteria which guarantee a
deterministic result. For the same reason, we do not yet investigate complexity
results.
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7 Related Work and Conclusions

This paper introduced an update extension of PrQL, a query language for
hiproofs. We interpret queries and transformations using denotational seman-
tics of hiproofs, which are graph-like structures subject to well-formedness con-
straints. We showed that the basic operations are enough to capture desirable
transformations, and that they preserve well-formedness and the connection to
underlying proof trees.

Connections in Theorem Proving. As larger proof developments are being con-
structed, people are starting to explore ways to investigate them. Besides PrQL, a
query language has been proposed for OmDoc proofs [22]. The Proviola tool [23]
provides another means for proof understanding, by recording the output is-
sued by an interactive proof during its execution development; impressively, it
has been used to annotate source code of large proofs in both Coq (the Feit-
Thompson proof [I7]) and HOL Light (Hales’s Flyspeck proof [24]). However,
Proviola sheds no light on a proof that proceeds in a single tactic execution
step. A hiproof-based tool would allow more dynamic exploration, by zooming
into proof objects to look at the fine detail — although the practical details of
managing such large proof objects will be challenging. Other researchers have
used proof as the subject for search and machine learning (e.g., [25/19]). Again
this work might be usefully adapted to proof trees.

Conversely, we hope that our work can be adapted to transforming proof
scripts. Rather than altering the extracted proof trees for HOL Light, we might
want to impose the structural changes on the input proofs themselves, where
possible. Work has been started on tools and foundations for proof refactoring
towards this [BI27T5], but it is challenging: it requires understanding the meaning
of input proof scripts, and how to transform them. By contrast, it is much easier
to manipulate recorded output proof structures.

Update Languages for Structured Data. There is a large body of work from the
last decade on query and update languages for general forms of structured data.
PrQL was inspired by, among others, UnQL [7] and Graph Logic [9]; the latter
was extended to Context Logic to consider updates [§] and the former extended
to a language of functional transformations [11], in the setting of XML Update.
The approach taken by the W3C to extend XQuery [10] has a more SQL-like
flavour, similar to our approach.

Transformations and Hierarchy. To study PrQL updates and extensions fur-
ther, fundamental results on tree queries [I§], transformation operations [16]
and complexity [4] should be possible to adapt. However, without restricting our
language we are unlikely to improve on earlier complexity results [3], so instead
we want to focus on translation into an efficient underlying XML or graph-based
system. Having worked out the language design and semantics, we need to use
the right level of abstraction before translation, taking hierarchy as a native
construct. Hierarchical graphs have recently been studied in another setting, for
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structuring safety cases in a hierarchical way, providing a tool that performs
transformations like those studied here [I3]. Related ideas for managing hierar-
chy in understanding provenance have recently been proposed [6].

Future and Ongoing Work. Several extensions to our update language are desir-
able; at the least, to add constructs for composing and iterating transformations.
Before pursuing that, we want to extend our practical experiments to transfor-
mations. Taking the implementation of hiproofs in HOL Light [21], we can output
them in a form suitable for a graph database system such as Neo4j [26], which
can store and process very large structures on disk. Some of our queries and
transformations can be captured in Neodj’s query and update language Cipher,
although it remains to investigate how efficient the encoding is; alongside prac-
tical experiments, we need to give a further theoretical analysis.

Acknowledgements. The authors thank James Cheney and Domagoj Vrgoc
for helpful discussions.
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A Additional Technical Details

Definition 7 (Grafting). Let H = (V, L, <;, —4, <) be a valid hiforest with
H = g1 — g. Let v1,...,v, be distinct vertices in 'V, with L(v;) = (e,;)
(and hence n < length(g)). Let H = (V' L', <!, =, <) be another hiforest

)~

with H = ¢ — g2, so it has n overall roots {v,1 ... v} € V' ordered by <’
with L(vy;) = (I3,7:). Suppose (wlog) VNV’ = (.
Then we can define a new hiforest by

graft(H,H',v1,...,vn) = (V —={v1... 00} UV', LIy _{0, .0,y UL, < =", )
The relations <!', =" and <’ are defined by:

v<iw A wé{vr... v}
v <!" w iff either v<lvg A v <jw

v<lw

v=sw A w & {vr... v}
v—s" w iff either V=50 A Upi—rs'w

v’ W

vSw A wg{vr...vn}
v <" w iff either wSv Avpg=w) V (v=v4 A v; I w)

~

v<w

If H has exactly n holes v1,...,vn (i.e., g =[71,.--,7n] and L(v;) = (8,7v;)),
then we write graft(H, H') as an abbreviation.

Definition 8 (Cover). Given a hiforest H = (V, L, <;, —¢, <) and vertex v €
V', we define the cover of v as all nodes below or inside v by V' = cover_,_ >, (v),
where the cover of a relation R is defined as coverg(x) = {y |  R*y}. and the

labellings and orderings restricted accordingly:
cover(H,v) = (V', LIy, <ilvrxvr, =slvixv: S lvixvr )

When defining the chopping operation, we do not take out the node v, but
replace its label with e to make it a dangler:
Definition 9 (Chopping). Given a hiforest (or hiproof) H = (V, L, <;, =4, S)
and vertex v, then we define a new hiforest without nodes below or inside v by
setting V! = (V — cover_, U, (v)) U {v} and

chop(H,v) = (V', L|V—cover—>su>i Ufv e (e.7) | L(v) = (L)},
Silvixve, =slvixve, S lvexve )

We can generalise chop and cover to n arguments. Chopping n vertices re-
moves them sequentially from H, whereas the cover of n vertices is a hiforest
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Y1 Yn

, @ lIs an atomic inference skEy—yg

a b vy—[7,-,7] id - ~v—~ lls Fvy—g
s1Fg—g s2 F g— g2 s1 F g1 — g1 s2 F go — g

s1;8 F g1 — g2 s1®s2 F g1Ng2 — 91" g

Fig. 2. Validation of hiproof terms (the symbol " stands for list append)

with n roots:

chop,(H,v1) = chop(H,v1)

chop,,_1(chop(H,v1),v2,...,v5)

)
chop,,(H,v1,...,vp)
) =

covery(H, v, cover(H,vy)

cover,(H, v, ... ,v,) = cover(H,v1) U coverp_1(H,va,...,0,)

To avoid notational difficulties when dealing with more than one root simulta-
neously, we define boxing and unboxing only for hiproofs. The definitions extend
easily to hiforests by boxing reach root of the forest separately (although that is
not needed in this paper). Note how the danglers in H are not included in the
box introduced with boz (I, H).

Definition 10 (Boxing and Unboxing). Given a non-empty hiproof H =
(V, L, <i, =, <) with overall root vy, i.e., isroot_,_us,(v,), then the boxing of

~

H with a label | is defined as

box(l, H) = (VU {x}, LU {x — (I,7) | L(vr) = (', )},
SiU{(v %) [ve Vi L(v) = (L) AL# o}, =4, S UL(x, %))

The unboxing removes such a box (if it exists): let H = (V, L, <;, =5, <), then
we define

v {V —{r} dsroot_, us,(r),L(v) =({,y) ANl #e

1% otherwise

Then:
unbox(H) = (V', Lly/, <ilv+, —=¢, S lv)

By careful inspection of the operation definitions we can show that the re-
sulting hiforests indeed satisfy the conditions of Def. [[] and preserve semantic
validity as stated earlier.

Proposition 2 (Operations and validity). The semantic operations preserve
the hiforest conditions and moreover, preserve semantic validity of hiproofs with
the expected input-output goals.

The final part of justifying our definitions is to show that the interpretation
of updates is well-defined, when query results are given and refinement has the
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right shape. Specifically, refine X with s requires that when ¢(X) = v and the
subtree at v has validity chop(H,v) = g1 — g2, then the term given denotes
a hiforest with the same input-output shape.

For this we need to show that syntactic hiproof terms denote valid tree struc-
tures. This is shown together with the definition of [s]. Validity for syntactic
hiproof terms is written as s + g1 — g2, meaning that the hiproof s takes a
list of input (proven) goals g; to produce a list of output (unproved) goals g,
and is defined by the rules in Fig.

Definition 11 (Interpretation of hiproof terms). The definition of [s] is by
induction on the syntactic validity s & g1 — g2, defining [s] and establishing
at the same time that [s] E g1 — ga2. The cases are:

—at vy—[7,.--,v]. Then [a] is the n + 1 point hiforest with nodes
a,x1,...,&,. We set a—gzi, L(a) = (a,v) and each z; is a “dangler”, so
L(zi) = (o, [v])-

— id b v —> . Then [id] is the hiforest with one “dangler” node *, where
L(x) = (e, [7])-

— []s B v —>g2. Then [[l]s] = bozx(l,[s]) since [s] has a unique top-level
T00%.

— $1;82 b g1 —> g2. Then [s1; s2] = graft([si], [s2]). The premises of the
validity rule and the induction hypothesis ensure that the grafting operation
is well-defined.

— 51®82 F g1"ga — g1 N gh. Then [s1 ® sa] is the hiforest formed by dis-
joint union of [s1] and [s2], with the ordering relation < extended on the
roots and dangling nodes.

— (O F []—1]-1[0] is the empty hiforest.

Note that denotational hiproofs are unique only up to the choice of node set V;
two hiproofs which have the same structure and labelling but differ only on V'
are isomorphic [I4]. The definitions above work with particular hiproofs, but it
can be verified that the choice of node names (but not labels!) is unimportant.
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Abstract. Graph data models have recently become popular owing to
their applications, e.g., in social networks, semantic web. Typical navi-
gational query languages over graph databases — such as Conjunctive
Regular Path Queries (CRPQs) — cannot express relevant properties
of the interaction between the underlying data and the topology. Two
languages have been recently proposed to overcome this problem: walk
logic (WL) and regular expressions with memory (REM). In this paper,
we begin by investigating fundamental properties of WL and REM, i.e.,
complexity of evaluation problems and expressive power. We first show
that the data complexity of WL is nonelementary, which rules out its
practicality. On the other hand, while REM has low data complexity,
we point out that many natural data/topology properties of graphs ex-
pressible in WL cannot be expressed in REM. To this end, we propose
register logic, an extension of REM, which we show to be able to express
many natural graph properties expressible in WL, while at the same
time preserving the elementariness of data complexity of REMs. It is
also incomparable in expressive power against WL.

1 Introduction

Graph databases have recently gained renewed interest due to applications, such
as the semantic web, social network analysis, crime detection networks, soft-
ware bug detection, biological networks, and others (e.g., see [I] for a survey).
Despite the importance of querying graph databases, no general agreement has
been reached to date about the kind of features a practical query language for
graph databases should support and about what can be considered a reasonable
computational cost of query evaluation for the aforementioned applications.
Typical navigational query languages for graph databases — including the
conjunctive regular path queries [6] and its many extensions [4] — suffer from a
common drawback: they are well-suited for expressing relevant properties about
the underlying topology of a graph database, but not about how it interacts
with the data. This drawback is shared by common specification languages for
verification [B] (e.g. CTL*), which are evaluated over a similar graph data model
(a.k.a. transition systems). Examples of important queries that combine graph
data and topology, but cannot be expressed in usual navigational languages for
graph databases, include the following [7UI1]: (Q1l) Find pairs of people in a
social network connected by professional links restricted to people of the same

K. McMillan, A. Middeldorp, and A. Voronkov (Eds.): LPAR-19, LNCS 8312, pp. 71-B5] 2013.
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age. (Q2) Find pairs of cities x and y in a transportation system, such that y
can be reached from x using only services operated by the same company. In each
one of these queries, the connectivity between two nodes (i.e., the topology) is
constrained by the data (from an infinite domain, e.g., N), in the sense that we
only consider paths in which all intermediate nodes satisfy a certain condition
(e.g. they are people of the same age).

Two languages, walk logic and regular expressions with memory, have recently
been proposed to overcome this problem. These languages aim at different goals:

(a) Walk logic (WL) was proposed by Hellings et al. [7] as a unifying
framework for understanding the expressive power of path queries over graph
databases. Its strength is on the expressiveness side. The underlying data model
of WL is that of (node or edge)-labeled directed graphs. In this context, WL can
be seen as a natural extension of FO with path quantification, plus the ability to
check whether positions p and p’ in paths m and 7/, respectively, have the same
data values. In their paper, they assume the restriction that each node carries a
distinct data value. However, as we shall see, this makes no difference in terms
of the results that we can obtain.

(b) Regular expressions with memory (REMs) were proposed by Libkin and
Vrgoc [9] as a formalism for comparing data values along a single path, while
retaining a reasonable complexity for query evaluation. The strength of this
language is on the side of efficiency. The data model of the class of REMs is that
of edge-labeled directed graphs, in which each node is assigned a data value from
an infinite domain. REMs define pairs of nodes in the graph database that are
linked by a path satisfying a given condition c¢. Each such condition ¢ is defined
in a formalism inspired by the class of register automata [§], allowing some data
values to be stored in the registers and then compared against other data values.
The evaluation problem for REMs is PSPACE-complete (same than for FO over
relational databases), and can be solved in polynomial time in data complexity
[9], i.e., assuming queries to be fixed [] This shows that the language is, in fact,
well-behaved in terms of the complexity of query evaluation.

The aim of this paper is to investigate the expressiveness and complexity
of query evaluation for WL and the class of REMs with the hope of finding a
navigational query language for data graphs that strikes a good balance between
these two important aspects of query languages.

Contributions. We start by considering WL, which is known to be a powerful
formalism in terms of expressiveness. Little is known about the cost of query eval-
uation for this language, save for the decidability of the evaluation problem and
NP-hardness of its data complexity. Our first main contribution is to pinpoint
the exact complexity of the evaluation problem for WL (and thus answering an
open problem from [7]): we prove that it is non-elementary, and that this holds
even in data complexity, which rules out the practicality of the language.

! Recall that data complexity is a reasonable measure of complexity in the database
scenario [I5], since queries are often much smaller than the underlying data.
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We thus move to the class of REMs, which suffers from the opposite drawback:
Although the complexity of evaluation for queries in this class is reasonable, the
expressiveness of the language is too rudimentary for expressing some important
path properties due to its inability to (i) compare data values in different paths
and (ii) express branching properties of the graph database. An example of an
interesting query that is not expressible as an REM is the following: (Q) Find
pairs of nodes x and vy, such that there is a node z and a path © from x to y in
which each node is connected to z. Notice that this is the query that lies at the
basis of the queries (Q1) and (Q2) we presented before.

Our second contribution then is to identify a natural extension of this lan-
guage, called register logic (RL), that closes REMs under Boolean combinations
and existential quantification over nodes, paths and register assignments. The
latter allows the logic to express comparisons of data values appearing in differ-
ent paths, as well as branching properties of the data. This logic is incomparable
in expressive power to WL. Besides, many natural queries relating data and
topology in data graphs can be expressed in RL including: the query (Q), hamil-
tonicity, the existence of an Eulerian trail, bipartiteness, and complete graphs
with an even number of nodes. We then study the complexity of the problem of
query evaluation for RL, and show that it can be solved in elementary time (in
particular, that it is EXPSPACE-complete). This is in contrast to WL, for which
even the data complexity is non-elementary. With respect to data complexity,
we prove that RL is PSPACE-complete. We then identify a slight extension of its
existential-positive fragment, which is tractable (NLOGSPACE) in data complex-
ity and can express many queries of interest (including the query (Q)). The idea
behind this extension is that atomic REMs can be enriched with an existential
branching operator — in the style of the class of nested regular expressions [3] —
that increases expressiveness without affecting the cost of evaluation.

Organization of the Paper. Section ] defines our data model. In Section [B]
we briefly recall the definition of walk logic and some basic results from [7]. In
Section M, we prove that the data complexity of WL is nonelementary. Section
contains our results concerning register logic. We conclude in Section [6] with
future work.

2 The Data Model

We start with a definition of our data model: data graphs.

Definition 1 (Data graph). Let X be a finite alphabet. A data graph G over
X is a tuple (V,E,K), where V is the finite set of nodes, E CV x X x V is
the set of directed edges labeled in X' (that is, each triple (v,a,v') € E is to be
understood as an edge from v to v' in G labeled a), and k : V — D is a function
that assigns a data value in D to each node in V.

This is the data model adopted by Libkin and Vrgo¢ [9] in their definition of
REMs. In the case of WL [7], the authors adopted graph databases as their data
model, i.e., data graphs G = (V, E, k) such that x is injective (i.e. each node
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carries a different data value). We shall adopt the general model of [9] since
none of our complexity results are affected by the data model: upper bounds
hold for data graphs, while all lower bounds are proved in the more restrictive
setting of graph databases.

There is also the issue of node-labeled vs edge-labeled data graphs. Our data
model is edge-labeled, but the original one for WL is node-labeled [7]. We have
chosen to use the former because it is the standard in the literature [2]. Again,
this choice is inessential, since all the complexity results we present in the pa-
per continue being true if the logics are interpreted over node-labeled graph
databases or data graphs (applying the expected modifications to the syntax).

Finally, in several of our examples we use logical formulas to express properties
of undirected graphs. In each such case we assume that an undirected graph H
is represented as a graph database G = (V, E, k) over unary alphabet X = {a},
where V' is the set of nodes of H and F is a symmetric relation (i.e. (v,a,v") € E
iff (v/,a,v) € E).

3 Walk Logic

WL is an elegant and powerful formalism for defining properties of paths in
graph databases, that was originally proposed in [7] as a yardstick for measuring
the expressiveness of different path logics.

The syntax of WL is defined with respect to countably infinite sets IT of path
variables (that we denote m, 7y, m2,...) and T (n), for each m € II, of position
variables of sort m. We assume that position variables of different sort are differ-
ent. We denote position variables by t¢,t1,%s,..., and we write t™ when we need
to reinforce that position variable t is of sort 7.

Definition 2 (Walk logic (WL)). The set of formulas of WL over finite al-
phabet X is defined by the following grammar, where (i) a € X, (ii) t,t1,t2
are position variables of any sort, (iii) ™ is a path variable, and (iv) t7,t5 are
position variables of the same sort m:

¢, ¢ = Eo(t1,13) | 1] <t5 [ti~ta | 2¢ | V' | 3to | Ine
As usual, WL formulas without free variables are called Boolean.

To define the semantics of WL we need to introduce some terminology. A path
(a.k.a. walk in [7]) in the data graph G = (V, E, k) is a finite, nonempty sequence
P = V1Q1V2 -+ - Up—1ap—1Vp, such that (v;,a;,v,41) € F for each 1 < i < n. The
set of positions of p is {1,...,n}, and v; is the node in position i of p, for
1 < ¢ < n. The intuition behind the semantics of WL formulas is as follows.
Each path variable 7 is interpreted as a path p = via1v2 -+ - vp_1a,—1V, in the
data graph G, while each position variable ¢ of sort 7 is interpreted as a position
1 <i < nin p (that is, position variables of sort 7 are interpreted as positions
in the path that interprets m). The atomic formula E,(t7,t3) is true iff 7 is
interpreted as path p = viajvs - - - vy—1ay—1Vy, the position p, that interprets ¢y
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in p is the successor of the position p; that interprets ¢, (i.e. p2 = p; + 1), and
node in position p; is linked in p by an a-labeled edge to node in position py (that
is, ap, = a). In the same way, ¢ < t3 holds iff in the path p that interprets 7 the
position that interprets ¢; is smaller than the one that interprets to. Furthermore,
t1 ~ to is the case iff the data value carried by the node in the position assigned
to t1 is the same than the data value carried by the node in the position assigned
to ta (possibly in different paths). We formalize the semantics of WL below.

Let G = (V,E, k) be a data graph and ¢ a WL formula. Assume that Sy is
the set that consists of (i) all position variables t™ and path variables 7 such
that t™ is a free variable of ¢, and (ii) all path variables 7 such that = is a free
variable of ¢. Intuitively, S, defines the set of (both path and position) variables
that are relevant to define the semantics of ¢ over G. An assignment « for ¢ over
G is a mapping that associates a path p = via1v2 -+ - v_16,—1v, in G with each
path variable m € Sy, and a position 1 < ¢ < n with each position variable of the
form ¢™ in Sy (notice that this is well-defined since m € Sy every time a position
variable of the form ¢™ is in Sy). As usual, we denote by aft — i] and a[r — p]
the assignments that are equal to o except that ¢ is now assigned position 7 and
7 the path p, respectively.

We say that G satisfies ¢ under a, denoted (G, @) = ¢, if one of the following
holds (we omit Boolean combinations which are standard):

— ¢ = E,(t7,t3), the path a(n) is v1a1v2 - Vp—1an—1v,, and it is the case
that a(t5) = a(tT) + 1 and a = aq 7).

— ¢ =1t7 <tf and a(tT) < a(t]).

— ¢ = (t1 ~ t2), t1 is of sort 7y, ta is of sort ma, and x(v1) = k(va), where v; is
the node in position «(t;) of a(m;), for i = 1,2.

— ¢ = 3t™p and there is a position ¢ in a(n) such that (G, a[t™ — i) = .

— ¢ = Imyp and there is a path p in G such that (G, a[r — p]) E 9.

Ezample 1. A simple example from [7] that shows that WL expresses
NP-complete properties is the following query that checks if a graph has a Hamil-
tonian path:

I (VETVES (6T # 5 — 7 £ t5) A VTV HE(AT ~15)).

In fact, this query expresses that there is a path 7 that does not repeat nodes
(because 7 satisfies VtTVtZ (t7 #F15 =] t7)), and every node belongs to such
path (because 7 satisfies Va'VtT 3t5 (tT ~ t7), and, thus, every node that occurs
in some path 7’ in the graph database also occurs in 7). O

4 WL Evaluation Is Non-elementary in Data Complexity

In this section we pinpoint the precise complexity of query evaluation for WL.
It was proven in [7] that this problem is decidable. Although the precise com-
plexity of this problem was left open in [7], one can prove that this is, in fact, a
non-elementary problem by an easy translation from the satisfiability problem
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for FO formulas — which is known to be non-elementary [I3II4]. In databases,
however, one is often interested in a different measure of complexity — called
data complezity [15] — that assumes the formula ¢ to be fixed. This is a reason-
able assumption since databases are usually much bigger than formulas. Often
in the setting of data complexity the cost of evaluating queries is much smaller
than in the general setting in which formulas are part of the input. The main
result of this section is that the data complexity of evaluating WL formulas is
nonelementary even over graph databases, which rules out its practicality.

Theorem 1. The evaluation problem for WL is non-elementary in data com-
plexity. In particular, for each k € Zq, there is a finite alphabet X and a Boolean
formula ¢ over X, such that the problem EVAL(WL,p) of evaluating the WL for-
mula ¢ is k-EXPSPACE-hard. In addition, the latter holds even if the input is
restricted to the class of graph databases.

Proof (Sketch): We start by sketching the case & = 1 here, which provides
insightful technical details about the nature of the proof. There is a Turing
machine M such that the following problem is EXPSPACE-hard: given a word
w of size n, is there an accepting run of M over w using at most 2" cells? We
prove that there is a formula ¢ € WL of size polynomial in the size of M such
that for all words w of size n, we can compute a graph G,, such that

Gy F ¢ iff there is an accepting run of M over w using < 2" cells. (1)

The formula ¢ is of the form Jm)(7), where 9 is a formula that does not contain
any quantification over path variables. Given a word w of size n, the label of the
path 7 in the graph G,, will encode an accepting run of M over the word w in
the following way. Suppose that in a configuration C', the content of the tape is
the word a; ... agen, the head is scanning cell number jo and the state is gg. The
configuration C' is encoded by the word ec defined by

c(0)(8,a0) - - c(jo = 1)(8, ajo—1)c(Jo)(q0, ajo )e(Go +1)(8, @jo+1) - - c(2")(8, agen),

where ¢(j) is the binary representation of the number j. The pair ¢(j)(g;, a;)
(where ¢; = qo if j = jo and ¢; = $ otherwise) is the description of cell number
jin C. A run CypC ... is encoded as the word ec,ec, - - ..

We think of a path 7 encoding a run as consisting of two parts: the first part
contains the encoding ec, of the initial configuration and is a path through a
subgraph I,, of G,,, while the second part contains the encoding ec,ec, ... and
is a path through the subgraph H,, of G,,. If @Q is the set of states of M and I’
is the alphabet, we define H,, as the following graph
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where {d; : 1 < j <[} = (QU{8}) x I' and the number of nodes with outgoing
edges with labels 0 and 1 is equal to cn. The label of a path 7’ from the “left-
most” node x to the “right-most” node z with only once occurrence of z is
exactly the description of a cell in a configuration: it is the binary encoding of
a number < 2¢" followed by a pair of the form (¢’,a). We can define a formula
¢c € WL such that for all paths 7 starting in  and ending in z,

Hy, F ¢c(m) iff the label of 7 is the encoding of a configuration.

We do not give details; ¢¢ has to express that the first number encoded in binary
is 0, that the last number is 2°* and that the encoding of the description of cell
number j is followed by the description of cell number j 4+ 1. Using the formula
¢c, we can define a formula ¢; such that for all paths m,

Hy, E ¢1(m) iff the label of 7 is the encoding of an accepting run.

The formula ¢, has to ensure that if ecec: occurs in the label of 7, then C' and
C" are consecutive configurations according to M. Moreover, ¢; has to express
that eventually we reach the final state. In order to express ¢c and ¢, we
use the ability of WL to check whether two positions correspond to the same
node. For example, in order to define ¢, since we need to compare consecutive
configurations ec and ec, we need to be able to compare the content of a cell in
configuration C' and the content of that same cell in C’. In particular, we want
to be able to express whether two subpaths 7, and 7} of 7 starting in z and
ending in y correspond to the binary encoding of the same number. Since the
length of such subpaths depends on n, we cannot check node by node whether

the two subpaths are equal. However, it is sufficient to check that if tgo and ]!
corresponds to the same node (¢3° ~ t7'), then their successors also correpond

to the same node (tg‘/) + 1 ~ ' + 1). Similarly, in the formula ¢¢c, we use
the operator ~ in order to express that two subpaths correspond to the binary
encodings of numbers that are successors of each other.

Similarly to the way we define the graph H,,, we can introduce a graph I,
and a formula ¢g(7) such that

L, E ¢o(m) iff the label of 7 is the encoding ec,,

where Cj is the initial configuration of the run of M over w. By adding an
“adequate edge” from I, to H,,, we construct a graph G, such that for all
paths 7, Gy E ¢o(m) A ¢1 () iff the label of 7 is the encoding of an accepting
run over w. Hence, the formula ¢ := Ir(¢go(m) A ¢1(m)) satisfies ().

For the case where k > 1, the problem to adapt the above proof is that
we have to consider runs using a number of cells that is bound by a tower of
exponentials of height k. If £ > 1, the binary representation of such a bound is
not polynomial. The trick is to represent such exponential towers by k-counters.
A 1-counter is the binary representation of a number. If & > 1, a k-counter
c is a word oolp ...0j,lj,, where l; is a (k — 1)-counter and o; € {0,1}. The
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counter ¢ represents the number r(c) = ;‘;0 ojr(o;). In particular, a tower of
exponentials of height k is represented by a k-counter of polynomial size.

We can show that there are a graph Fj and a formula x(7) such that the
label of 7 is a k-counter iff Fy F xi (7). Using Fj and xx, we can then adapt the
above proof to the cases where k > 1. O

As a corollary to the proof of Theorem [I, we obtain that data complexity is
non-elementary even for simple WL formulas that talk about a single path in a
graph database.

Corollary 1. The evaluation problem for WL over graph databases is non-
elementary in data complexity, even if restricted to Boolean WL formulas of
the form 3Jmy, where ¥ uses mo path quantification and contains no position
variable of sort different that .

5 Register Logic

We saw in the previous section that WL is impractical due to its very high data
complexity. In this section, we start by recalling the notion of regular expres-
sions with memory (REM) and their basic results from [9]. The problem with
this logic though is its limitation in expressive power. For instance, the query
(Q) from the introduction cannot be expressed in REM. We then introduce an
extension of REM, called regular logic (RL), that remedies this limitation in
expressive power (in fact, it can express many natural examples of queries ex-
pressible in WL, e.g., those given in [7]) while retaining elementary complexity
of query evaluation. Finally, we study which fragments of RL are well-behaved
for database applications.

5.1 Regular Expressions with Memory

REMs define pairs of nodes in data graphs that are linked by a path that satisfies
a constraint in the way in which the topology interacts with the underlying data.
REMs allow to specify when data values are remembered and used. Data values
are stored in k registers r1,...,r,. At any point we can compare a data value
with one previously stored in the registers. As an example, consider the REM
Ir.a™[r=]. It can be read as follows: Store the current data value in register r,
and then check that after reading a word in a™ we see the same data value again
(condition [r=]). We formally define REM next.

Let r1,...,r be registers. The set of conditions ¢ over {r1,...,ry} is recur-
sively defined as: ¢ :=r> | cAc| ¢, for 1 <4 < k. Assume that D, is the
extension of the set D of data values with a new symbol L. Satisfaction of con-
ditions is defined with respect to a value d € D (the data value that is currently
being scanned) and a tuple 7 = (di,...,dx) € D¥ (the data values stored in the
registers, assuming that d; = L represents the fact that register r; has no value
assigned) as follows (Boolean combinations omitted): (d,7) |=r; iff d = d;.
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Definition 3 (REMs). The class of REMs over X and {r1,...,ri} is defined
by the grammar:

e =c¢c¢lal|leUel|e-el|et|eld]|lre
where a ranges over symbols in X, ¢ over conditions over {ri,...,ri}, and
over tuples of elements in {r1,...,r}.

That is, REM extends the class of regular expressions e — which is a popular
mechanism for specifying topological properties of paths in graph databases (see,
e.g., [162]) — with expressions of the form e[c], for ¢ a condition, and | 7.e, for 7
a tuple of registers — that define how such topology interacts with the data.

Semantics: To define the evaluation e(G) of an REM e over a data graph G =
(V, E, k), we use a relation [e] ¢ that consists of tuples of the form (u, A, p, v, \'),
for u,v nodes in V', p a path in G from u to v, and A\, A two k-tuples over D, . The
intuition is the following: the tuple (u, A, p,v, \') belongs to [e]¢ if and only if
the data and topology of p can be parsed according to e, with A being the initial
assignment of the registers, in such a way that the final assignment is \'. We
then define e(() as the pairs (u, v) of nodes in G such that (u, L*, p,v, \) € [e]a,
for some path p in G from u to v and k-tuple A over D .

We inductively define relation [e] g below. We assume that A\r—q, for d € D,
is the tuple obtained from A by setting all registers in 7 to be d. Also, if p; =
V1G1V2 ¢ Vg—10k—1Vk and po = VgQxVg+1 - * - Up—10n—1Vy, are paths, then pjpo is
the path viajvg - - - vg—10—1VKAKVEL1 -+ - Vn—1Qp—1V,. Then:

— [ele = {(u,\, p,u, A) |u €V, p=u, A € Dk }.

— [ale = {(u, A\, p,v,\) | p=uav, A € D }.

— [er Uea]a = [ei]e U ez2] .

— [e1-e2]e = [e1]aolez]a, where [e1]co[ez]q is the set of tuples (u, A, p, v, X)
such that (u, A, p1,w,\") € [e1]e and (w, N, p2,v,N) € [ez2]q, for some
w €V, k-tuple A" over D, , and paths p1, p2 such that p = pypo.

= [e*]e = lelc U ([e]c o [elc) U ([e]c o [l o [ela) - --

— [eldle = {(u, A, p,v, X) € [e]a | (5(v),N) = c}.

= [r.ela = {(u, A, p,v, N) | (U, Apiequy, p, v, N') € [e]a}

For each REM e, we will use the shorthand notation e* to denote e Ue™.

Example 2. The REM X* - (L r.X*[r=]) - ¥* defines the pairs of nodes that
are linked by a path in which two nodes have the same data value. The REM
Ir.(a]=r=])" defines the pairs of nodes that are linked by a path p with label in
a™, such that the data value of the first node in the path is different from the
data value of all other nodes in p. |

The problem EVAL(REM) is, given a data graph G = (V, E, k), a pair (v1, v2)
of nodes in V, and an REM e, is (vi,v2) € e(G)? The data complexity of the
problem refers again to the case when ¢ is considered to be fixed. REMs are
tractable in data complexity and have no worst combined complexity than FO
over relational databases:
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Proposition 1 ([9]). EVAL(REM) is PSPACE-complete, and in NLOGSPACE in
data complezity.

5.2 Register Logic

REM is well-behaved in terms of the complexity of evaluation, but its expressive
power is rather rudimentary for expressing several data/topology properties of
interest in data graphs. As an example, the query (Q) from the introduction
— which can be easily expressed in WL — cannot be expressed as an REM (we
actually prove a stronger result later). The main shortcomings of REM in terms
of its expressive power are its inability to (i) compare data values in different
paths and (ii) express branching properties of the data.

In this section, we propose register logic (RL) as a natural extension of REM
that makes up for this lack of expressiveness. We borrow ideas from the logic
CRPQ™, presented in [4], that closes the class of regular path queries [6] under
Boolean combinations and existential node and path quantification. In the case
of RL we start with REMs and close them not only under Boolean combinations
and node and path quantification — which allow to express arbitrary patterns
over the data — but also under register assignment quantification — which permits
to compare data values in different paths. We also prove that the complexity of
the evaluation problem for RL is elementary (EXPSPACE), and, thus, that in this
regard RL is in stark contrast with WL.

To define RL we assume the existence of countably infinite sets of node, path
and register assignment variables. Node variables are denoted x,v, z, ..., path
variables are denoted m, 7', 71,72, ..., and register assignment variables are de-
noted v, v, o, ...

Definition 4 (Register logic (RL)). We define the class of RL formulas ¢

over alphabet X and {r1,...,r} using the following grammar:
atom = z=y |7=7"|v=v |v=1| (2,7 y) | e(r vi,10)
¢ = atom | =6 | ¢V ¢ | Fao | Ire | o

Here x,y are node variables, @, 7' are path variables, v,V are register assignment
variables, and e is an REM over X and {r1,...,75}.

Intuitively, v = L holds iff v is the empty register assignment, (x, 7, y) checks
that 7 is a path from x to y, and e(m, v, V") checks that 7 can be parsed according
to e starting from register assignment v and finishing in register assignment v’.
The quantifier Jv is to be read “there exists an assignment of data values in the
data graph to the registers”.

Let G = (V, E,k) be a data graph over X and ¢ a RL formula over X and
{r1...,r,}. Assume that D is the set of data values that are mentioned in G,
ie., D ={k(v) | v € V}. An assignment « for ¢ over G is a mapping that assigns
(i) a node in V to each free node variable z in ¢, (ii) a path p in G to each free
path variable 7 in ¢, and (iii) a tuple A in (DU{L})* to each register variable v
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that appears free in ¢. That is, for safety reasons we assume that «(v) can only
contain data values that appear in the underlying data graph. This represents
no restriction for the expressiveness of the logic.

We inductively define (G,a) | ¢, for G a data graph, ¢ a RL formula, and
a an assignment for ¢ over G, as follows (we omit equality atoms and Boolean
combinations since they are standard):

;o) Ev=1iff a(v) = L.

,a) | (z,m,y) iff a(n) is a path from a(z) to a(y) in G.

ya) Eoe(my, V) iff (v, a(v), a(r),v,a(t)) € [e]a, assuming a(w) goes
m node u to v.

,a) |= Jx¢ iff there is node v € V such that (G, a[z — v]) = ¢.

,a) |= 3¢ iff there is path p in G such that (G, o[t — p]) = ¢.

a) = 3vg iff there is tuple A in (DU{L})* such that (G,alv — A]) = ¢.

(
(
(
f
(
(
(

NANS AND

)

Thus, each REM e is expressible in RL using the formula:
Ir W (v =1 A e(m,v,V))).

Ezample 3. Recall query (Q) from the introduction: Find pairs of nodes x and
y in a graph database, such that there is a node z and a path w from x to y
in which each node is connected to z. This query can be expressed in RL over
¥ = {a} and a single register r as follows:

I ((z, 7, y) A F2Vv(er(m,v,v) = 32'30 (2, 7', 2) Aea(n', v, 1)) ),

where e := a*[r=] - a* is the REM that checks whether the node (i.e. data)
stored in register r appears in a path, and ey := g[r~] - a* is the REM that
checks if the first node of a path is the one that is stored in register 7.

In fact, this formula defines the pairs of nodes x and y such that there exists
a path 7 that goes from x to y and a node z for which the following holds: for
every register value v (i.e., for every node v) such that e;(m,v,v) (i.e. node v
is in ), it is the case that there is a path 7’ from some node 2’ to z such that
ea(n’,v,v) (ie., 2/ = v and 7’ connects v to z). Notice that this uses the fact
that the underlying data model is that of graph databases, in which each node
is uniquely identified by its data value. O

Complexity of Evaluation for RL: The evaluation problem for RL, denoted
EvaL(RL), is as follows: Given a data graph G, a RL formula ¢, and an assign-
ment « for ¢ over G, is it the case that (G,«a) = ¢? As before, we denote by
EvAL(RL,¢) the evaluation problem for the fixed RL formula ¢.

We show next that, unlike WL, register logic RL can be evaluated in elemen-
tary time, and, actually, with only one exponential jump over the complexity of
evaluation of REMs:

Theorem 2. EVAL(RL) is EXPSPACE-complete. The lower bound holds even if
the input is restricted to graph databases.
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Proof (Idea): For the upper bound, we adapt for RL the proof that CRPQ™
formulas can be evaluated in PSPACE [4]. This requires some care in the way
in which register values and atomic REM formulas are handled. The extra ex-
ponential blow up is produced by the fact that checking whether a path p in a
data graph G does not satisfy an REM e (i.e. whether it is not the case that
(u, L, p,v, \) € [e]q, for some register assignment )\, assuming that p goes from
u to v) requires exponential space. The lower bound is obtained by a reduction
from the acceptance problem for a Turing machine that works in EXPSPACE. O

The increase in expressiveness of RL over REM has an important cost in data
complexity, which becomes intractable:

Theorem 3. EVAL(RL) is in PSPACE in data complexity. Furthermore, there
is a finite alphabet X and a RL formula ¢ over X and a single register v, such
that EVAL(RL,9) is PSPACE-hard. In addition, the latter holds even if the input
1s restricted to graph databases.

In the next section we introduce an interesting language, based on a restriction
of RL, that is tractable in data complexity, and thus better suited for database
applications. This language is a proper extension of REM. But before, we make
some important remarks about the expresive power of RL.

Expressive Power of RL: We now look at the expressive power of the logic
RL. It was proven in [7] that CRPQ is not subsumed in WL. Since RL subsumes
CRPQ™, it follows that RL is not subsumed in WL. On the other hand, WL
is also not subsumed in RL due to Theorem [0l Theorem [, and the standard
time/space hierarchy theorem from complexity theory. Therefore, we have the
following proposition:

Proposition 2. The expressive powers of WL and RL are incomparable.

On the other hand, we shall argue now that many natural queries about the inter-
action between data and topology are also expressible in RL. The aforementioned
query (Q) is one such example. We shall now mention other examples: hamil-
tonicity (H), the existence of Eulerian trail (E), bipartiteness (B), and complete
graphs with even number of nodes (C2). The first two are expressible in WL,
while (B) and (C2) are not known to be expressible in WL. We conjecture that
they are not.

We now show how to express in RL the existence of a hamiltonian path in a
graph; the query (E) can be expressed in the same way but with two registers (to
remember edges, i.e., consisting of two nodes). This is done with the following
formula over X' = {a} and a single register r:

I (VAN =er (m, A, X)) A VA # L = ea(m, A, N)),

where e1 :=a* - (Jr.at[r~]) - a* is the REM that checks whether in a path some
node is repeated (i.e., that it is not a simple path), and ey := a*[r~]a* is the
REM that checks that the node stored in register r appears in a path. In fact,
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this query expresses that there is a path 7 that it is simple (as expressed by the
formula VAYA —eq (m, A, X)), and every node of the graph database is mentioned
in 7 (as expressed by the formula VA(A # L — ea(m, A, N))).

We now show how to express in RL the property bipartiteness from graph
theory. An undirected G = (V, E) is bipartite if its set of nodes can be partitioned
into two sets S1 and Sz such that, for each edge (v,w) € E, either (i) v € Sy
and w € Sy, or (ii) v € Sp and w € Ss. It is well-known that a graph database is
bipartite iff it does not have cycles of odd length. The latter is expressible in RL
since the existence of an odd-length cycle can be expressed as IrIAIN e(m, A, \'),
where e =) r.a(aa)*[r=].

We now show how to express in RL that a graph database is a complete
graph with an even number of nodes. To this end, it is sufficient and necessary
to express the existence of a hamiltonian path 7 with an odd number of edges
in the graph. But this is a simple modification of our formula for expressing
hamiltonicity: we add the check that 7w has an odd number of edges by adding
the conjunct e(m, v, "), where e = aUa(aa)™, and close the entire formula under
existential quantification of v and v/.

5.3 Tractability in Data Complexity

Let RL™T be the positive fragment of RL (i.e. the logic obtained from RL by
forbidding negation and adding conjunctions). It is easy to prove that the data
complexity of the evaluation problem for RLT is tractable (NLOGSPACE). This
fragment contains the class of conjunctive REMs, that has been previously iden-
tified as tractable in data complexity [9]. However, the expressive power of RL™T
is limited as the following proposition shows.

Proposition 3. The query (Q) from the introduction is not expressible in RL™.

On the other hand, increasing the expressive power of RL™ with some simple
forms of negation leads to intractability of query evaluation in data complexity:

Proposition 4. There is a finite alphabet X and REMs e1, e, e3, eq over X and
a single register r, such that EVAL(RL,¢) is PSPACE-complete, where ¢ is either
IrIr-(er(m, L, A) Vea(m, L, L)) or InVA-(es(m, L, A) Veq(m, L, 1)).

In the case of basic navigational languages for graph databases, it is possible
to increase the expressive power — without affecting the cost of evaluation —
by extending formulas with a branching operator (in the style of the class of
nested regular expressions [3]). The same idea can be applied in our scenario,
by extending atomic REM formulas in RL* with such branching operator. The
resulting language is more expressive than RLT (in particular, this extension
can express query (Q)), yet remains tractable in data complexity. We formalize
this idea below.

The class of nested REMs (NREM) extends REM with a nesting operator (-)
defined as follows: If e is an NREM then (e) is also an NREM. Intuitively, the
formula (e) filters those nodes in a data graph that are the origin of a path that
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can be parsed according to e. Formally, if e is an NREM over k registers and G
is a data graph, then [{€)]c consists of all tuples of the form (u, A, p = u,u, \)
such that (u, A, p’,v, X') € [e]q, for some node v in G, path p’ in G, and k-tuple
XN over D .

Let NRL™ be the logic that is obtained from RL™ by allowing atomic formulas
of the form e(m,v,v’), for e an NREM. Given a data graph G and an assignment
a for m, v and v’ over G, we write as before (G, ) = e(m,v,v') if and only if a(7)
goes from u to v and (u,a(v),a(r),v,a(v')) € [e]e. The semantics of NRL™T
is thus obtained from the semantics of these atomic formulas in the expected
way. The following example shows that query (Q) is expressible in NRL™, and,
therefore, that NRL™ increases the expressiveness of RL™T.

Ezample 4. Over graph databases, the query (Q) from the introduction is ex-
pressible in NRL* using the following formula over X' = {a} and register r:

¢ = Hwﬂu((x,ﬁ,y) A 6(7T,V,I/)),

where e := ({e1)-a)*(e1), for ey = a*[r=]. Intuitively, e; checks in a path whether
its last node is precisely the node stored in register r, and thus e checks whether
every node in a path can reach the node stored in register r. Therefore, the
formula ¢ defines the set of pairs (z, y) of nodes, such that there is a path 7 that
goes from z to y and a register value v (i.e., a node v) that satisfy that every
node in 7 is connected to v. |

The extra expressive power of NRLT over RL™ does not affect the data com-
plexity of query evaluation:

Theorem 4. Evaluation of NRLT formulas can be solved in NLOGSPACE in
data complezity.

From the proof of Theorem M it also follows that NRL™ formulas can be
evaluated in PSPACE in combined complexity.

6 Conclusions and Future Work

We have proven that the data complexity of walk logic is nonelementary, which
rules out the practicality of the logic. We have proposed register logic, which is an
extension of regular expressions with memory. Our results in this paper suggest
that register logic is capable of expressing natural queries about interactions
between data and topology in data graphs, while still preserving the elementary
data complexity of query evaluation (PSPACE). Finally, we showed how to make
register logic more tractable in data complexity (NLOGSPACE) through the logic
NRLT, while at the same time preserving some level of expressiveness of RL.
We leave open several problems for future work. One interesting question is to
study the expressive power of extensions of walk logic, in comparison to RL and
ECRPQ™ from [4]. For example, we can consider extensions with regularity tests
(i.e. an atomic formula testing whether a path belongs to a regular language).
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Even in this simple case, the expressive power of the resulting logic, compared
to RL and ECRPQ™, is already not obvious. Secondly, we do not know whether
NRLT is strictly more expressive than RL. Finally, we will also mention that
expressibility of bipartiteness in WL is still open (an open question from [7]).
We also leave open whether the query that a graph database is a complete graph
with an even number of nodes is expressible in WL.
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Abstract. We consider the problem of automatically disproving invalid conjec-
tures over data structures such as lists and arrays over integers, in the presence
of additional hypotheses over these data structures. We investigate a simple ap-
proach based on refutational theorem proving. We assume that the data structure
axioms are satisfiable and provide a template language for additional hypotheses
such that satisfiability is preserved. Then disproving is done by proving that the
negated conjecture follows. By means of examples we demonstrate that our tem-
plate language is reasonably expressive and that our approach works well with
current theorem provers (Z3, SPASS+T and Beagle).

1 Introduction

We consider the problem of automatically disproving invalid conjectures over data
structures such as lists and arrays over integers, in the presence of additional hypotheses
over these data structures. Such invalid conjectures come up frequently in applications
of automated reasoning to software verification and the analysis of data-rich state-based
systems, for example. More formally, the disproving problem is to show that AXUHYP
does not entail a sentence CON, where AX are list and/or array axioms and CON is the
conjecture in question. The obvious approach to disproving is to show satisfiability of
AXUHYP U {-CON} by means of a (complete) theorem prover. Unfortunately, current
theorem proving technology is of limited usefulness for that: finite model finders cannot
be used because the list axioms do not admit finite models, SMT-solvers are typically
incomplete on quantified formulas and face the same problem, and theorem provers
based on saturation often do not terminate on satisfiable input (let alone completeness
issues in presence of arithmetic background theories).

We propose a different, conceptually simple approach based on refutational theorem
proving. It consists in assuming that AX is satisfiable and providing templates for HYP
that are guaranteed to preserve satisfiability of AXUHYP. Then disproving is attempted
simply by proving that AX U HYP entails =CON, i.e., that AX U HYP U {CON} is
unsatisfiable.

The main point of this paper is to demonstrate the practical feasibility of our ap-
proach. By means of examples, we demonstrate that our template language covers use-
ful cases. We also report on our experiences disproving sample conjectures using cur-
rent theorem provers (Z3 [[L1], SPASS+T [18] and Beagle [3]), and we compare their
performance.
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Related Work. Kapur and Zarba [8]] show by way of reductions to sub-theories how
to decide the satisfiability of conjunctions of ground literals wrt. various theories, in-
cluding arrays and lists. Armando, Bonacina, Ranise and Schulz [2]] use the superpo-
sition calculus as a decision procedure, again for conjunctions of ground literals wrt.
these (and other) theories. In a similar way, Lynch and Morawska [9]] aim at superpo-
sition as decision procedure based on finite saturation. IThlemann, Jacobs and Sofronie-
Stokkermans [7]] develop decidability results for the theory of arrays and others using
the framework of local theory extensions. DeMoura and Bjoerner [12] give decidabil-
ity results for a theory extending the basic theory of arrays. McPeak and Necula [10]
provide decision procedures for pointer data structures. Bradley, Manna and Sipma [4]]
give a decidability result for an expressive fragment of the theory of arrays, the array
property fragment. Certain desirable formulas are not included in this fragment, for ex-
ample totality axioms for functions or an injectivity predicate for arrays (see distinct in
Section M)). Ghilardi, Nicolini, Ranise and Zucchelli [6] provide a decision procedure
for an extension of the array theory and demonstrate how decision procedures may be
derived for extensions to this theory, many of which lie outside the array property frag-
ment. This relies on the existence of a “standard model” for the theory and extension,
whose existence must be demonstrated a priori.

In contrast to these works, we do not provide decision procedures for specific fragments.
This is intentionally so, in order to support disproving tasks in the presence of liberally
formulated additional axioms (the set HYP above). Although we employ superposition-
based provers in our experiments (like some of the approaches above), our approach
does not hinge on finite saturation. Claessen and Lilliestrom [5] present a method for
showing that a set of formulas does not admit finite models. It does not answer the
question whether infinite models exists, and this way our work is complementary to
theirs. Suter, Koksal and Kuncak [17] have developed a semi-decision procedure for
checking satisfiability of correctness properties of recursive functional programs on al-
gebraic data types. It overlaps with out method on lists (Section[3) by imposing similar
syntactic restrictions. Their method works differently, by partial unrolling of function
definitions into quantifier-free logic instead of theorem proving on (quantified) formu-
las. In [[15], Riimmer and Shah use a program logic for Java to prove the incorrectness of
programs. It utilizes a sequent calculus for unfolding lists and reasoning with arithmetic
constraints, and this way is somewhat more spcialised than our approach.

Preliminaries. We work in the context of many-sorted logic with first-order signatures
comprised of sorts and operator symbols (i.e., function symbols and predicate symbols)
of given arities over these sorts. In this paper we focus on theorem proving modulo the
fixed background theory of (linear) integer arithmetic. Our signatures 2 are comprised
of sort symbols sy, ..., s, where s, = Z, the integer sort. Let sorts(2) = {s,..., sy}
We assume 2 contains an equality symbol =, for each sort s;. We usually drop the sort
annotion from =;,. We also assume infinite supplies of variables of each sort. When x is
a variable and s is a sort we write x,; to make clear that the sort of x is s.

We use the notions commonly used in automated theorem proving in a standard way.
The (well-sorted X-) terms, atoms, and formulas are defined as usual. Let xi, ..., x, be
pairwise different variables of corresponding sorts sy, ..., s,. We write F[xy,..., x,] to
indicate that the formula F has free variables at most xy, .. ., x,, and we say that F' has
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the arity s X - - - X s,. We write F[t4,...,1,] for the formula obtained from F[xi,..., x,]
by replacing every free occurrence of x; in F by #;, forall 1 <i < n.

Our logical language is essentially the same as the TPTP-language TFA (“Typed
Formulas with Arithmetic”) and we adopt the semantics given for it in [[16]. In brief, a
(2-)interpretation I consists of a (2-)domain D = D, W ... D, with disjoint, non-
empty sub-domains for each sort, and an arity-respecting mapping of function symbols
to functions and predicate symbols to relations (representing the tuples of which the
predicate holds true). We work with E-interpretations only. That is, I(xy,) = {(d,d) |
d € Dy}, where I(op) is the interpretation of the operator op. Furthermore, we consider
only interpretations that extend arithmetic, that is, (i) the domain Dz of the integer sort
Z is the set of all integer numbers and, (ii) the numeric operators such as >, >, +, —
and - are interpreted as expected. The usual notions of satisfaction, validity, model etc.
apply in the standard way. In particular, when N is a set of sentences we write I = N to
indicate that I is a model of (all elements of) N, and we say that N entails a formula F,
written as N | F iff every model of N is a model of F'.

2 Approach

Our approach consists in starting with a signature 2 and a set of 2-sentences Ax that
is known to be satisfiable. Our main interest is in lists and arrays, and so Ax will be
corresponding axioms, see below. Then we stepwise expand 2 and Ax with new user-
defined operators and additional definitions for these.

More formally, for two signatures 2" and 2” over the same sorts we use set operators
to relate the sets of their operators in the obvious way. For instance, we write 2’ =
2 U {op} to indicate that 2" is obtained from 2 by adding the operator op. We consider
sequences (Ax, Def,, , ..., Def,, ) such that Def,, is a set of 2;-sentences (“Definition
for op,”) of a certain form explained below, where 2y = 2, op; ¢ 2i_1 and 2; = 2;_; U
{op;} for all 1 < i < n. We call any such sequence an extension of Ax.

Definition 2.1 (Admissible Definition). Ler 2 be a signature, D a 2-domain, and op ¢
2’ an operator with an arity over sorts(X). We say that a set of (X' U {op})-sentences N is
an admissible definition of op (wrt. 2 and D) iff every X-interpretation I with domain
D can be expanded to a (X' U {op})-interpretation I’ with domain D such that I’ = N.

That is, I’ differs from I only by adding an interpretation for op which satisfies N. We
indicate this by writing I’ = I U I(op).

Proposition 2.2. Let (Ax,Def,, ,...,Def,, ) be an extension of Ax. Suppose there is
a 2o-model 1 = Ax with domain D. If Def,, is an admissible definition of op; wrt.
21 and D, for all 1 < i < n, then there is a X,-interpretation I’ such that I' E
Ax U |y <jcn Defyp,.

Proof. By induction over the length n of extensions, using the given model [ in the
induction start and using admissibility in the induction step. O

As said, in this paper we are mainly interested in disproving conjectures. With the
current terminology, the problem is to show that N = Ax U | J, <, Def,,, does not entail
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a given 2,-sentence Con, the conjecture in question. Assuming admissible definitions,
Proposition gives us I’ = N, for some 2, -interpretation I’. Now, suppose we are
able to prove (by a theorem prover) the entailment N | —Con. It follows I’ | =Con,
and so I’ [ Con. By definition, then N £ Con, and so the conjecture is disproven.

Our intended application context is that of dynamically evolving systems. By this
we mean computations that start in a (typically partially) specified initial state, modify
some data until a final state is reached, and then the resulting (partially specified) final
state is queried as to whether a property P holds in it. This leads to universally quantified
implications Corn in which the premise encodes both the initial state and computation,
while the conclusion encodes property P.

A trivial example of this situation is the formula Con = Vst [ |gr .l # NIIAT =
tail(l) = I’ # nil. Here, [ # nil is meant to represent the initial state; I’ = tail(/) the
computation; and P = I’ # nil. Where Ax st are the list axioms of Section 3] below,
we wish to show Axy st £ Con. With the approach indicated above, we have to prove
Axust E dlust I g7 - L # nil A" = tail(]) instead, which is a theorem proving task.

3 Lists

We consider lists over integers. To this end let the signature 2| st consist of sorts LIST
and Z and the operators nil : LIST, cons : Z X LIST +— LIST, head : LIST — Z,
tail : LIST + LIST. The list axioms AX st are the following formulas, each implicitly
universally quantified, where k is Z-sorted and / is LIST-sorted:

head(cons(k, 1)) ~ k cons(k, [) # nil
tail(cons(k, 1)) ~ 1 cons(head()), tail(/)) ~ [ v [ ~ nil

Structurally identical axioms have been mentioned in [13]. The satisfiability of the
list axioms is well known. It can also be determined automatically. For example,
the theorem prover Beagle [3] in a complete setting and after adding the axioms
dd;.head(nil) ~ d and tail(nil) ~ nil, terminates on AX_sT in a saturated state. Be-
cause the axioms satisfy a certain sufficient completeness requirement, this provides
a proof of satisfiability. In particular, the list axioms are satisfied in the interpretation
I st with the domain Dy st = LIST, the finite length lists (over integers), which we
assume to be freely generated by the constructors nil and cons(:,-), and the obvious
interpretation for the 2| gT-operators.
We now turn to the templates for definitions.

Relations. Let 2* be an expansion of X st and P ¢ X* a predicate symbol with arity
Z x LIST. Let Defp a formula of the form

v kZ lLIST . P(k, l) (=4

[ ~ nil A B[k] (P1)
V dhz tst .1 ~ cons(h,t) A Clk, h, t] P2)
VvV dhz tyst . L~ cons(h,t) A D[k, h,t] A P(k,t) (P3)

where B is a 2*-formula of arity Z, and C and D are X*-formulas of arity Z X Z X LIST.
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Lemma 3.1. Let D be a X" -domain with Dy ,st = LIST. Then Defp is an admissible
definition of P wrt. X* and D.

Proof. Briefly, the proof proceeds by constructing a canonical (minimal) model of the
«-direction of Defp, which is also always a model of the =-direction. From a logic-
programming angle, the user could as well give only the <-direction of Defp, then the
system can add the completion (=-direction) for disproving purposes.

We assume Interpretations include a valuation component for variables. We write
I1xq to indicate an update for the variable x to the domain element d.

Let I be a 2*-interpretation with domain D. We have to show that I can be expanded
to a (Z* U {P})-interpretation I’ = I U I(P), such that I’ = Defp.

The definition of /(P) utilizes transfinite induction, and we need several orderings
for that. Let >z be a (any) well-ordering on the integers and > its extension to the
quasi-lexicographic ordering on LIST[] Because >z is well-founded and total, > is
well-founded and total, too (this is well-known). Let > denote the strict subset of >.

Next, we define an ordering >p on pairs over integers and finite lists over integers as
(k1, 1) =p (ka, ) iff I; > I orelse I} = I and ky >z k,. Notice that >p is also total
and well-founded. Let >p denote the strict subset of >p.

Let (k,I) € Z x LIST be chosen arbitrarily. We need to decide whether to include
(k,1) in I’(P) or not, that is, whether to make I’(P)(k, I) true or false, respectively. We
do this by evaluating the body of Defp, which resorts to evaluating smaller elements
only.

More formally, for a given pair (k, ) we define subsets ep(k, I) and I(P),1) of Z X
Dy st. Assume that ep(k’, I’) has already been defined for all (k’,1’) € Z X Dyst with
(k,1) >p (K’,1). Where I(P)1y = U.n>p 1) €P(K’, ") define

I = nil and Iy 5 = Blk] or
I = cons(h, t) and ik posn oty E CLk, By 1],

for some h € Zand t € D st or
I = cons(h, t), Ik wshion E DIk, h,t] and

(I U IP)g )ik kit] E Pk, 1),
forsome h € Z and t € Dyst

ep(k, D) = {(k, D} if

In all other cases define ep(k, 1) = 0. Finally define I(P) = J, ) ep(k, D).

Notice that the conditions in the definition of ep(k, I) are all well-defined. In partic-
ular, we have (k,I) >p (k,t) in the last case. With the definition of I(P) it is straight-
forward to show (I U I(P)) | Defp (assume a >p-minimal pair (k, I) under which Defp
evaluates to false in I U I(P) and lead this to a contradiction). O

Example. Let inRange : Z X LIST be a predicate symbol. Consider the extension of
Axp st with the following (admissible) definition for P (the free variables are universally
quantified with the obvious sorts).

inRange(n,l) © [ = nilv Ahz ts7. (I = cons(h,t) AO < h A h < n AinRange(n, 1))

' A quasi-lexicographic ordering, or shortlex ordering, compares firstly lists by their length, so
that nil comes first, and then compares lists of the same length lexicographically.
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This example comes from a case study with the first-order logic model checker from [[1]].
The inRange predicate is used there to specify lists of “ordered items” handled in a
purchase order process, which must all be in a range 0..N — 1, for some N > 0. The
other examples in this paper are contrived.

The following table lists some sample problems together with the runtimes (in sec-
onds) needed to disprove them with the provers mentioned &

Problem Beagle Spass+T Z3
inRange(4, cons(1, cons(5, cons(2, nil)))) 6.2 03 02
n > 4 = inRange(n, cons(1, cons(5, cons(2, nil)))) 7.2 03 02
inRange(n, tail(/)) = inRange(n, ) 3.9 03 02
Angz st .1 # nil AinRange(n, ) A n —head(l) < 1 2.7 03 02
inRange(n,l) = inRange(n — 1,1) 8.2 03 >60
[ # nil A inRange(n,l) = n — head(l) > 2 2.8 03 02

n > 0 AinRange(n,l) Al' = cons(n — 2,1) = inRange(n,l') 4.5 52 02

We remark that none of these problems are solvable by using any of the provers to
directly establish consistency of the axioms, definitions and the conjecture. Even if
only the <-direction is used, Z3 and Spass+T do not terminate. Because the universally
quantified variables in the conjectures lead to Skolem constants, the resulting clause set
is no longer sufficiently complete (see [3]), and a finite saturation obtained by Beagle
does not allow one to conclude satisfiability.

Functions. Let Z* 2 X s7 be a signature, s € sorts(X) and f ¢ 2" a function symbol
with arity ZxLIST  s. Let Def  be a set of (implicitly) universally quantified formulas
of the form below, where k and & are Z-sorted and ¢ is LIST-sorted:

f(k, nil) =~ blk] < Bl[k] (fo)
f(k,cons(h, 1)) = ci1lk, h, t, f(k,1)] & Cilk, h,t, f(k,1)] (f1)
f(k,cons(h, 1)) = c,lk, h, t, f(k,1)] & Culk, h,t, f(k,1)] (fn)

where B is a 2" -formula of arity Z, each C; is a 2*-formula of arity Z X Z X LIST x s, b
is a Z*-term of arity Z + s, and each ¢; is a 2*-term with arity Z X Z X LIST X s > s.

Lemma 3.2. Let D be a 2*-domain with Dyst = LIST. If forall 1 < i < j < n the
formula

Y kg hz tust x5 . Cilk, h, t, x] A Cj[k, h,t,x] = cilk, h,t,x] = Cj[k, h,t, x]

is valid in all X*-interpretations with domain D then Def; is an admissible definition
of f wrt. 2* and D.

2 Here and below, Beagle has been run with “cautious simplification on” and “ordinary vari-
ables on”; Z3, version 4.3.1 with the options “pull-nested-quantifiers”, “mbqi” and “macro-
finder” on; SPASS+T used Yices as a theory solver. All timings obtained on reason-
able recent computer hardware. The input problems are available on the Beagle website
http://users.cecs.anu.edu.au/~baumgart/systems/beagle/
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Proof. The proof of Lemma uses the same model construction technique as the
proof of Lemma [3.1] Totality is obtained by interpreting f on an argument tuple such
that none of the conditions fy to f, holds true by an arbitrary domain element. The
condition in the lemma statement enforces right-uniqueness (functionality). O

The condition in the statement of Lemma[3.2]is needed to make sure that all cases (f;)
and (f;) for i # j are consistent. For example, for f(cons(h,f)) * 1 < h = 1 and
f(cons(h,t)) ~ a & h ~ 1 + a this is not the case. Indeed, Vhzy .h~1Ah~1+a=
1 ~ a is not valid. Notice that establishing the condition is a theorem proving task,
which fits well with our method. In the examples below it is trivial.

Example. Let length : LIST — Z, count : Z X LIST — Z, append : LIST x LIST +—
LIST and in : ZXLIST be operators. Consider the extension of Ax st with the following
(admissible) definitions, in the given order.

length(nil) ~ 0 append(nil,l) ~ [
length(cons(h, 1) ~ 1 + length(z) append(cons(h, t),l) ~ cons(h, append(t, 1))
count(k, nil) ~ 0
count(k,cons(h,t)) ~ count(k,t) =k # h in(k,l) © count(k,l) >0

count(k,cons(h, 1)) =~ count(k,t) + 1 & k= h

Here are some sample conjectures together with the times for disproving themfl

Problem Beagle Spass+T Z3
length(ly) = length(l,) = [ = I, 4.3 9.0 0.2
n > 3 Alength(l) > 4 = inRange(n, [) 54 1.1 02
count(n, /) ~ count(n, cons(1, 1)) 2.5 0.3 >60
count(n, ) > length(l) 2.7 0.3 >60
Iy # I, = count(n, [;) # count(n, ) 2.4 0.8 >60
length(append(ly, [»)) =~ length(l;) 2.1 03 0.2

length(l;) > 1 A length(l;) > 1 = length(append(k, )) > 4 37 >60 >60
in(ny, 1) A =in(ny, I) A I3 = append(l;, cons(ny, ) =

>60(6.2) 9.1 >60
count(n, I3) ~ count(n, [;)

4 Arrays

The signature 2agray consist of sorts ARRAY and Z and the operators read : ARRAY x
Z — Z, write : ARRAY x Z x Z — ARRAY, and init : Z — ARRAY. The array axioms
AXARRAY follow:
read(write(a, i, x),1) ~ x read(a,i) ~ read(b,i) > a=~b
read(write(a, i, x), j) = read(a, j) Vi= j read(init(x), i) ~ x
With the axiom read(init(x), i) = x, a term init(f) represents an array that is initialized

everywhere with 7. As with the list axioms, the satisfiability of the array axioms can be
established automatically with the Beagle prover by means of a finite saturation.

3 The time of 6.2 seconds for the last problem is with “ordinary variables off”.
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Relations. Let X* 2 Zappay be a signature and P ¢ X2* a new predicate symbol with
arity Z X ARRAY. Let Defp be a formula of the form V kz xagray . P(k, x) & Clk, x],
where C is a 2*-formula with arity Z x ARRAY.

This is a simpler definition than that for LIST, as it does not admit recursion with
the new operator P. Of course, this is balanced by the strength of the read operator for
arrays. Using it we can easily define useful predicates without recursion. For example
the sorted predicate defines arrays in which the first N elements are sorted in increasing
order: sorted(a,n) © (0<iAi< jA j<n)= read(qa,i) < read(a, j).

Lemma 4.1. Defp is an admissible definition of P wrt. X* and D.

Proof. This must be so, since for any 2*-interpretation I over D and any x, k, I provides
an evaluation of ¢[k, x] and so the obvious interpretation I(P) for X* U {P} can be
defined. m|

Functions. Let 2* 2 Xappay be a signature, s € sorts(2) and f ¢ X2* a function symbol
with arity Z X ARRAY ~ s. Let Def; be a set of (implicitly) universally quantified
formulas of the form below, where k is Z-sorted, a is ARRAY-sorted and y is s-sorted:

f(a7k)zy:C][a’k7y] (fl)

fla,k) =y < Cyla, k,y] (f,)

where each C; is a 2*-formula of arity ARRAY X Z X s. Note the differences between
the LIST version and this definition. Here we do not allow recursion- each C; is strictly
over the signature 2* and, instead of a term ¢; we have a universally quantified variable
y as the evaluation of f. While some functions on arrays are difficult or impossible
to express in this way (for example, the sum of the first N elements of an array), many
other interesting functions fit this framework. Consider the function rev : ARRAY XZ —
ARRAY that returns a copy of an array with the order of the first N elements reversed:

revia,n) = b <=Viz .0<iANi<nAread(b,i) = read(a,n— (i+ 1))
V (0>iVvi>n)Aread(b,i) ~ read(a,i))

Lemma 4.2. Let D be a X" -domain. If, for all 1 <i < j < n the formula
Cila,k,y(1 A Cjla, k,y2] = y1 = 2

is valid in all X*-interpretations with domain D, then Def s is an admissible definition
of f wrt. 2+ and D.

Proof. Assume that the above condition is met and that / is a 2* interpretation over
D. For this particular I(f), let f be a function which maps a tuple of domain elements
x to a domain element y of the correct sort such that I E C;[x,y] for some i or to
some arbitrary d € D of the correct sort if no such i and y exist. Since each C; is a 2*
formula, it has an evaluation in / and by assumption any satisfying y is unique up to
sort equivalence. Where an arbitrary element is selected no contradiction arises since
I(f) F f(x) =d = C[x,d]. Thus, Def is an admissible definition for f. O
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Examples. Let the operators inRange : ARRAY X Z x Z, max, distinct be defined as
follows (sorted and rev are as defined previously):

inRange(a,r,n) & distinct(a,n) &
Vi.n>2iNni=0) Vi,j.(n>iAn>jAj>20Ai=0)
= (r > read(a, i) A read(a,i) > 0) = read(a, i) ~ read(a, j) = i = j)

max(a,n) ~w &Vi.(n>iANi>0)=w>read(a,)) AN(Ji.n>iANi>0Aread(a,i) = w)

Here are some sample conjectures together with the times for disproving them. A
Note that u indicates termination with a status “unknown”.

Problem Beagle  Spass+T  Z3
n > 0 = inRange(a, max(a, n), n) 1.40 0.16 u
distinct(init(n), i) 0.98 0.15 u
read(rev(a,n + 1),0) = read(a, n)) >60 >60(0.27) >60
distinct(a, n) = distinct(rev(a, n)) >60 0.11 0.36
A nyz . =sorted(rev(init(n), m), m) >60 0.16 u
sorted(a, n) A n > 0 = distinct(a, n) 2.40 0.17 0.01

In addition, SPASS+T, Beagle and Z3 were used to prove the functionality condition
in Lemmal4.2l for the max and rev operators. All provers verified the condition for max
but only SPASS+T and Z3 verified that for rev.

5 Conclusions

The aim of this work is to provide a reasonably expressive language (in practical terms)
that allows one to specify properties of data structures under consideration, like lists
and arrays, and that supports disproving by existing theorem provers. The main idea
is to capitalize on the strengths of these systems in theorem proving and use these for
solving (appropriately phrased )disproving problems, instead of relying on their model-
building capabilities. The latter, direct approach does not work well in the context of
(integer) background theories: both saturation based and SMT methods are inherently
incomplete, and so non-provability does not entail non-validity. See [3] for further de-
tails under which complete theorem proving is possible.

We gave some example problems and tested them with the theorem provers
SPASS+T, Beagle and Z3. These examples are all non-solvable with the direct ap-
proach and solvable with our approach. All of them could be solved, and in short time.
In general, the first-order solvers Beagle and SPASS+T worked most reliably, possibly
thanks to handling quantified formulas natively instead of relying solely on instantia-
tion heuristics. On the other hand, it is easy to find examples where our method does
not work. A simple example is the conjecture nz I st . length(cons(n, l)) ~ 0. (The
direct approach does not work either, e.g., Beagle does not find a finite saturation.)

4 SPASS+T used Yices as a theory solver. The time of 0.27s in the third problem is obtained by
excluding the inRange definition.
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Abstract. State-of-the-art algorithms for industrial instances of MaxSAT prob-
lem rely on iterative calls to a SAT solver. Preprocessing is crucial for the acceler-
ation of SAT solving, and the key preprocessing techniques rely on the application
of resolution and subsumption elimination. Additionally, satisfiability-preserving
clause elimination procedures are often used. Since MaxSAT computation typi-
cally involves a large number of SAT calls, we are interested in whether an input
instance to a MaxSAT problem can be preprocessed up-front, i.e. prior to run-
ning the MaxSAT solver, rather than (or, in addition to) during each iterative SAT
solver call. The key requirement in this setting is that the preprocessing has to
be sound, i.e. so that the solution can be reconstructed correctly and efficiently
after the execution of a MaxSAT algorithm on the preprocessed instance. While,
as we demonstrate in this paper, certain clause elimination procedures are sound
for MaxSAT, it is well-known that this is not the case for resolution and sub-
sumption elimination. In this paper we show how to adapt these preprocessing
techniques to MaxSAT. To achieve this we recast the MaxSAT problem in a re-
cently introduced labelled-CNF framework, and show that within the framework
the preprocessing techniques can be applied soundly. Furthermore, we show that
MaxSAT algorithms restated in the framework have a natural implementation on
top of an incremental SAT solver. We evaluate the prototype implementation of
a MaxSAT algorithm WMSUTI in this setting, demonstrate the effectiveness of
preprocessing, and show overall improvement with respect to non-incremental
versions of the algorithm on some classes of problems.

1 Introduction

Maximum Satisfiability (MaxSAT) and its generalization to the case of Satisfiability
Modulo Theories (MaxSMT) find a growing number of practical applications [[17419].
For problem instances originating from practical applications, state of the art MaxSAT
algorithms rely on iterative calls to a SAT oracle. Moreover, and for a growing number
of iterative algorithms, the calls to the SAT oracle are guided by iteratively computed
unsatisfiable cores (e.g. [19]).

In practical SAT solving, formula preprocessing has been extensively studied and is
now widely accepted to be an often effective, if not crucial, technique. In contrast, for-
mula preprocessing is not used in practical MaxSAT solving. Indeed, it is well-known

* This work is partially supported by SFI PI grant BEACON (09/IN.1/12618), FCT grants
ATTEST (CMU-PT/ELE/0009/2009) and POLARIS (PTDC/EIA-CCO/123051/2010), and
INESC-IDs multiannual PIDDAC funding PEst-OE/EEI/LA0021/2011.

K. McMillan, A. Middeldorp, and A. Voronkov (Eds.): LPAR-19, LNCS 8312, pp. 96-[[11] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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that resolution and subsumption elimination, which form the core of many effective
preprocessors, are unsound for MaxSAT solving [[17]. This has been addressed by the
development of a resolution calculus specific to MaxSAT [7]. Nevertheless, for practical
instances of MaxSAT, dedicated MaxSAT resolution is ineffective.

The application of SAT preprocessing to problems where a SAT oracle is used a num-
ber of times has been the subject of recent interest [2]]. For iterative MaxSAT solving,
SAT preprocessing can be used internally to the SAT solver. However, we are interested
in the question of whether an input instance of a MaxSAT problem can be preprocessed
up-front, i.e. prior to running the MaxSAT solver, rather than (or, in addition to) during
each iterative SAT solver call. The key requirement in this setting is that the prepro-
cessing has to be sound, i.e. so that the solution can be reconstructed correctly and
efficiently after the execution of a MaxSAT algorithm on the preprocessed instance.

In this paper we make the following contributions. First, we establish that certain
class of clause elimination procedures, and in particular monotone clause elimination
procedures such as blocked clause elimination [14], are sound for MaxSAT. Second, we
use a recently proposed labelled-CNF framework [32]] to re-formulate MaxSAT and its
generalizations, and show that within the framework the resolution and subsumption-
elimination based preprocessing techniques can be applied soundly. This result comple-
ments a similar result with respect to the MUS computation problem presented in [2].
An interesting related result is that MaxSAT algorithms formulated in the labelled-CNF
framework can naturally implemented on top of an incremental SAT solver (cf. [10]).
We evaluate a prototype implementation of a MaxSAT algorithm WMSUT [[1L1/1{18]] in
this setting, demonstrate the effectiveness of preprocessing, and show overall improve-
ment with respect to non-incremental versions of this algorithm on weighted partial
MaxSAT instances.

2 Preliminaries

We assume the familiarity with propositional logic, its clausal fragment, SAT solving
in general, and the assumption-based incremental SAT solving cf. [10]. We focus on
formulas in CNF (formulas, from hence on), which we treat as (finite) (multi-)sets of
clauses. When it is convenient we treat clauses as sets of literals, and hence we assume
that clauses do not contain duplicate literals. Given a formula F' we denote the set of
variables that occur in F' by Var(F'), and the set of variables that occur in a clause C' €
F by Var(C). An assignment 7 for F' is a map 7 : Var(F) — {0,1}. Assignments
are extended to formulas according to the semantics of classical propositional logic. If
7(F) = 1, then 7 is a model of F. If a formula F" has (resp. does not have) a model,
then F is satisfiable (resp. unsatisfiable). By SAT (resp. UNSAT) we denote the set of
all satisfiable (resp. unsatisfiable) CNF formulas.

MUSes, MSSes, and MCSes. Let F' be an unsatisfiable CNF formula. A formula
M C F is a minimal unsatisfiable subformula (MUS) of F if (i) M € UNSAT, and
(14) VC € M, M\{C} € SAT. The set of MUSes of F is denoted by MUS(F"). Dually,
a formula S C F is a maximal satisfiable subformula (MSS) of F if (i) S € SAT,
and (it) VC' € F\ S, SU{C} € UNSAT. The set of MSSes of F' is denoted by
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MSS(F). Finally, a formula R C F is a minimal correction subset (MCS), or, co-MSS
of F, if F\ R € MSS(F), or, explicitly, if (i) F\ R € SAT, and (ii) VC € R,
(F\ R) U{C} € UNSAT. Again, the set of MCSes of F is denoted by MCS(F).
The MUSes, MSSes and MCSes of a given unsatisfiable formula F' are connected via
so-called hitting sets duality theorem, first proved in [20]]. The theorem states that M
is an MUS of F'if and only if M is an irreducible hitting sel] of the set MCS(F'), and
vice versa: R € MCS(F) iff R is an irreducible hitting set of MUS(F).

Maximum Satisfiability. A weighted clause is a pair (C, w), where C is a clause, and
w € Nt U {T} is the cost of falsifying C. The special value T signifies that C' must
be satisfied, and (C, T) is then called a hard clause, while (C, w) for w € N is called
a soft clause. A weighted CNF (WCNF) is a set of weighted clauses, F' = FH U FS,
where F'H is the set of hard clauses, and F'® is the set of soft clauses. The satisfiability,
and the related concepts, are defined for weighted CNFs by disregarding the weights.
For a given WCNF F = FHUFS, a MaxSAT model for F is an assignment 7 for F that
satisfies F'*7. A cost of a MaxSAT model 7, cost (), is the sum of the weights of the soft
clauses falsified by 7. For the rest of this paper, we assume that (i) F# € SAT,ie. F
has at least one MaxSAT model, and (i7) F' € UNSAT, i.e. cost(T) > 0. (Weighted)
(Partial) MaxSAT is a problem of finding a MaxSAT model of the minimum cost for a
given WCNF formula F = FH U FS. The word “weighted” is used when there are soft
clauses with weight > 1, while the word “partial” is used when F'# = ().

A straightforward, but nevertheless important, observation is that solving a weighted
partial MaxSAT problem for WCNF F' is equivalent to finding a minimum-cost MCS
R,in, of F, or, alternatively, a minimum-cost hitting set of MUS(F' )@ The MaxSAT
solution is then a model for the corresponding MSS of F, i.e. F'\ Ryin.

SAT Preprocessing. Given a CNF formula F', the goal of preprocessing for SAT solv-
ing is to compute a formula F” that is equisatisfiable with F', and that might be easier to
solve. The computation of F’ and a model of F' from a model of F’ in case F’ € SAT,
is expected to be fast enough to make it worthwhile for the overall SAT solving. Many
SAT preprocessing techniques rely on a combination of resolution-based preprocessing
and clause-elimination procedures. Resolution-based preprocessing relies on the appli-
cation of the resolution rule to modify the clauses of the input formula and/or to reduce
the total size of the formula. Clause-elimination procedures, on the other hand, do not
change the clauses of the input formula, but rather remove some of its clauses, pro-
ducing a subformula the input formula. SAT preprocessing techniques can be described
as non-deterministic procedures that apply atomic preprocessing steps to the, initially
input, formula until a fixpoint, or until resource limits are exceeded.

One of the most successful and widely used SAT preprocessors is the SatElite pre-
processor presented in [8]. The techniques employed by SatElite are: bounded variable

! For a given collection .# of arbitrary sets, a set H is called a hitting set of . if for all S € .7,
H NS # (. A hitting set H is irreducible, if no H' C H is a hitting set of .. Irreducible
hitting sets are also known as hypergraph transversals.

2 For a set of weighted clauses, its cost is the sum of their weights, or T if any of them is hard.
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elimination (BVE), subsumption elimination, self-subsuming resolution (SSR), and, of
course, unit propagation (UP). An additional practically relevant preprocessing tech-
nique is blocked clause elimination (BCE) [14]. We describe these techniques below, as
these will be discussed in this paper in the context of MaxSAT.

Bounded variable elimination (BVE) [8] is a resolution-based preprocessing tech-
nique, rooted in the original Davis-Putnam algorithm for SAT. Recall that for two
clauses C1 = (zV A) and Cy = (—zV B) the resolvent Cy ®, Cs is the clause (AV B).
For two sets F,, and F_, of clauses that all contain the literal x and —z, resp., define
F,,F.,={C1®,Cy|Ci € F,,Cy € F_,, and C; ®, Cs is not a tautology}. The
formulave(F,z) = F\ (Fy UF_;)U(F; ®, F-;) is equisatisfiable with I, however, in
general, might be quadratic in the size of F'. Thus the atomic operation of bounded vari-
able elimination is defined as bve(F, z) = if (|ve(F, z)| < |F|) then ve(F, z) else F.
A formula BVE(F') is obtained by applying bve(F, x) to all variables in .

Subsumption elimination (SE) is an example of a clause elimination technique. A
clause Cy subsumes a clause Co, if C1 C Cs. For C1,Cs € F, define sub(F, Cq,Cs) =
if (Cy C Cy) then F'\ {C>} else F'. The formula SUB(F) is then obtained by apply-
ing sub(F, C1, C2) to all clauses of F.

Notice that unit propagation (UP) of a unit clause (I) € F is just an application of
sub(F, (1), C) until fixpoint (to remove satisfied clauses), followed by bve(F, var(l))
(to remove the clause (1) and the literal —/ from the remaining clauses), and so we will
not discuss UP explicitly.

Self-Subsuming resolution (SSR) uses resolution and subsumption elimination. Given
two clauses C1 = (IV A) and C; = (I V B) in F, such that A C B, we have
C1 ® Co = B C (5, and so Cy can be replaced with B, or, in other words, —! is
removed from C5. Hence, the atomic step of SSR, ssr(F, Cy, C5), results in the formula
F\ {Cy} U{B}if Cy, (5 are as above, and F, otherwise.

An atomic step of blocked clause elimination (BCE) consists of removing one
blocked clause — a clause C' € F' is blocked in F' [15]], if for some literal | € C,
every resolvent of C' with C’ € F on [ is tautological. A formula BCE(F) is obtained
by applying bce(F, C') = if (C blocked in F') then F' \ {C} else F to all clauses of
F. Notice, that a clause with a pure literal is blocked (vacuously), and so pure literal
elimination is a special case of BCE. BCE possesses an important property called mono-
tonicity: for any F C F, BCE(F') C BCE(F). This holds because if C' is blocked
w.r.t. to F, it will be also blocked w.r.t to any subset of F'. Notice that subsumption
elimination is not monotone.

3 SAT Preprocessing and MaxSAT

Let F’ denote the result of the application of one or more of the SAT preprocessing
techniques, such as those discussed in the previous section, to a CNF formula F'. The
question that we would like to address in this paper is whether it is possible to solve a
MaxSAT problem for F”, instead of F, in such a way that from any MaxSAT solution
of F’, a MaxSAT solution of F’ can be reconstructed feasibly. In a more general setting,

3 Specific implementations often impose additional restrictions on BVE.
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F might be a WCNF formula, and F’ is the set of weighted clauses obtained by pre-
processing the clauses of F', and perhaps, adjusting their weights in some manner. The
preprocessing techniques for which the answer to this question is “yes” will be refereed
to as sound for MaxSAT. To be specific:

Definition 1. A preprocessing technique P is sound for MaxSAT if there exist a poly-
time computable function ap such that for any WCNF formula F' and any MaxSAT
solution T of P(F'), ap(7) is a MaxSAT solution of F'.

This line of research is motivated by the fact that most of the efficient algorithms for
industrial MaxSAT problems are based on iterative invocations of a SAT solver. Thus,
if F is indeed easier to solve than F' by a SAT solver, it might be the case that it is
also easier to solve by a SAT-based MaxSAT solver. To illustrate that the question is not
trivial, consider the following example.

Example 1. In the plain MaxSAT setting, let F = {C4,...,Cs}, with C1 = (p),
Cy=(p),Cs=(pVgq),Cs= (pV—q),Cs = (r), and Cs¢ = (—r). The clauses
Cs5 and Cy are subsumed by C1, and so SUB(F) = {C1,C5,C5,Cs}. SUB(F) has
MaxSAT solutions in which p is assigned to 0, e.g. {(p, 0), (r,0)}, while F' does not.
Furthermore, BVE(F') = {(} — a formula with 8 MaxSAT solutions (w.r.t. to the
variables of F') with cost 1. F', on the other hand, has 4 MaxSAT solutions with cost 2.

Thus, even a seemingly benign subsumption elimination already causes problems for
MaxSAT. While we do not prove that the technique is not sound for MaxSAT, a strong
indication that this might be the case is that SUB might remove clauses that are included
in one or more of the MUSes of the input formula F' (c.f. Example[I), and thus lose
the information required to compute the MaxSAT solution of F'. The problems with
the application of the resolution rule in the context of MaxSAT has been pointed out
already in [17]], and where the motivation for the introduction of the so-called MaxSAT
resolution rule [7] and a complete proof procedure for MaxSAT based on it. However,
MaxSAT resolution does not lead to effective preprocessing techniques for industrial
MaxSAT since it often introduces a large number of auxiliary “compensation” clauses.
Once again, we do not claim that resolution is unsound for MaxSAT, but it is likely to
be the case, since for example ve ran to completion on any unsatisfiable formula will
always produce a formula {0}.

In this paper we propose an alternative solution, which will be discussed shortly. But
first, we observe that monotone clause elimination procedures are sound for MaxSAT.

3.1 Monotone Clause Elimination Procedures

Recall that given a CNF formula F, an application of clause elimination procedure E
produces a formula E(F') C F equisatisfiable with F'. Monotonicity implies that for any
F' C F,E(F") C E(F). Some examples of monotone clause elimination procedures
include BCE (and as a special case, pure literal elimination), and also covered clause
elimination introduced in [[12].

It was observed already in [16] that if a clause C' € F' is blocked in F', then none of
the MUSes of F' can include C. Thus, MUS(BCE(F')) = MUS(F'), and therefore, by
the hitting-sets duality, MCS(BCE(F')) = MCS(F'). In particular, any minimum-cost



SAT-Based Preprocessing for MaxSAT 101

MCS of BCE(F) is also a minimum-cost MCS of F. Thus, the cost of any MaxSAT
solution 7 of BCE(F) is exactly the same as of any MaxSAT solution of F', and more-
over, there exist a MaxSAT solution of F’ that falsifies the exact same set of clauses as
7 in BCE(F'). The only question is whether a solution of F' can be feasibly constructed
from 7. A linear time procedure for reconstruction of satisfying assignments after BCE
has been described in [[13] (Prop. 3). We show that the same procedure can be applied
to reconstruct the solutions in the context of MaxSAT. We generalize the discussion to
include some of the clause elimination procedures beside BCE.

Definition 2. A clause elimination procedure E is MUS-preserving if MUS(E(F')) =
MUS(F).

Theorem 1. Any MUS-preserving clause elimination procedure is sound for MaxSAT.

Proof. Let E be an MUS-preserving clause elimination procedure, and let g be a feasi-
bly computable function that for any CNF formula G maps a model of E(G) to a model
of G when E(G) is satisfiable. Let F' be a WCNF formula, and let 7 be a MaxSAT so-
lution of the formula E(F'). Let E(F') = RW SH. where R (resp. S) is the set of clauses
falsified (resp. satisfied) by 7, i.e. R is a minimum-cost MCS of E(F'), and S is the cor-
responding MSS of E(F). Since E is MUS-preserving, MUS(E(F')) = MUS(F)), and,
by hitting-sets duality, MCS(E(F')) = MCS(F'), and so R is also a minimum-cost MCS
of F. To show that 7/ = «ag(7) satisfies S’ = F'\ R, we observe that since F = RW S’,
E(F)=E(RWS’') = RYE(Y’), because R C E(F'). Hence S = E(S’), and therefore
given any model 7 of S, ag(7) is a model of S’. O

Proposition 1. Any monotone clause elimination procedure is M US—preservingﬁ.

Corollary 1. Any monotone clause elimination procedure is sound for MaxSAT.

3.2 Resolution-Based and Subsumption Elimination Based Techniques

To enable sound preprocessing for MaxSAT using resolution-based and subsumption
elimination based preprocessing techniques, we propose to recast the MaxSAT prob-
lem in the framework of so-called labelled CNF (LCNF) formulas. The framework was
introduced in [3]], and was already used to enable sound preprocessing for MUS ex-
traction in [2l]. We briefly review the framework here, and refer the reader to [3l2] for
details.

Labelled CNFs. Assume a countable set of labels Lbls. A labelled clause (L-clause)
is a tuple (C, L), where C is a clause, and L is a finite (possibly empty) subset of
Lbls. We denote the label-sets by superscripts, i.e. C is the labelled clause (C, L). A
labelled CNF (LCNF) formula is a finite set of labelled clauses. For an LCNF formula
ol 1et Cls(®) = UcreatC} be the clause-set of @, and Lbls(®) = (U1 g L be the

* The symbol W refers to a disjoint union.
3 All missing proofs are included in the extended version of this paper [4].
® We use capital Greek letters to distinguish LCNFs from CNFs.
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label-set of . LCNF satisfiability is defined in terms of the satisfiability of the clause-
sets of an LCNF formula: @ is satisfiable if and only if Cls(®P) is satisfiable. We will
re-use the notation SAT (resp. UNSAT) for the set of satisfiable (resp. unsatisfiable)
LCNF formulas{?]. However, the semantics of minimal unsatisfiability and maximal and
maximum satisfiability of labelled CNFs are defined in terms of their label-sets via the
concept of the induced subformula.

Definition 3 (Induced subformula). Let @ be an LCNF formula, and let M C Lbls(®).
The subformula of ® induced by M is the LCNF formula ®|y; = {C* € @ | L C M}.

In other words, @|5; consists of those labelled clauses of ¢ whose label-sets are in-
cluded in M, and so Lbls(®|pr) € M, and Cls(P|yr) C Cls(P). Alternatively, any
clause that has at least one label outside of M is removed from @. Thus, it is convenient
to talk about the removal of a label from @. Let [ € Lbls(P) be any label. The LCNF
formula @[\ g7} is said to be obtained by the removal of label | from ®.

To the readers familiar with the assumption-based incremental SAT (c.f. [10]), it
might be helpful to think of labels as selector variables attached to clauses of a CNF
formula, taking into account the possibility of having multiple, or none at all, selectors
for each clause@. Then an induced subformula @], is obtained by “turning-on” the
selectors in M, and “turning-off” the selectors outside of M. An operation of removal
of a label | from @ can be seen as an operation of “turning-off” the selector /.

The concept of induced subformulas allows to adopt all notions related to satisfi-
ability of subsets of CNF formulas to LCNF setting. For example, given an unsatis-
fiable LCNF &, an unsatisfiable core of @ is any set of labels C C Lbls(®P) such
that @|c € UNSAT. Note that the selectors that appear in the final conflict clause in
the context of assumption-based incremental SAT constitute such a core. Furthermore,
given an unsatisfiable LCNF @, a set of labels M C Lbls(®) is an MUS of &, if (4)
@|ar € UNSAT, and (i7) VI € M, P|pp 1y € SAT. As with CNFs, the set of all MUSes
of LCNF & is denoted by MUS(®). MSSes and MCSes of LCNF formulas can be de-
fined in the similar manner. Specifically, for an unsatisfiable LCNF formula &, a set
of labels R C Lbls(®P) is an MCS of @, if (i) @|ryse)\r € SAT, and (i) VI € R,
Q| (Lus(@)\ryufiy € UNSAT. The set of all MCSes of @ is denoted by MCS(®). 1t
was shown in [3] that the hitting-sets duality holds for LCNFs, i.e. for any LCNF &,
M C Lbls(®) is an MUS of @ if and only if M is an irreducible hitting set of MCS(®),
and vice versa.

Example 2. Let & = {(-p)?, (r)?, (p V o)1}, (p v =¢q){2} (p)2}, (—=r){3}}. The
label-set of a clause is given in the superscript, i.e. Lbls = N and Lbls(®) = {1, 2, 3}.
The subformula induced by the set S = {1} is ®|s = {(-p)?, (1)?, (p V ¢)11}}. S is
an MSS of @, as &|s € SAT and both formulas ®|¢; 2y and P|;; 5y are unsatisfiable.
R = {2, 3} is the corresponding MCS of .

To clarify the connection between LCNF and CNF formulas further, consider a
CNF formula F' = {C4,...,C,}. The LCNF formula @ associated with F' is con-

7 To avoid overly optimistic complexity results, we will tacitly assume that the sizes of label-sets
of the clauses in LCNFs are polynomial in the number of the clauses

8 Furthermore, notice that clauses with multiple selectors show up exactly when resolution-
based preprocessing is applied in the context of incremental SAT.
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structed by labelling each clause C; € F with a unique, singleton labelset {i}, i.e.
Pp = {C’i{l} | C; € F'}. Then, a removal of a label 7 from & corresponds to a removal
of a clause C; from F', and so every MUS (resp. MSS/MCS) of @ corresponds to an
MUS (resp. MSS/MCS) of F' and vice versa.

The resolution rule for labelled clauses is defined as follows [2]: for two labelled
clauses (z V A)Pt and (—a vV B)"2, the resolvent C* ©, CL? is the labelled clause
(A v B)L1YE2 The definition is extended to two sets of labelled clauses @, and ¢—.,
that contain the literal z and —x resp., as with CNFs. Finally, a labelled clause C’lL L is
said to subsume C’QLz, in symbols C’IL1 c Ok if ¢y € Cyand Ly C Lo. Again, the
two definitions become immediate if one thinks of labels as selector variables in the
context of incremental SAT.

Resolution and Subsumption Based Preprocessing for LCNFs. Resolution and sub-
sumption based SAT preprocessing techniques discussed in Section 2] can be applied to
LCNFs [2], so long as the resolution rule and the definition of subsumption is taken
to be as above. Specifically, define ve(®,z) = &\ (P, U P_;) U (P ®p P—z).
Then, an atomic operation of bounded variable elimination for LCNF @ is defined as
bve(®, z) = if (Jve(P,x)| < |P|) then ve(P, x) else P. The size of P is just the num-
ber of labelled clauses in it. A formula BVE(®) is obtained by applying bve(®, x) to all
variables in @. Similarly, for CF*, C+? € F, define sub(®,C{*,CL?) = if (Cf* ¢
CL2) then & \ {C}?} else #. The formula SUB(®) is then obtained by applying
sub(®, CL*, CL2) to all clauses of ®. Finally, given two labelled clauses C1* = (I V
A and C’QL2 =(xlv B)L2 in @, such that A C B and Ly C Lo, the atomic step of
self-subsuming resolution, ssr(®, CL*, C2?), results in the formula &\ {C12} U{ B2},
Notice that the operations bve and ssr do not affect the set of labels of the LCNF for-
mula, however it might be the case that sub removes some labels from it.

The soundness of the resolution and subsumption based preprocessing for LC-
NFs with respect to the computation of MUSes has been established in [2]] (Theo-
rem 1, Prop. 6 and 7). Specifically, given an LCNF &, MUS(bve(®, z)) C MUS(®),
MUS(sub(®, CL*, CLE2)) € MUS(®), and MUS(ssr(®, CL* CF2)) € MUS(®). In
this paper we establish stronger statements that, by the hitting-sets duality for LCNFs
[3]], also imply that the set inclusions C between the sets MUS(o) are set equalities.

Proposition 2. For any LCNF formula ® and variable x, MCS(bve(®, z)) = MCS(P).

Proposition 3. For any LCNF formula &, and any two clauses C’f Y CzL e,
MCS(sub(®, CEr, CE2)) = MCS (o).

Proposition 4. For any LCNF formula &, and any two clauses C’IL Y C’2L e,
MCS(ssr(®, CLt, CL2)) = MCS(P).

To summarize, the three SAT preprocessing techniques discussed in this section,
namely bounded variable elimination, subsumption elimination and self-subsuming
resolution, preserve MCSes of LCNF formulas. Given that the MaxSAT problem for
weighted CNFs can be cast as a problem of finding a minimum-cost MCS (cf. Sec-
tion[2)), we now define the MaxSAT problem for weighted LCNFs, and draw a connec-
tion between the two problems.
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Maximum Satisfiability for LCNFs. Recall that the maximum satisfiability problem
for a given weighted CNF formula F' = F# U F® can be seen as a problem of finding
a minimum-cost set of soft clauses R,,;, whose removal from I’ makes I satisfiable,
i.e. a minimum-cost MCS of F'. In LCNF framework we do not remove clause directly,
but rather via labels associated with them. Thus, a clause labelled with an empty set of
labels cannot be removed from an LCNF formula, and can play a role of a hard clause
in a WCNF formula. By associating the weights to labels of LCNF formula, we can
arrive at a concept of a minimum-cost set of labels, and from here at the idea of the
maximum satisfiability problem for LCNF formulas.

Thus, we now have weighted labels (I, w), with | € Lbls, and w € N7 (note that
there’s no need for the special weight T). A cost of a set L of weighted labels is the sum
of their weights. A weighted LCNF formula is a set of clauses labelled with weighted
labels. It is more convenient to define a MaxSAT solution for weighted LCNFs in terms
of minimum-cost MCSes, rather that in terms of MaxSAT models. This is due to the
fact that given an arbitrary assignment 7 that satisfies all clauses labelled with (), the
definition of a “set of labels falsified by 7” is not immediate, since in principle a clause
might be labelled with more than one label, and, from the MaxSAT point of view, we
do not want to remove more labels than necessary.

Definition 4 (MaxSAT solution for weighted LCNF). Let ¢ be a weighted LCNF
Sformula with ®|y € SAT. An assignment 7 is a MaxSAT solution of @ if T is a model
of the formula P|1p15(w)\ R,s,, JOr some minimum-cost MCS Ry, of D. The cost of T is
the cost of Ruin.

In other words, a MaxSAT solution 7 for a weighted LCNF maximizes the cost of a
set S C Lbls(P), subject to 7 satisfying P|g, and the cost of 7 is the cost of the set
R = Lbls(P)\ S.

Let F = FH" U FS be a weighted CNF formula. The weighted LCNF formula
®r associated with F' is constructed similary to the case of plain CNFs: assuming
that ¥ = {C4,...,C,}, we will use {1,...,n} to label the soft clauses, so that a
clause C; gets a unique, singleton labelset {4}, hard clauses will be labelled with (),
and the weight of a label 7 will be set to be the weight of the soft clause C;. Formally,
Lbls(®) = {1,...,|FS|} € N*, &p = (Uperpn{C*}) U (Ug,cps{C7}, and Vi €
Lbls(P), w(i) = w(Cy).

Let &1 be the weighted LCNF formula associated a weighted CNF F'. Clearly, ev-
ery MaxSAT solution of @ is a MaxSAT solution of F’, and vice versa. In the previous
subsection we showed that the resolution and the subsumption elimination based pre-
processing techniques preserve the MCSes of @ . We will show shortly that this leads
to the conclusion that the techniques can be applied soundly to @, and so, assuming the
availability of a method for solving MaxSAT problem for @ (Section[d)), this allows to
use preprocessing, albeit indirectly, for solving MaxSAT problem for F.

Preprocessing and MaxSAT for LCNFs

Theorem 2. For weighted LCNF formulas, the atomic operations of bounded variable
elimination (bve), subsumption elimination (sub), and self-subsuming resolution (ssr)
sound for MaxSAT.
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Proof. Let @ be a weighted LCNF formula. Assume that for some variable z, &' =
bve(®, x), and let 7’ be a MaxSAT solution of ¢’. Thus, for some minimum-cost MCS
Rpnin of @', 7" is a model of &'| 145(4/)\ R,,.,.,, - BY Proposition2l Ry, is a minimum-
cost MCS of @. If x was eliminated, 7’ can be transformed in linear time to a model 7
of D| 1p15(4)\ R, DY assigning the truth-value to 2 (cf. [13]]). We conclude that bve is
sound for LCNF MaxSAT.

For sub and ssr no reconstruction is required, since the techniques preserve equiva-
lence. The claim of the theorem follows directly from Propositions 3] and [l a

To conclude this section, lets us summarize the SAT preprocessing “pipeline” for solv-
ing the MaxSAT problem for weighted CNFs. Given a WCNF formula F, first apply
any MUS-preserving (and so, monotone) clause-elimination technique, such as BCE,
to obtain the formula F’. Then, construct an LCNF formula @|p/ associated with F’,
and apply BVE, subsumption elimination and SSR, possibly in an interleaved manner,
to @| g to obtain ¢’. Solve the MaxSAT problem for ¢’, and reconstruct the solution to
the MaxSAT problem of the original formula F' — Theorems[1l and 2l show that it can
be done feasibly. The only missing piece is how to solve MaxSAT problem for LCNF
formulas — this is the subject of the next section.

We have to point out that the resolution and the subsumption elimination prepro-
cessing techniques in the LCNF framework are not without their limitations. For BVE
the label-sets of clauses grow, which may have a negative impact on the performance
of SAT solvers if LCNF algorithms are implemented incrementally. Also, two clauses
CT1 and C*2 are treated as two different clauses if L; # Lo, while without labels they
would be collapsed into one, and thus more variables might be eliminated. Neverthe-
less, when many hard (i.e. labelled with @) clauses are present, this negative effect is
dampened. For subsumption elimination the rule L; C Lo is quite restrictive. In par-
ticular, it blocks subsumption completely in the plain MaxSAT setting (though, as we
already saw, unrestricted subsumption is dangerous for MaxSAT). However, in partial
MaxSAT setting it does enable the removal of any clause (hard or soft) subsumed by a
hard clause. In Section 3l we demonstrate that the techniques do lead to performance
improvements in practice.

4 Solving MaxSAT Problem for LCNFs

In this section we propose two methods for solving MaxSAT problem for weighted
LCNFs. Both methods rely on the connection between the labels in LCNFs and the
selector variables.

4.1 Reduction to Weighted Partial MaxSAT

The idea of this method is to encode a given weighted LCNF formula ¢ as an WCNF
formula Fg, mapping the labels of @ to soft clauses in such a way that a removal of
soft clause from Fi would emulate the operation of a removal of a corresponding label
from &. This is done in the following way: for each [; € Lbls(®P), create a new variable
a;. Then, for each labelled clause C'* create a hard clause C'\V'\/ 1,1 (a;). Finally, for
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each l; € Lbls(P), create a soft clause (a;) with a weight equal to the weight of the
label [;.

Example 3. Let & = {(—p)?, (n)?, (p v )11}, (p v =¢) (2}, (p)2}, (—=r)13}}, and as-
sume that the weights of all labels are 1. Then, Fg = {(-p, T),(r, T),(ma1 VpV
q,T),(ma1V-azVpV =g, T),(mazVp, T),(masV-r,T),(a1,1), (az, 1), (as, 1)}
Then, removal of (as, 1) from the F leaves —as pure, and so is equivalent to the re-
moval of all hard clauses clauses that contain as, which in turn is equivalent to the
removal of the label 2 from &.

It is then not difficult to see that any MaxSAT solution of F is a MaxSAT solu-
tion of @, and vice versa. The advantage of the indirect method is that any off-the-shelf
MaxSAT solver can be turned into a MaxSAT solver for LCNFs. However, it also cre-
ates a level of indirection between the selector variables and the clauses they are used
in. In our preliminary experiments the indirect method did not perform well.

4.2 Direct Computation

Core-guided MaxSAT algorithms are among the strongest algorithms for industrially-
relevant MaxSAT problems. These algorithms iteratively invoke a SAT solver, and for
each unsatisfiable outcome, relax the clauses that appear in the unsatisfiable core re-
turned by the SAT solver. A clause C; is relaxed by adding a literal r; to C; for a fresh
relaxation variable r;. Subsequently, a cardinality or a pseudo-Boolean constraint over
the relaxation variables r; is added to the set of the hard clauses of the formula. The
exact mechanism is algorithm-dependent — we refer the reader to the recent survey of
core-guided MaxSAT algorithms in [19].

The key idea that enables to adapt core-guided MaxSAT algorithms to the LCNF
setting is that the “first-class citizen” in the context of LCNF is not a clause, but rather a
label. In particular, the unsatisfiable core returned by a SAT solver has to be expressed
in terms of the labels of the clauses that appear in the core. Furthermore, in the LCNF
setting, it is the labels that get relaxed, and not the clauses directly. That is, when a
label /; is relaxed due to the fact that it appeared in an unsatisfiable core, the relaxation
variable r; is added to all clauses whose labelsets include ;.

To illustrate the idea consider the pseudocode of a core-guided algorithm for solving
partial MaxSAT problem due to Fu and Malik [11]], presented in Figure[Il And, contrast
it with the (unweighted) LCNF-based version of the algorithm, presented in Figure
The original algorithm invokes a SAT solver on the, initially input, formula F' until
the formula is satisfiable. For each unsatisfiable outcome, the soft clauses that appear
in the unsatisfiable core C'ore (assumed to be returned by the SAT solver) are relaxed
(lines 5-7), and the CNF representation of the equalsl constraint on the sum of relax-
ation variables is added to the set of the hard clauses of F'. The LCNF version of the
algorithm proceeds similarly. The only two differences are as follows. When the LCNF
formula & is unsatisfiable, the unsatisfiable core has to be expressed in terms of the la-
bels, rather than clauses. That is, the algorithm expects to receive a set L.ore C Lbls(®P)
such that @|r_ .. € UNSAT. Some of the possible ways to obtain such a set of core la-
bels are described shortly. The second difference is that a fresh relaxation variable r; is
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Input : & — an unweighted LCNF
formula

Input : F = F# U F¥ — a partial
pd a parhia Output: 7 — a MaxSAT solution for ¢

MaxSAT formula
Output: 7 — a MaxSAT solution for F’ 1 while true do

1 while true do 2 (st, 7, Leore) = SAT(P)

, (st, 7, Core) — SAT(F) 3 I;St :(/]true then return
3 if st = true then return 7 4 / /E L
. R @ relax labels in Lcore
) 5 foreach [; € L.or. do
// relax soft clauses in Core
< 6 R+ RU{r;}

5 foreach C; € Coren F~ do I

7 foreach C~ € &s.t.l; € L do
6 R<—RU{’I‘¢'} | CL ith 'VCL
7 replace C; with (r; V C5) 8 replace with (r; )
8 FM e FPucnE(Y, cpri=1) 9 P BUCNF(YL, pri=1)

Fig.1. Fu and Malik algorithm for partial Fig.2. (Unweighted) LCNF version of Fu and
MaxSAT [LL] Malik algorithm

associated with each core label [;, rather than with each clause as in the original algo-
rithm. Each core label /; is relaxed by replacing each clause C'* such that I; € L with
(r; V C’)L (lines 7-8). Note that in principle cL may include more than one core label,
and so may receive more than relaxation variable in each iteration of the algorithm. The
nested loop on lines 5-8 of the algorithm can be replaced by a single loop iterating over
all clauses C'F such that L N Leore # (). Finally, the clauses of the CNF representation
of the equals] constraint are labelled with @), and added to .

One of the possible ways to obtain the set of core labels is to use a standard core-
producing SAT solver. One can use either a proof-tracing SAT solver, such as PicoSAT
[5l], that extracts the core from the trace, or an assumption-based SAT solver, that ex-
tracts the core from the final conflict clause. Then, to check the satisfiability of @,
the clause-set Cls(P) of @ is passed to a SAT solver, and given an unsatisfiable core
Core C Cls(P), the set of core labels is obtained by taking a union of the labels of
clauses that appear in Core. Regardless of the type of the SAT solver, the solver is
invoked in non-incremental fashion, i.e. on each iteration of the main loop a new in-
stance of a SAT solver is created, and the clauses Cls(®) are passed to it. It is worth
to point out that the majority of SAT-based MaxSAT solvers use SAT solvers in such
non-incremental fashion. Also, it is commonly accepted that proof-tracing SAT solvers
are superior to the assumption-based in the MaxSAT setting, since a large number of
assumption literals tend to slow down SAT solving, while, at the same time, the incre-
mental features of assumption-based solvers are not used.

An alternative to the non-incremental use of SAT solvers in our setting is to take
advantage of the incremental features of the assumption-based SAT solvers. While
we already explained that labels in LCNFs can be seen naturally as selectors in the
assumption-based incremental SAT, the tricky issue is to emulate the operation of re-
laxing a clause, i.e. adding one or more relaxation variables to it. The only option in
the incremental SAT setting is to “remove” the original clause by adding a unit clause
(—s) to the SAT solver for some selector literal —s, and add a relaxed version of the
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clause instead. The key observation here is that since the labels are already represented
by selector variables, we can use these selector variables to both to remove clauses and
to keep track of the core labels. For this, each label [; € Lbls(®) is associated with a
sequence of selector variables al, al, a?, . ... At the beginning, just like in the reduction
described in Section 4.1 for each C'L we load a clause C" = C' v VlieL(_‘a?) into the
SAT solver, and solve under assumptions {a?, a3, ... }. The selectors that appear in the
final conflict clause of the SAT solver will map to the set of the core labels L;oyc. As-
sume now that a label [, € L is a core label, i.e. the selector a(c) was in the final conflict
clause. And, for simplicity, assume that /.. is the only core label in L. Now, to emulate
the relaxation of the clause C’, we first add a unit clause (—a!) to the SAT solver to
“remove” C’, and then add a clause C"" = (C' \ {—a%}) U {r, —al}, where r is the
relaxation variable associated with . in this iteration, and ai is a “new version” of a
selector variable for [.. If on some iteration a! appears in the final conflict clause, we
will know that [, is a core label that needs to be relaxed, add (ﬁai) to the SAT solver,
and create yet another version a2 of a selector variable for the label .. For MaxSAT
algorithms that relax each clause at most once (e.g. WMSU3 and BCD?2, cf. [19]), we
only need two versions of selectors for each label.

Note that since, as explained in Section Bl MaxSAT problem for WCNF F can be
recast as a MaxSAT problem for the associated LCNF @, the incremental-SAT based
MaxSAT algorithms for LCNFs can be seen as incremental-SAT based MaxSAT al-
gorithm for WCNFs — to our knowledge such algorithms have not been previously
described in the literature. The main advantage of using the SAT solver incrementally,
beside the saving from re-loading the whole formula in each iteration of a MaxSAT
algorithm, is in the possible reuse of the learned clauses between the iterations. While
many of the clauses learned from the soft clauses will not be reused (since they would
also need to be relaxed, otherwise), the clauses learned from the hard clauses will. In our
experiments (see next section) we did observe gains from incrementality on instances
of weighted partial MaxSAT problem.

S Experimental Evaluation

To evaluate the ideas discussed in this paper empirically, we implemented an LCNF-
based version of the MaxSAT algorithm WMSUT [[1111118]], which is an extension of Fu
and Malik’s algorithm discussed in Section 2] to the weighted partial MaxSAT case.
Note that none of the important optimizations discussed in [18]] were employed. The
algorithm was implemented in both the non-incremental and the incremental settings,
and was evaluated on the set of industrial benchmarks from the MaxSAT Evaluation
2013[9, a total of 1079 instances. The experiments were performed on an HPC cluster,
with quad-core Intel Xeon E5450 3 GHz nodes with 32 GB of memory. All tools were
run with a timeout of 1800 seconds and a memory limit of 4 GB per input instance.

In the experiments PicoSAT [5] and Lingeling [6] were used as the underlying SAT
solvers. For (pure) MaxSAT benchmarks, we used PicoSAT (v. 935), while for partial
and weighted partial MaxSAT instances we used PicoSAT (v. 954) — the difference

o http://maxsat.ia.udl.cat/
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Fig. 3. Cactus plots for the different categories

between versions is due to better performance in the preliminary experiments. Both
incremental (P) and non-incremental proof-tracing (P NI) settings for PicoSAT were
tested. For Lingeling (v. ala) the incremental mode (L) was tested.

For the preprocessing, we implemented our own version of Blocked Clause Elimi-
nation (BCE), while for Resolution and Subsumption (RS) both SatElite [8] and Lin-
geling [6] as a preprocessor were used. We have included in the experiments WMSU1
algorithm from MSUnCore in order to establish a reasonable baseline.

Figure[3lshows the results for different classes of industrial MaxSAT instances, while
Table [Tl complements it by showing the number of solved instances by each configura-
tion/solver, and the average CPU time taken on the solved instances. From the figure
and the table, the following conclusions can be drawn. First, we note that the resolution
and subsumption elimination based preprocessing (RS) is, in general, quite effective.
In fact, for each of the solvers, within the same solver, the configuration that outper-
forms all others is RS, except for plain MaxSAT instances with PicoSAT. Also L+RS
solves the highest number of instances overall, as revealed in Figure [3] (d). Regard-
ing the blocked clause elimination (BCE), the technique is effective for plain MaxSAT
instances, however not for other classes of instances. Notice that the combination of
BCE+RS never improves over the best of the techniques considered separately, being
only equal with Lingeling for (pure) MaxSAT instances.
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Table 1. Table of solved instances and average CPU times

All MaxSAT Partial MaxSAT Weighted Partial MaxSAT

#Sol. A.CPU #Sol. A.CPU #Sol. A.CPU #Sol. A.CPU
Instances 1079 55 627 397
P NI 524 14429 37 172776 254 152.04 233 131.32
P NI+BCE 516 115.84 41 237.58 241 105.02 234 105.65
P NI+BCE+RS 522 103.08 35 177.37 240 120.70 247 75.42
P NI+RS 556 12448 37 246.68 265 154.84 254 75.00
P 523 91.81 37 236.26 237 132.83 249 31.31
P+BCE 513 57.70 38 180.22 227 70.08 248 27.60
P+BCE+RS 517 67.61 37 209.48 221 8536 259 32.19
P+RS 545 9371 34 151.77 238 14693 273 40.08
L 580 55.93 36 101.92 270 7545 274 30.64
L+BCE 584 60.84 37 67.88 271 9589 276 25.49
L+BCE+RS 584 48.03 38 96.02 271 7390 275 15.90
L+RS 603 6526 38 161.71 276 91.15 289 27.85
WMSU1 512 157.68 39 165.64 241 149.01 232 165.35

Somewhat surprisingly, our results suggest that, in contrast with standard practice
(i.e. most MaxSAT solvers are based on non-incremental SAT), the incremental SAT
solving can be effective for some classes of MaxSAT instances. Namely for Weighted
Partial MaxSAT instances, where for example PicoSAT incremental (P) solves 16 more
instances than PicoSAT non-incremental (P NI) with a much lower average CPU time
on the solved instances.

Finally, comparing the underlying SAT solvers used, it can be seen that in our exper-
iments Lingeling performs significantly better than PicoSAT, which, as our additional
experiments suggest, is in turn is much better SAT solver than Minisat [9], for MaxSAT
problems.

6 Conclusion

In this paper we investigate the issue of sound application of SAT preprocessing tech-
niques for solving the MaxSAT problem. To our knowledge, this is the first work that
addresses this question directly. We showed that monotone clause elimination proce-
dures, such as BCE, can be applied soundly on the input formula. We also showed that
the resolution and subsumption elimination based techniques can be applied, although
indirectly, through the labelled-CNF framework. Our experimental results suggest that
BCE can be effective on (plain) MaxSAT problems, and that the LCNF-based resolu-
tion and subsumption elimination leads to performance boost in partial and weighted
partial MaxSAT setting. Additionally, we touched on an issue of the incremental use
of assumption-based SAT solvers in the MaxSAT setting, and showed encouraging re-
sults on weighted partial MaxSAT problems. In the future work we intend to investigate
issues related to the sound application of additional SAT preprocessing techniques.
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Abstract. Many research works had been done in order to define a semantics
for logic programs. The well know is the stable model semantics which selects
for each program one of its canonical models. The stable models of a logic pro-
gram are in a certain sens the minimal Herbrand models of its reduct programs.
On the other hand, the notion of symmetry elimination had been widely studied
in constraint programming and shown to be useful to increase the efficiency of
the associated solvers. However symmetry in non monotonic reasoning still not
well studied in general. For instance Answer Set Programming (ASP) is a very
known framework but only few recent works on symmetry breaking are known in
this domain. Ignoring symmetry breaking in the answer set systems could make
them doing redundant work and lose on their efficiency. Here we study the notion
of local and global symmetry in the framework of answer set programming. We
show how local symmetries of a logic program can be detected dynamically by
means of the automorphisms of its graph representation. We also give some prop-
erties that allow to eliminate theses symmetries in SAT-based answer set solvers
and show how to integrate this symmetry elimination in these methods in order
to enhance their efficiency.

Keywords: symmetry, logic programming, stable model semantics, answer set
programming, non-monotonic reasoning.

1 Introduction

The work we propose here to investigate the notion of symmetry in Answer Set Pro-
gramming (ASP). The (ASP) framework can be considered as a sub-framework of
the default logic [37]. One of the main questions in ASP, is to define a semantics to
logic programs. A logic program 7 is a set of first order (formulas) rules of the form
r : concl(r) < prem(r), where prem(r) is the set of premises of the rule given
as a conjunction of literals that could contain negations and negations as failure. The
right part concl(r) is the conclusion of the rule  which is generally, a single atom,
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or in some cases a disjunction of atoms for logic programs with disjunctions. Some
researchers considered prem(r) as the body of the rule r and concl(r) as its head
(r : head(r) < body(r)). Each logic program 7 is translated into its equivalent ground
logic program ground(w) by replacing each rule containing variables by all its ground
instances, so that each literal in ground(w) is ground. This technique is used to elimi-
nate the variables even when the program contains function symbols and its Herbrand
universe is infinite. Among the influential semantics that had been given for these logic
programs with negation and negation as failure are the completion semantics [15] and
the stable model or the answer set semantics [25]. It is well know that each answer set
for a logic program is a model of its completion, but the converse, is in general not true.
Fages in his paper [21] showed that both semantics are equivalent for free loops logic
programs that are called tight programs. A generalization of Fage’s results to logic pro-
grams with eventual nested expressions in the bodies of their rules was given in [20].
On the other hand Fangzhen Lin and Yutin Zhao proposed in [31] to add what they
called loop formulas to the completion of a logic program and showed that the set of
models of the extended completion is identical to the program’s answer sets even when
the program is not tight.

On the other hand, symmetry is by definition a multidisciplinary concept. It ap-
pears in many fields ranging from mathematics to Artificial Intelligence, chemistry and
physics. It reveals different forms and uses, even inside the same field. In general, it
returns to a transformation, which leaves invariant (does not modify its fundamental
structure and/or its properties) an object (a figure, a molecule, a physical system, a for-
mula or a constraints network...). For instance, rotating a chessboard up to 180 degrees
gives a board that is indistinguishable from the original one. Symmetry is a fundamental
property that can be used to study these various objects, to finely analyze these complex
systems or to reduce the computational complexity when dealing with combinatorial
problems.

As far as we know, the principle of symmetry has been first introduced by Krish-
namurthy [29]] to improve resolution in propositional logic. Symmetries for Boolean
constraints are studied in depth in [5i6]]. The authors showed how to detect them and
proved that their exploitation is a real improvement for several automated deduction
algorithms efficiency. Since that, many research works on symmetry appeared. For in-
stance, the static approach used by James Crawford et al. in [16]] for propositional logic
theories consists in adding constraints expressing global symmetry of the problem. This
technique has been improved in [1]] and extended to 0-1 Integer Logic Programming in
[2]]. The notion of interchangeability in Constraint Satisfaction Problems (CSPs) is in-
troduced in [22] and find a good exploitation in [27], and symmetry for CSPs is studied
earlier in [36.4].

Within the framework of the Artificial Intelligence, an important paradigm is to take
into account incomplete information (uncertain information, revisable information...).
Contrary to the mode of reasoning formalized by a conventional or a classical logic, a
result deducible from information (from a knowledge, or from beliefs) is not true but
only probable in the sense that it can be invalidated further, and can be revised when
adding new information.
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To manage the problem of exceptions, several logical approaches in Artificial In-
telligence had been introduced. Many non-monotonic formalisms were presented since
about thirty years. But, the notion of symmetry within this framework was not well stud-
ied. The principle of symmetry had been extended recently in [8l9/11]] to non-monotonic
reasoning. Symmetry had been defined and studied for three known non-monotonic
logics: the preferential logic [13/14/1228]], the X-logic [38] and the default logic [38].
More recently, global symmetry had been studied for the Answer Set Programming
framework [18/19]. In the same spirit as what it is done in [L6J142] for the satisfiability
problem, the authors of [[1819] showed how to break the global symmetry statically in a
pre-processing phase for the ASP system Clasp[24]. They did that by adding symmetry
breaking predicates to the considered logic program. They showed that global symme-
try elimination in Clasp improves dramatically its efficiency on several problems. In
this work, we investigate dynamic local symmetry detection and elimination and static
global symmetry exploitation in SAT-based answer set programming systems. Local
symmetry is the symmetry that we can discover at each node of the search tree during
search. Global symmetry is the particular local symmetry corresponding to the root of
the search tree (the symmetry of the initial problem). Almost all of the known works on
symmetry are on global symmetry. Only few works on local symmetry [5l6/7010] are
known in the literature. Local symmetry breaking remains a big challenge. As far as we
know, local symmetry is not studied yet in ASP.

The rest of the paper is structured as follows: in Section 2, we give some neces-
sary background on answer set programming and permutations. We study the notion of
symmetry for answer set programming in Section 3. In Section 4 we show how local
symmetry can be detected by means of graph automorphism. We show how both global
and local symmetry can be eliminated in Section 5. Section 6 shows how local sym-
metry elimination is implemented in a SAT-based answer set programming Method.
Section 7 investigates the first implementation and experiments. We give a conclusion
in Section 8.

2 Background

We summarize in this section some background on both the answer set programming
framework and permutation theory.

2.1 Answer Set Programming

A ground general logic program 7 is a set of rules of the formr : Lo <— Ly, Lo, ..., Ly,
notLy41,...,n0tL,, (0 < m < n) where L; (0 < ¢ < n) are atoms, and not is the
symbol expressing negation as failure. The positive body of r is denoted by body ™ (r) =
{L1, La, ..., Ly}, and the negative body by body~ (r) = {Lm+1, ..., Ln}. The word
general expresses the fact that the rules are more general than Horn clauses, since
they contain negations as failure. The sub-rule 7+ : Ly < L1, Lo, ..., L,, expresses
the positive projection of the rule r. Intuitively the rule » means "If we can prove
all of {L1, Lo, ..., L.} and we can not prove all of {Ly,41,...,L,}, then we de-
duce Lg*“. Given a set of atoms A, we say that a rule r is applicable (active) in A if
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body™(r) C A and body~(r) N A = (). The reduct of the program 7 with respect to
a given set A of atoms is the positive program 74 where we delete each rule con-
taining an expression notL; in its negative body such that L; € A and where we
delete the other expressions notL; in the bodies of the other rules. More precisely,
74 = {rt/r € m,body=(r) N A = ()}. The most known semantics for general logic
programs is the one of stable models defined in [25] which could be seen as an improve-
ment of the negation as failure of Prolog. A set of atoms A is a stable model (an answer
set) of 7 if and only if A is identical to the minimal Herbrand model of 7# which is
called its canonical model (denoted by C'M (74)). That is, if only if A = CM(z4).
The stable model semantics is based on the closed world assumption, an atom that is
not in the stable model A is considered to be false.

An extended logic program is a set of rules as the ones given for general programs
which could contain classical negation. The atoms L; could appear in both positive and
negative parity. In other words, the atoms L; become literals. A logic program is said to
be disjunctive when at least one of its rules contains a disjunction of literals in its head
part. In the sequel, we will use indifferently the words stable model and answer set to
designate a stable model of a general logic program.

2.2 Permutations

Let 2 ={1,2,..., N} for some integer N, where each integer might represent a propo-
sitional variable or an atom. A permutation of {2 is a bijective mapping ¢ from (2 to
{2 that is usually represented as a product of cycles of permutations. We denote by
Perm(£2) the set of all permutations of {2 and o the composition of the permutation
of Perm({2). The pair (Perm({2), o) forms the permutation group of {2. That is, o is
closed and associative, the inverse of a permutation is a permutation and the identity
permutation is a neutral element. A pair (T, o) forms a sub-group of (S,0) iff T is a
subset of .S and forms a group under the operation o.

The orbit w”¢"™(?) of an element w of 2 on which the group Perm(§2) acts is
wPerm={y7 . w7 = g(w), o € Perm(£2)}.

A generating set of the group Perm({2) is a subset Gen of Perm({2) such that each
element of Perm(f2) can be written as a composition of elements of Gen. We write
Perm(£2)=< Gen >. An element of Gen is called a generator. The orbit of w € 2
can be computed by using only the set of generators Gen.

3 Symmetry in Logic Programs

Since Krishnamurthy’s [29] symmetry definition and the one given in [5)6] in proposi-
tional logic, several other definitions are given in the CP community.

We will define in the following both semantic and syntactic symmetries in answer set
programming and show their relationship. In the sequel 7 could be the logic program or
its completion [15] Comp(), the symmetry definitions and properties remain valuable.
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Definition 1. (semantic symmetry of the logic program) Let © be a logic program and
L its completeE] set of literals. A semantic symmetry of 7 is a permutation o defined
on Ly such that w and o () have the same answer sets.

Definition 2. (semantic symmetry of the completion) Let Comp(r) be the Clark com-
pletion of a logic program w and Lcomp(r) its complete@ set of literals. A semantic
symmetry of Comp() is a permutation o defined on L omp(r) such that Comp(m)
and o(Comp(7)) have the same answer sets.

In other words a semantic symmetry is a literal permutation that conserves the set of
answer sets of the logic program 7. We adapt in the following the definition of syntactic
symmetry given in [Sl6] for satisfiability to logic programs.

Definition 3. (syntactic symmetry of the logic program) Let © be a logic program and
L. its complete set of literals. A syntactic symmetry of 7 is a permutation o defined on
L such that the following conditions hold:

1.Vl € Ly,o0(=f) =-0(l),
2. Yl € Ly, o(notl) = not{co(l)},
3 o(r)=m

Definition 4. (syntactic symmetry of the completion) Let Comp(r) be a logic program
and L omp(x) its complete set of literals. A syntactic symmetry of Comp(r) is a per-
mutation o defined on Lcomp(r) such that the following conditions hold:

1.Vl € Ly,0(—0) =—0o(L),
2. o(Comp(r)) = Comp(r)

In other words, a syntactical symmetry of a logic program or its completion is a literal
permutation that leaves the logic program or the completion invariant. If we denote by
Perm(Ly) the group of permutations of L, and by Sym(L,) C Perm(L) the subset
of permutations of L, that are the syntactic symmetries of 7, then Sym(L) is trivially
a sub-group of Perm(Ly).

Theorem 1. Each syntactical symmetry of a logic program T is a semantic symmetry

of m.

Proof. 1t is trivial to see that a syntactic symmetry of a logic program 7 is always a
semantic symmetry of 7. Indeed, if o is a syntactic symmetry of , then o(7) = m, thus
it results that  and o (7) have the same set of answer sets.

In a similar way, we can prove the following theorem :

Theorem 2. Each syntactical symmetry of the completion Comp(7) is a semantic sym-
metry of Comp().

! The set of literals containing each literal of 7 and its negation as failure.
? The set of literals containing each literal of Comp() and its negation.
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Example 1. consider the logic program m = {d +;c¢ <;b + ¢, nota;a + d,notb}
and the permutation o=(a, b)(c, d)(nota, notb) defined on the complete set L, of liter-
als occurring in 7. We can see that o is a syntactic symmetry of 7 (o (7)=m).

Remark 1. The converse of each of the previous theorems is not true. That is, it is not
true that a semantic symmetry is always a syntactical symmetry.

Now, we give an important property which establishes a relationship between the
symmetries of a logic program and its completion.

Proposition 1. Each syntactical symmetry of a logic program m is a semantic symmetry
of its completion Comp(r).

Proof. Let o be a syntactical symmetry of the program 7 and I a model of Comp(m)
which is an answer set of 7. We have to prove that o (/) is also a model of Comp(r)
which is an answer set of 7. The permutation ¢ is a syntactical symmetry of 7, thus
by Theorem[I] we deduce that o is also a semantic symmetry of 7. It results that o (1)
is also an answer set of 7. Since each model of a logic program 7 is also a model of
its Clark completion, it follows that o(I) is a model of Comp(m) which is in fact an
answer set of 7.

Remark 2. The previous proposition allows to use the syntactical symmetries of a logic
program 7 in its Clark completion Comp(7) in order to detect symmetrical answer sets
of 7. This gives an important alternative for symmetry detection in SAT-based ASP sys-
tems that use the the Clark completion. Indeed, we can just calculate the symmetries of
the logic program 7 instead of calculating those of its completion. This could accelerate
the symmetry detection as the size of the program 7 is generally substantially smaller
than the size of its completion.

In the sequel we give some symmetry properties only in the case of logic programs
7, but the considered properties are also valid in the case of the completion Comp(r).

Definition 5. Two literals £ and {' of a logic T are symmetrical if there exists a symme-
try o of w such that o(£) = ¢’

Definition 6. Let 7 be a logic program, the orbit of a literal £ € L, on which the group
of symmetries Sym(Ly) acts is £59™ =) ={o(0) : 0 € Sym(L.)}

Remark 3. All the literals in the orbit of a literal ¢ are symmetrical two by two.

Example 2. In Example [Il the orbit of the literal a is aSym(Lax) = {a, b}, the orbit
of the literal ¢ is ¢3¥™(ELx)= {¢, d} and the one of the literal nota is nota™¥™(F~)=
{nota,notb} All the literals of a same orbit are all symmetrical.

If I is an answer set of 7 and o a syntactic symmetry, we can get another answer
set of 7 by applying o on the literals which appear in /. Formally we get the following
property.

Proposition 2. [ is an answer set of 7 iff o(I) is an answer set of 7 .
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Proof. Suppose that [ is an answer set of 7, then [ is a minimal Herbrand model of the
reduct 7! . It follows that o'(1) is a minimal model of ()7 (/). We can then deduce that
o(I) is a minimal model of 77! since 7 is invariant under o. We conclude that o(1) is
an answer set of . The converse can be shown by considering the converse permutation
of 0.

For instance, in Example [Tl there are two symmetrical answer sets for the logic pro-
gram 7. The fist one is I = {d, ¢, a} and the second is o(I) = {d, ¢, b}. These are what
we call symmetrical answer sets of 7. A symmetry o transforms each answer set into
an answer set and each no-good (not an answer set) into a no-good.

Theorem 3. Let { and ¢’ be two literals of 7 that are in the same orbit with respect to the
symmetry group Sym(L,), then € participates in an answer set of m iff ¢’ participates
in an answer set of T.

Proof. If £ is in the same orbit as ¢’ then it is symmetrical with £’ in 7. Thus, there exists
a symmetry o of 7 such that o(¢) = ¢'. If I is an answer set of 7 then o (I) is also an
answer set of o(m) = 7, besides if £ € I then ¢ € o(I) which is also an answer set of
. For the converse, consider £ = o~ (¢'), and make a similar proof.

Corollary 1. Let ¢ be a literal of w, if £ does not participate in any answer set of T,
then each literal ¢! € orbit’ = (59" Ix) does not participate in any answer set of .

Proof. The proof is a direct consequence of Theorem 3]

Corollary [[lexpresses an important property that we will use to break local symmetry
at each node of the search tree of a SAT-based answer set procedure. That is, if a no-
good is detected after assigning the value True to the current literal ¢, then we compute
the orbit of ¢ and assign the value false to each literal in it, since by symmetry the value
true will not lead to any answer set of the logic program.

For instance, consider the program of Example[ll and the partial interpretation I =
{a, b, c} where c is the current literal under assignation. It is trivial that I is not a stable
model of the program. By corollary [l we can deduce that the set I’ = {a, b, d} is nota
stable model of the program too. Indeed, I’ is obtained by replacing the current literal ¢
in I by its symmetrical literal d. I is a no-good and by symmetry (without duplication
of effort) we infer that I’ is a no-good.

4 Symmetry Detection

The most known technique to detect syntactic symmetries for CNF formulas in satis-
fiability is the one consisting in reducing the considered formula into a graph [16/3/2]]
whose the automorphism group is identical to the symmetry group of the original for-
mula. We adapt the same approach here to detect the syntactic symmetries of the com-
pletion of a program 7. That is, we represent the CNF formula corresponding to the
completion (Compl(m)) of the logic program 7 by a graph G that we use to compute
the symmetry group of 7 by means of its automorphism group. When this graph is built,
we use a graph automorphism tool like Saucy [3], Nauty [32], AUTOM [35]] or the one
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described in [33] to compute its automorphism group which gives the symmetry group
of Comp(). Following the technique used in [16/312] to represent CNF formulas, we
summarize bellow the construction of the graph which represent the completion of the
logic program 7. Here we focus on the case of general logic programs, but the technique
could be generalized to other classes of logic programs like extended logic programs
or disjunctive logic programs. Given the completion of a general logic program 7, the
associated colored graph G (V, E) of its completion is defined as follows:

— Each positive literal ¢; of Compl() is represented by a vertex ¢; € V of the color
1 in G . The negative literal not/; associated with ¢; is represented by a vertex
notl; of color 1 in G. These two literal vertices are connected by an edge of E in
the graph G;.

— Each clause ¢; of Compl () is represented by a vertex ¢; € V' (a clause vertex) of
color 2 in G,. An edge connects this vertex ¢; to each vertex representing one of
its literals.

This technique could be extended to extended and disjunctive logic programs in a
natural way.

This is different from the approach which uses a body-atom graph [[18]]. Since our
study is oriented to SAT-based ASP using the completion, we do not need to manage an
oriented body-atom graph.

An important property of the graph G is that it preserves the syntactic group of
symmetries of Compl (). That is, the syntactic symmetry group of the logic program
Compl() is identical to the automorphism group of its graph representation G, thus
we could use a graph automorphism system like Saucy on G to detect the syntac-
tic symmetry group of Comp(w). The graph automorphism system returns a set of
generators Gen of the symmetry group from which we can deduce each symmetry of
Compl(r).

5 Symmetry Elimination

There are two ways to break symmetry. The first one is to deal with the global symmetry
which is present in the formulation of the given problem. Global symmetry can be elim-
inated in a static way in a pre-processing phase of an answer set solver by just adding
the symmetry predicates. For instance, a method for global symmetry elimination is
introduced in [18] for the Clasp ASP system [24]. The second way is the elimination
of local symmetry that could appear in the sub-problems corresponding to the different
nodes of the search tree of an answer set solver. Global symmetry can be considered as
the local symmetry corresponding to the root of the search tree.

Local symmetries have to be detected and eliminated dynamically at some decision
node of the search tree. Dynamic symmetry detection in satisfiability had been studied
in [5l6] where a local syntactic symmetry search method had been given. However, this
method is not complete, it detects only one symmetry ¢ at each node of the search
tree when failing in the assignment of the current literal ¢. As an alternative to this
incomplete symmetry search method, a complete method which uses the tool Saucy [3]]
had been introduced in [[10] to detect and break all the syntactic local symmetries of a



120 B. Benhamou

constraint satisfaction problem (CSP) [34] during search and local symmetry had been
detected and eliminated dynamically in a SAT solver [7].

Consider the completion Compl () of a logic program 7, and a partial assignment
I of a SAT-based answer set solver applied to Compl (). Suppose that ¢ is the current
literal under assignment. The assignment I simplifies Compl(7) into a sub-completion
Compl(r); which defines a state in the search space corresponding to the current node
ny of the search tree. The main idea is to maintain dynamically the graph G, of the
sub-completion Compl(r), corresponding to the current node 7, then color the graph
G, as shown in the previous section and compute its automorphism group Aut(7y).
The sub-completion Compl(7); can be viewed as the remaining sub-problem corre-
sponding to the unsolved part. By applying an automorphism tool on this colored graph
we can get the generator set Gen of the symmetry sub-group existing between literals
from which we can compute the orbit of the current literal ¢ that we will use to make
the symmetry cut.

After this, we use Corollary [I] to break dynamically the local symmetry and then
prune search spaces of tree search answer set methods. Indeed, if the assignment of the
current literal ¢ defined at a given node n; of the search tree is shown to be a failure,
then by symmetry, the assignment of each literal in the orbit of ¢ will result in a failure
too. Therefore, the negated literal of each literal in the orbit of ¢ has to be assigned
in the partial assignment I. Thus, we prune in the search tree, the sub-space which
corresponds to the assignment of the literals of the orbit of £. That is what we call the
local symmetry cut.

6 Local Symmetry Exploitation in SAT-Based ASP Solvers

The solver ASSAT [31] has some drawbacks: it can compute only one answer set and
the formula could blow-up in space. Taking into account these disadvantages of AS-
SAT and the fact that each answer set of a program 7 is a model of its completion
Compl(w), Guinchiglia et al. in [26] do not use SAT solvers as black boxes, but imple-
mented a method which is based on the DLL [17] procedure and where they include a
function which checks if a generated model is an answer set or not. This method had
been implemented in the Cmodels-2 system [30] and has the following advantages:
it performs the search on Compl(w) without introducing any extra variable except
those used by the clause transformation of Compl(w), deals with tight and not tight
programs, and works in a polynomial space. Global symmetry breaking do not need
any extra-implementation, a SAT-based answer set solver is used as a black box on
the completion of the logic program and the generated symmetry breaking predicates.
More recently the ASP solvers like the conflict-driven Clasp solver [24] include some
materials of modern SAT solvers such as: conflict analysis via the First UIP scheme,
no-good recording and deletion, backjumping, restarts, conflict-driven decision heuris-
tics, unit propagation via watched literals, equivalence reasoning and resolution-based
pre-processing [23] have shown dramatic improvements in their efficiency and compete
with the best SAT solvers.

We give in the following a DLL-based answer set method in which we implement dy-
namic local symmetry breaking. We used as a baseline method the DLL-based answer
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set procedure given in [26] to show the implementation of local symmetry eliminations
(local symmetry cuts).

If I is an inconsistent partial interpretation in which the assignment of the value
true to the current literal £ is shown to be a no-good, then, all the literals in the orbit
of ¢ computed by using the group Sym(r) returned by the graph automorphism tool
are symmetrical to ¢. Thus, we assign the value false to each literal in £5¥"(Ex) since
the value true is shown to be contradictory, and then we prune the sub-space which
corresponds to the value true assignments. The other case of local symmetry cut happen
when the assignment [ is shown to be a model of Compl (), but is not an answer set
of 7. In this case, the algorithm makes a backtracking on the last decision literal £ in I,
then according to corollary [[lassigns the value false to each literal in the orbit ¢£5¥"(Zx)
since the value true does not lead to an answer set of 7. If I' = Compl(r), then the
resulting procedure called DLLAnswerSet, is given in Figure 1l

Procedure DLLAnswerSet(I', I);
begin
if I" = () then return AnswerSetCheck(I, )
else return False
else if I contains the empty clause, then return False
else
if there exists a mono-literal or a monotone literal £ then
return DLLAnswerSet(I;, I U {¢})
begin
Choose an unsigned literal ¢ of I
Gen=AutomorphismTool(I7);
25vmm ) —orbit(€,Gen)={{1, la, ..., In };
return DLLAnswerSet(I;, I U {¢}) or
DLLAnswerSet(I - on—e; A—ton...A=Lp >
TU{=t,~ly,...,~ln})
end
end

Fig. 1. The DLL-based answer set procedure with local symmetry elimination

The function AutomorphismTool(77) is a call to the automorphism tool which return
the set of generators in the variable GEN. The function orbit(¢, Gen) is elementary, it
computes the orbit (the symmetrical literals) of the literal ¢ from the set of generators
Gen returned by AutomorphismTool(7ry). The set Iy is the set of clauses obtained from
I' by removing the clauses to which ¢ belongs, and by removing —¢ from the other
clauses of I

The function AnswerSetCheck(I, ) is also elementary:

— it computes the set A = I N {head(r) : r € 7} of positive literals (atoms) in I and
returns T'rue if A is an answer set or 7, and
— return False, otherwise.
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7 Experiments

Now we shall investigate the performances of our search techniques by experimental
analysis. We choose for this first implementation the graph coloring problem to show
the local symmetry behavior on answer sets search vs the global symmetry. Graph col-
oring problem is expressed naturally as a set of rules of a general problem. For more
details, the reader can refer to the Lparse user’s manual given on line on the Cmodels
site (http://www.cs.utexas.edu/ tag/cmodels/). Here, we tested and compared on some
random graph coloring instances two methods:

1. Global-sym: search with global symmetry breaking. This method uses in a pre-
processing phase the program SHATTER [[1/2]] that detects and eliminates the global
symmetries of the considered instance by adding to it symmetry breaking clauses,
then apply the SAT based answer set solver defined in [26] to the resulting instance.
The CPU time of Global-sym includes the time that SHATTER spends to compute
the global symmetry. A disadvantage of this method is that it could significantly in-
crease the size of the considered instance. Its advantage is that its implementation
requires no modification of the solver.

2. Local-sym: search with local symmetry breaking. This method implements in the
SAT based answer set solver defined in [26] the dynamic local symmetry detection
and elimination strategy described in this work. The resulting method is depicted in
figure[Il(the DLLAnswerSet procedure). The CPU time of Local-sym includes local
symmetry search time. A disadvantage of this method is that it could significantly
increase the time of execution in the case of instances which contain few local
symmetries. Its advantage is that its application does not require any increase in the
size of the instance, changing the solver is simple and it detects more symmetries.

The common baseline answer set search method for both previous methods is the one
given in [26]. The complexity indicators are the number of nodes of the search tree
and the CPU time. Both the time needed for computing local symmetry and global
symmetry are added to the total CPU time of search. The source codes are written in C
and compiled on a Pentium 4, 2.8 GHZ and 1 Gb of RAM.

7.1 The Results on the Graph Coloring Instances

Random graph coloring problems are generated with respect to the following param-
eters: (1) n : the number of vertices, (2) Colors: the number of colors and (3) d: the
density which is a number between 0 and 1 expressed by the ratio : the number of con-
straints (the number of edges in the graph) to the number of all possible constraints
(the number of possible edges in the graph). For each test corresponding to some fixed
values of the parameters n, Colors and d, a sample of 100 instances are randomly
generated and the measures (CPU time, nodes) are taken on the average.

We reported in Figure Rlthe practical results of the methods: Global-sym, and Local-
sym, on the random graph coloring problem where the number of variables is n = 30
and where the density is (d = 0.5). The curves give the number of nodes respectively
the CPU time with respect to the number of colors for each search method.
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Fig. 2. Node and Time curves of the two symmetry methods on random graph coloring where
n=30andd = 0.5

We can see on the node curves (the curves on the left of the figure) that Local-sym
detects and eliminates more symmetries than the Global-sym method and Global-sym
is not stable for graph coloring. From the CPU time curves (the curves on the right
of the figure), we can see that Local-sym is in average faster than Global-sym even
that Saucy is run at each contradictory decision node. Local symmetry elimination is
profitable for solving random graph coloring instances and outperforms dramatically
global symmetry breaking on these problems.

These are just our first results, our implementation and experiments are still in
progress, we need to experiment much more and greater size instances than the ones
presented here in order to further confirm the advantage of local symmetry breaking.

8 Conclusion

We studied in this work the notions of global and local symmetry for logic programs
in the answer set programing framework . We showed how a logic program or its com-
pletion is represented by a colored graph that can be used to compute symmetries. The
syntactic symmetry group of the completion is identical to the automorphism group of
the corresponding graph. Graph automorphism tools like SAUCY can be naturally used
on the obtained graph to detect the syntactic symmetries. Global symmetry is elimi-
nated statically by adding in pre-processing phase the well known lex order symmetry
breaking predicates to the program completion and applying as a black box a SAT-
based answer set solver on this resulting encoding. We showed how local symmetry
can be detected and eliminated dynamically during search. That is, the symmetries of
each sub-problem defined at a given contradictory decision node of the search tree and
which is derived from the initial problem by considering the partial assignment cor-
responding to that node. We showed that graph automorphism tools can be adapted to
compute this local symmetry by maintaining dynamically the graph of the sub- program
or the sub-completion defined at each node of the search tree. We proved some prop-
erties that allow us to make symmetry cuts that prune the search tree of a SAT-based
answer set method. Finally, we showed how to implement these local symmetry cuts in
a DLL-based answer set method.
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The proposed local symmetry detection method is implemented and exploited in the
tree search method DL L AnswerSet to improve its efficiency. The first experimental
results confirmed that local symmetry breaking is profitable for answer set solving and
improves global symmetry breaking on the considered problems.

As a future work, we are looking to experiment other problems and combine both
the global symmetry and local symmetry eliminations in a DLL-based answer set solver
and compare the performances of the obtained methods to existing methods.

Another alternative of symmetry detection that we want to do in the future is to
detect symmetries of the logic program by means of a body-atom graph, instead of
those of its completion, then use Proposition [I] to make cuts in the search tree of the
considered ASP solver. This could accelerated the symmetry detection then get a fastest
solver.

We studied the notion of symmetry for the general logic programs, but the study
could naturally be generalized for extended logic programs, disjunctive logic programs
or other extensions. This is another important point that we are looking to investigate in
future.
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Abstract. First-order modal logics (FMLs) can be modeled as natural
fragments of classical higher-order logic (HOL). The FMLtoHOL tool ex-
ploits this fact and it enables the application of off-the-shelf HOL provers
and model finders for reasoning within FMLs. The tool bridges between
the gmf-syntax for FML and the TPTP thf0-syntax for HOL. It currently
supports logics K, K4, D, D4, T, S4, and S5 with respect to constant,
varying and cumulative domain semantics. The approach is evaluated in
combination with a meta-prover for HOL, which sequentially schedules
various HOL reasoners. The resulting system is very competitive.

1 Introduction

First-order modal logics (FMLs) [7] have many applications and these applica-
tions motivate the use of automated theorem proving systems for FMLs. Until
recently no (correct) ATP systems for FMLs were available[] However, good
progress has been made in the last two years, and novel provers have recently
been implemented and compared [I]. Among these systems is also an approach
based on classical higher-order logic (HOL) [3l2]. This HOL approach, which is
further improved and evaluated here, is the focus of this paper. The particular
contributions include:

(A) The FMLtoHOL tool is presented, which converts problems in FML, for-
mulated in gmf-syntax [I3] (which extends the TPTP fol-syntax [15] with opera-
tors #box and #dia), into HOL problems in thf0-syntax [16] & FMLtoHOL imple-
ments a semantic embedding of constant domain FMLs in HOL [3]. The tool has
been extended to also support varying and cumulative domains. FMLtoHOL turns
any thfO-compliant HOL ATP system into a flexible ATP system for FMLs.
At present FMLtoHOL supports modal logics from L := {K,K4,D,D4,T,S4,S5}.
However, its extension to further normal FMLs is straightforward.

(B) The FMLtoHOL tool is exemplarily applied in combination with a meta-
prover for HOL, called HOL-P in the remainder. This meta-prover exploits the

* Supported by the German Research Foundation (grants BE2501/9-1 & KR858/9-1).
! A pioneering prover is GQML [17]. However, GQML has been excluded in recent
experiments (in [I] or here) since it returned incorrect results for several formulae.

2 thf stands for typed higher-order form and it refers to family of syntax formats for
higher-order logic. So far only the fully developed thf0 format, for simply typed

lambda calculus, is in practical use.
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SystemOnTPTP infrastructure [I5] and sequentially schedules the HOL rea-
soners LEO-II [4], Satallax [6], Isabelle [10], agsyHOL [9] and Nitpick [5]. HOL-
P is evaluated with respect to 580 benchmark problems in the QMLTP li-
brary [13]. As a side contribution a complete translation of the QMLTP li-
brary (for all logics in L, all different domain conditions, and both options as
explained in (C)) into HOL (resp. thf0) is achieved, resulting in 7 x 3 x 2 x
580 = 24360 problems. The 3480 problems for logic S4 can be download from
http://christoph-benzmueller.de/papers/THF-S4-ALL.zip; others can be
requested by EMail.

(C) There are different options in the HOL approach for the modeling of
logics in L. One is to state the conditions on the accessibility relation R associ-
ated with O ‘semantically’, e.g, VxdyRxy expresses that R is serial. Exploiting
quantification over booleans (¥?) (cf. [3]) the corresponding ‘syntactical’ axiom
VPp(Op = <p) may instead be postulated. FMLtoHOL so far only supports the
‘semantical’ approach. A first evaluation of both options is provided in this pa-
per. To enable this the semantical example problems have been converted into
their syntactical counterparts by hand.

The structure of the paper is as follows: §2 outlines FML. §3] and §4] describe
the theory and implementation of FMLtoHOL. §] introduces prover HOL-P. Ex-
periments are presented in §6l and §7 concludes the paper.

2 First-Order Modal Logic

The syntax of FML adopted in this paper is: F, G ::= P(t1,...,t,) | °F | FAG |
FVG|F = G|OF | OF | YaF | 3zF. The symbols P are n-ary (n > 0)
relation constants which are applied to terms ¢1,...,t,. The ¢; (0 < ¢ <n) are
ordinary first-order terms and they may contain function and constant symbols.
The usual precedence rules for logical constants are assumed. The formula E1
= (OJxPfax A DOVYy(OPy = Qy)) = <©32Q2 is used as a running example.

Regarding semantics, a Kripke style semantics for FML is adopted [7]. In
particular, it is assumed that constants and terms are denoting and rigid, i.e. they
always pick an object and this pick is the same object in all worlds. Regarding the
universe of discourse constant domain, varying domain and cumulative domain
semantics are considered. With respect to these base choices the normal modal
logics K, K4, K5, B, D, D4, T, S4, and S5 are studied.

3 Theory of FMLtoHOL

FMLtoHOL exploits the fact that Kripke structures can be elegantly embedded
in HOL [3]: FML propositions F' are associated with HOL terms F}, of pred-
icate type p := ¢ = 0. Type o denotes the set of truth values and type ¢ is
associated with the domain of possible worlds. Thus, the application (F,w,)
corresponds to the evaluation of FML proposition F' in world w. Consequently,
validity is formalized as vld,—., = AF,Vw,Fw. Classical connectives like — and
V are simply lifted to type p as follows: —,.,, = AF,Aw,~Fw and V,.,., =
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AF,AG o \w, (FwV Gw). O is modeled as O, , = AF, A \w, Vv, (~Rwv V Fv), where
constant symbol R,_,, denotes the accessibility relation of the O-operator, which
remains unconstrained in logic K. Further logical connectives are defined as
usual: A = AF,AG,~(—F V =G), = = AF,AG,(—F V G), & = AF,~0-F.

For individuals a further base type u is reserved in HOL. Universal quan-
tification VaF' is introduced as syntactic sugar for ITAzF', where constant IT
is defined as follows: IT, (i=p)mp = AH, 2w Ve, Hxw. For existential quantifi-
cation, X' = AH,_,~II\z,~Hz is introduced. 3z F is then syntactic sugar for
YAz F. n-ary relation symbols P, n-ary function symbols f and individual con-
stants ¢ in FML obtain types g1 — ... = fn = p, i1 = ... = [y — pns1 (both
with p; = p for 0 <4 <n+1) and p, respectively.

Moreover, universal quantification over propositional variables is added. Sim-
ilar to above this can be done by introducing a constant IIP. II? and II are
similar and only differ wrt the argument type: H&_}p)_)p = AH, ., \w,Vp,Hpw.
Again, VPpF is introduced as syntactic sugar for IIP ApF’, etc.

For any FML formula F' holds: F' is a valid in modal logic K for constant
domain semantics if and only if vld F), is valid in HOL for Henkin semantics.
This correspondence provides the foundation for proof automation of FMLs with
HOL-ATP systems. The correspondence is shown in [3].

To extend the above result for logic K to modal logics K4, K5, B, D, D4, T,
S4, S5 etc., one may choose between a ‘syntactical’ and a ‘semantical’ approach:
(Semantical) Axioms such as VxRzx or VaVyVz(Rzy A Ryz = Rxz) are postu-
lated to ensure that accessibility relation R obeys certain restrictions, here reflex-
ivity and transitivity. (Syntactical) Propositional quantification is exploited to
postulate corresponding axioms such as VPp(Op = p) or VPp(Op = OOp). These
axioms characterize R as reflexive and transitive. Similar axioms exist for other
FMLs. Respective correspondences between semantical properties of R and re-
spective syntactical axioms are well known.

Arbitrary normal modal logics extending K can be axiomatized this way.
There are cases where only the semantical approach is applicable. For example,
irreflexivity of accessibility relation R cannot be axiomatized in the syntactic
approach. However, it can trivially be modeled in the semantic approach. In
other cases the syntactical approach appears more suitable. Examples are non-
Stahlquist formulas like the Léb axiom or the McKinsey formula, for which there
are no corresponding first-order semantical conditions on R. Note, however, that
the HOL approach is not restricted to first-order conditions on R.

The above approach realizes constant domain semantics. For varying domain
semantics it is modified: (1) IT is defined as IT = AH,., \w,Vz,(exInWzw =
Hzw), where relation exInW,,,, (for ‘exists in world’) relates individuals with
worlds. (2) The non-emptiness axiom Vw,3x,exInWzw for these individual do-
mains is added. (3) For each individual constant symbol ¢ an axiom Yw,exInWcw
is postulated; these axioms enforce the designation of ¢ in the individual domain
of each world w. Analogous designation axioms are added for function symbols.
For cumulative domains the axiom Vz,Vv,Vw,(exInWzv A Rvw = exInWrw)
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is additionally postulated. It states that the individual domains are increasing
along accessibility relation R.

4 Implementation and Functionality of FMLtoHOL

FMLtoHOL is implemented as part of the TPTP2X tool [15], and it is included in
the QMLTP—v1.1 package@ It is written in Prolog and it can be easily modified
and extended.

The tool is invoked as

./tptp2X -f thf:<logic>:<domain> <gqmf-file>

where <logic> € {k,k4,d,d4,t,s4,s5} and <domain> € {const, vary, cumul}.
Assume that file E1.qgmf contains example problem E1 in gmf-syntax:

qmf (con,conjecture,
( ((#dia: 7 [X] : p(£(X))) & (#box: ! [Y]: ((#dia: p(Y)) => q(YD)))
=> #dia: 7 [Z] : q(2) )).

The command ‘./tptp2X -f thf:d:const El.qmf’ generates a corresponding
HOL problem file E1.thf in thf0-syntaxt] [16] for constant domain logic D:

%—-—--Include axioms for modal logic D under constant domains
include(’Axioms/LCLO1370.ax.const’).
include (’ Axioms/LCLO13"2.ax’).

v -
thf (q_type,type,( q: mu > $i > $o )).

thf (p_type,type, ( p: mu > $i > $o )).

thf (f_type,type, (f: mu > mu )).

thf (con,conjecture, ( mvalid @
( mimplies @
( mand @
( mdia_d @ ( mexists_ind @ ~ [X: mu] : (p@ (f@X ) ) ) ) @
( mbox_d @ ( mforall_ind @ ~ [Y: mul
( mimplies @ (mdiad@ (p@Y ) )@ (gq@Y)))))e
( mdia_d @ ( mexists_ind @ = [Z: mu] : ( q@Z ) ) ) ) )).

mimplies, mand, mbox d, etc. should be read as ‘modal-implies’, ‘modal-and’,
‘modal-box-d’, respectively. The included axiom files contain the definitions of
these connectives as outlined in §2. E.g., the definition for mforall ind (which
realizes IT for constant domain semantics) is given in LCL01370.ax.const:

3 The QMLTP library is available online at
http://www.iltp.de/qmltp/problems.html

4 Some explanations: ~ is A-abstraction and @ an (explicit) application operator. !,
?, 7, |, and => encode universal and existential quantification, negation, disjunction
and implication in HOL. mu > $i > $o encodes the HOL type u — ¢ — o. mimplies,
mforall ind, and mbox d are embedded logical connectives as described in §2. Their
denotation is fixed by adding definition axioms; see e.g. mforall ind below.
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thf (mforall_ind,definition, ( mforall_ind =
( ~ [Phi: mu > $i > $o, W: $i] : ! [X: mu] : (Phi @ X @ W) ) )).

File LCL013"2.ax contains the definition of the serial O-operator in logic D:

thf (mbox_d,definition, ( mbox_d =
( ~ [Phi: $i > $o,W: $i]
P [V: $i] : (" (reldewWwae@V) | (Phi@V))))).

thf (al,axiom, ( mserial @ rel_d )).

Similar definitions are provided in the included axiom files for the other logical
connectives and for auxiliary terms like mserial. For problem E1.thf Nitpick
finds a countermodel in 8 seconds (when run with a 20s time limit).

When FMLtoHOL is called with option ‘-f thf:sb:vary’ a modified file
E1.thf is created containing a conjecture identical to above except that mbox d
is replaced by mbox s5 and rel d by rel s5. Moreover, E1.thf now includes
different axiom files LCL01370.ax.vary and LCL01376.ax. The former contains
a modified definition of mforall ind, adds a non-emptiness axiom, and adds
further axioms as required (cf. conditions (1)-(3) in §3). Axiom file LCL013°6.ax
specifies mbox s5 as follows:

thf (mbox_s5,definition, ( mbox_s5 =
( ~ [Phi: $i > $o,W: $i]
I [V: $i] : ( ~ (rel.s5@weV) | (Phie@VvV))) ).

thf (al,axiom, ( mreflexive @ rel_s5 )).
thf (a2,axiom, ( mtransitive @ rel_s5 )).
thf (a3,axiom, ( msymmetric @ rel_s5 )).

The modified problem in file E1.thf is proved by Satallax and LEO-II within
milliseconds.

The above explanations are all with respect to the adapted tptp2X com-
mand that comes with the QMLTP package. The included axiom files, like
LCL013"6.ax etc., are also provided by this package, so that only the QMLTP
package is required for installing the FMLtoHOL tool.

5 The Prover HOL-P

In the experiments the following HOL provers were applied: Satallax (2.6) [6],
Isabelle (2012) [10], LEO-II [] (1.5.0), Nitpick (2012) [5] and agsyHOL (1.0) [9].
Isabelle, Satallax, LEO-II and agsyHOL are theorem provers. Nitpick is a (counter-)
model finder. Satallax, and to a lesser extend LEO-II, are also capable of find-
ing countermodels. These systems work for Henkin semantics and they support
the thf0-syntax as a common input language. Moreover, the SystemOnTPTP
infrastructure [I5] enables remote calls to instances of these provers at the Uni-
versity of Miami (running on 2.80GHz computers with 1GB memory). Exploit-
ing these features, a simple shell scr