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In recent years, the widespread adoption of mobile phones, combined with the ever-increasing number of sensors that smartphones
are equipped with, greatly simplified the generalized adoption of crowdsensing solutions by reducing hardware requirements and
costs to a minimum. These factors have led to an outstanding growth of crowdsensing proposals from both academia and industry.
In this paper, we provide a survey of smartphone-based crowdsensing solutions that have emerged in the past few years, focusing
on 64 works published in top-ranked journals and conferences. To properly analyze these previous works, we first define a reference
framework based on how we classify the different proposals under study. The results of our survey evidence that there is still much
heterogeneity in terms of technologies adopted and deployment approaches, although modular designs at both client and server
elements seem to be dominant. Also, the preferred client platform is Android, while server platforms are typically web-based,
and client-server communications mostly rely on XML or JSON over HTTP. The main detected pitfall concerns the performance
evaluation of the different proposals, which typically fail to make a scalability analysis despite being critical issue when targeting

very large communities of users.

1. Introduction

The use of mobile phones has experienced a significant
increase in the past decade. In fact, according to the 2015
ITU World Telecommunications report [1] for 2015, the ratio
of Cellular phone subscriptions was 97%, which represents
7084 million subscribers in the world. In addition, this
subscriber increase is reflected in the technological advan-
tages offered by mobile devices. Furthermore, mobile devices
available nowadays have a high computational power and
include different communication technologies (e.g., WiFi,
4G, and Bluetooth) and have multiple embedded sensors
(GPS, gyroscope, accelerometer, microphone, and camera,
among others). This technological growth, together with the
increasing number of subscribers, has caused the community
of researchers and developers to create different applications
based on smartphones as sensors.

Pioneering research anticipated this arising of new appli-
cations, describing them as “participatory sensing” [2] or
“people-centered sensing” [3]. In both cases, the idea is that
the user should be able to gather data anywhere, anytime,
by making use of mobile sensor devices for information

retrieval, processing, and sharing. Later on, researchers con-
sidered this new paradigm as a subtype of crowdsensing
denoted as “mobile phone sensing” [4].

Mobile phone sensing benefits from the processing and
communication capabilities of available smartphones which,
combined with one or more sensors, become an enabling
technology to support different types of applications. More-
over, mobile crowdsensing relies on a large number of
participants to collect data from the environment through
its integrated sensors and, after capturing the data, these are
sent to a server to perform data mining tasks including data
fusion, analysis, and information dissemination. Typically,
sensors that register participant information (e.g., location,
movements) and environmental data (e.g., images, sounds)
are very common. On top of that, some solutions use exter-
nal sensors, which are integrated into the mobile solution
through its communication interfaces, including sensors for
environmental pollution and health monitoring. In this sense,
mobile crowdsensing provides new perspectives for improv-
ingliving conditions in our digital society. A general example
of mobile crowdsensing solution is shown in Figure 1.
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Concerning mobile crowdsensing applications, Figure 2
shows that they have experienced a significant increase in
the last 5 years. Specifically, researchers have focused their
efforts on various areas including environment monitoring
[5-8], transportation and urban sensing [9-13], healthcare
[14-18], social issues [19-23], and others [24-28]. The dif-
ferent crowdsensing proposals available are characterized by
having different designs and involve different architectural
levels. For instance, some authors propose solutions they call
framework, middleware, or system, among other terms. No
matter which term is used, these solutions can have a global
approach (full architecture) or only specify a subset of the
architecture by describing one or more components.

The existence of a high number of proposals, and the
absence (to date) of a survey that properly organizes such
information, has led us to write this paper. In this work,
we start by proposing a reference client-server architecture
where the sensing device is the Mobile Sensing Client (MSC)
and the server is the Cloud Data Collection Server (CDCS).
Our idea is to propose an architecture that is generic and

100

50

Number of publications

2011 2012 2013 2014 2015

Years
Search:

~o— Crowdsensing
-®- Crowdsensing and mobile phone
@ Crowdsensing and smartphone

FIGURE 2: Number of crowdsensing-related proposals in the past 5
years.
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flexible enough to accommodate any existing solution. With
this in mind, we have identified whether the main con-
tribution of each publication focuses on the client, on the
server, on the transmission, or on some specific component.
For client-side proposals, we determined whether their main
contribution is in the processing or the data capture element,
discriminating between sensor and data administration. For
the server-side proposals, we determined the actual contribu-
tions in terms of mobile sensing tasks, dimensional analysis
of data, and cloud services. Finally, we determined the contri-
bution of those proposals focusing on data communications.
The paper is organized as follows: in the next section
we present some related surveys on this topic. In Section 3
we provide an overview of the proposed architecture. Then,
in Section 4, we make a detailed analysis of the proposed
architecture. Section 4 provides the actual survey results,
detailing the contributions made at the client and server sides,
as well as to the end-to-end communications approach. Open
research issues are then discussed in Section 5. Finally, in
Section 6, we present our conclusions and future work.

2. Related Works

In recent years, the rise of solutions in the field of mobile
crowdsensing is attracting huge interest because of the large
amount of data that sensors can provide when relayed via
mobile phones. Nonetheless, there are quite few surveys that
actually study and summarize the many existing proposals.
Below we proceed to describe briefly the different surveys
found in the literature according to the chronological order
of their publication.

Lane et al. [4] made a pioneer survey addressing the use of
mobile phones as sensors, analyzing the significant progress
mobile phones have experienced in order to incorporate mul-
tiple sensors. Also, they describe various existing proposals
according to certain algorithms, applications, and systems
developed to date. Similarly, they describe some proposals
grouped by areas such as transportation, environmental
monitoring, and health. They also propose an architecture
composed of three different elements dedicated to sensing
(mobile phone), learning (analysis), and informing (shared
data).

Ganti et al. [29] proposed the term mobile crowdsensing
(MCS) and described a reference architecture. This sur-
vey only showed a few proposals categorized as partici-
patory (users are involved) and opportunistic (users are
not involved). Additionally, it identifies some characteristics
that influence these solutions such as limited resources,
privacy and security, data integrity, data aggregation, and data
analytics.

Khan et al. [30] present a taxonomy where they differen-
tiate between personnel sensing, social sensing, and public
sensing. This classification is performed from the point of
view of participatory and opportunistic sensing.

Zhang et al. [31] propose an approach which characterizes
the various crowdsensing proposals in four stages: task
creation, task assignment, individual task execution, and
crowd data integration. These features are described as what,
when, where, who, and how (4W1H).

TaBLE 1: Crowdsensing surveys.

Solutions Year # publications reviewed
Lane et al. [4] 2010 25
Ganti et al. [29] 2011 13
Khan et al. [30] 2013 43
Calabrese et al. [38] 2014 26
Zhang et al. [31] 2014 15
Zhang et al. [32] 2015 32
Jaimes et al. [33] 2015 22
Guo et al. [37] 2015 41

More recently, both Zhang et al. [32] and Jaimes et al.
[33] proposed a classification based on incentive mechanisms
for mobile crowdsensing. The former classified incentives
into three categories: entertainment, services, and economic.
The latter used incentive mechanisms as metrics to evaluate
crowdsensing and introduced a tree-level taxonomy for
crowdsensing incentive mechanisms. In the same context,
different authors [34-36] propose incentive mechanisms that
rely on auction techniques for evaluating quality awareness
in the mobile crowdsensing context. In particular, the first
uses combinatorial auction models, while the second extends
that work by introducing more fine-grained techniques;
concerning the third work, it proposes a framework that
integrates incentives, data aggregation, and data perturbation
mechanisms. However, they did not propose any reference
architecture, addressing solely the taxonomy of their propos-
als and the algorithms supporting these proposals.

Guo et al. [37] propose a new sensing paradigm called
Mobile Crowd Sensing and Computing (MCSC) that empow-
ers ordinary citizens to contribute data sensed or generated
from their mobile devices, aggregating and fusing the data
in the cloud for crowd intelligence extraction and human-
centric service delivery. This paper proposes a taxonomy
and a reference architecture for MCSC. In the taxonomy the
proposals are classified as mobile sensing (user involvement,
data contribution, user awareness, and sampling), crowd data
collection (networking, incentives, and scale), crowdsourced
data processing and intelligence extraction (processing archi-
tecture, intelligence, purpose, data mining, and data quality),
hybrid human-machine system, and security and privacy.
With regard to the architecture, the proposals presented in
this paper are divided into several levels: crowdsensing, data
collection, data processing, and applications.

As it quickly becomes evident through this brief state-
of-the-art analysis, to date only a few surveys specifically
addressed existing crowdsensing solutions, being that some
authors focused on specific issues such as incentives, and
yet others focused on sensing styles. Our survey proposes a
reference client-server architecture and then, based on that
proposal, proceeds to classify up to 64 different proposals,
thus providing a wider view than the surveys presented
before on this topic (see Table 1 for details). Notice that
the number of peer-reviewed publications only takes into
account those references actually classified according to the
proposed taxonomies.



3. Mobile Crowdsensing:
Reference Architecture

In this section we propose a client-server design which can
be adapted to the different mobile crowdsensing architectures
available in the literature. By making the different proposals
fit into our architecture, in sections that follow, it will then
become straightforward to compare the different proposals
in terms of scope, complexity, and completeness.

Our proposed architecture integrates two main modules:
the Mobile Sensing Client (MSC) module and the Cloud
Data Collection Server (CDCS) module. These two modules
are connected to each other through a data transmission
network, as shown in Figure 3. The MSC is the mobile phone
or the set of mobile phones that provide sensing functionality
by capturing data and then relaying that data to the CDCS.
The latter is a single server or a server farm that allows
receiving, processing, analyzing, and sharing sensed data.
Typically, data sharing also includes the delivery of reports
to participants (MSC).

For both the MSC and the CDCS we have considered
four subcomponents, some of them sharing common charac-
teristics on both MSC and CDCS. For instance, both Client
and Server User Interfaces provide a graphical interface to
a regular user or to the system administrator through the
respective Interface Managers. On the bottom of the archi-
tecture, the Server and Client Communications Managers
have also a similar purpose, typically being the component
on the client that establishes connections with the server
component since it should be always available. Nevertheless,
configuration and task instructions, along with data reports,
can also be transmitted from server to client through a push
procedure.

The data management components at client and server
also have some similarities, both being responsible for data
processing, storage, and query. The main difference between
these subcomponents is that, in the CDCS, the computation,
storage, and analysis are made at a level and dimension that
are clearly superior to the one made at the client, which has
fewer resources.

Two distinctive components in our architecture are the
Client Sensor Manager (CSM), responsible for the adminis-
tration of the sensors, and the Server Task Manager (STM),
which handles different tasks mostly related to data process-
ing.

Below we proceed to describe the different architectural
elements in more detail.

3.1. Mobile Sensing Client. In the scope of mobile crowdsens-
ing, the main goal of the mobile client devices is performing
data sensing and forwarding sensed data to the main server,
although global data reports can also be returned to clients.
Concerning the target areas to be sensed, these can
differ greatly depending on the type of application (inside
buildings, outdoor, underground, in public places, etc.). In
addition, each specific application will also have different
requirements in terms of required sensors. For instance,
sensors able to monitor the environment greatly differ from
those able to monitor social interactions or the effectiveness
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of public transportation. In addition, sensing tasks can
be triggered automatically (either periodically or based on
events) or manually through an explicit user intervention.
Typically, automatic mechanisms follow server instructions,
while manual interactions are made possible through a User
Interface specifically developed for that purpose. Indepen-
dently of the actual mode of operation, the application can
offer certain incentives in the form of a game [39] or another,
to motivate users into adopting it. Such incentives become
especially important when the user interest about the global
generated data, which are based on the aggregation and
processing of all measurements at the server, remain low (e.g.,
data being sensed is not a concern to the user); in those cases,
complementary sources of motivation are required to make
users run the crowdsensing application.

Focusing on the client architecture, Figure 4 shows that,
to support all user activities, we have a set of managers
responsible for all tasks: Client Interface Manager (CIM),
Client Data Manager (CDM), Client Sensor Management
(CSM), and Client Communications Manager (CCM). Each
of these four components has a controller subcomponent,
being the different controller elements, the ones actually
responsible for supporting bidirectional interactions between
the different system elements.

We now proceed to detail each of the client components
in detail.

3.1.1. Client Interface Manager (CIM). This component allows
applications to interact with the user (User Interface GUI).
The User Interface allows displaying the values obtained from
sensors in real time, to visualize previous traces through a
query to its internal data storage or to query the server in
order to retrieve global data reports about a certain target
area. The values can be visualized through the use of graphics,
maps, or other forms of representation. To achieve this goal
two subcomponents are proposed: the Client User Interface
and the Interface Controller.

(i) Client User Interface. It allows configuring the different
parameters associated with sensing tasks, such as regulating
the data acquisition frequency, defining when data should
be sent to the server, and also when captures should start
and stop, among others. It can also show the user feedback
about ongoing or past captures, as well as global reports. It
is worth highlighting that some crowdsensing solutions have
no interface at the client side, meaning they only process
captured data and relay them to the server.

(ii) Interface Controller. It provides the needed services to
format data for presentation through the User Interface. For
this endeavor, it must interact with the local storage or with
the server, and it may rely on different external libraries as
well (e.g., graphical representation of captured values in a
map using Google Maps).

3.1.2. Client Data Manager (CDM). This element, responsible
for data handling and storage, is one of the main architectural
elements at the client. It is composed of five different subcom-
ponents: data controller, Plugin Extensions, data processing,
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FIGURE 3: Proposed mobile crowdsensing architecture.

local storage, and query. We now proceed to detail each of
them.

(i) Data Controller. 1t is the most critical subcomponent,
providing the services and functions required to interact with
the different subcomponents of the CDM. This interaction
is made with the client via the Interface Controller, with
the server via the Communications Controller and with the
sensors via the Sensor Controller. In addition, it is able to
handle data collection tasks as defined by the user or defined
by the server through task pushing. It includes classes and
methods to start, stop, and configure these tasks.

(ii) Plugin Extensions. This element allows integrating spe-
cialized plugins for a specific task such as data analytics or
to add listeners to social networks like Facebook and Twitter,
among others. The advantage of these plugins is that they can
be easily incorporated into mobile devices via repositories
such as Google Play or similar ones. Additionally, it allows
plugging in a set of algorithms that perform functions
including audio processing, online programming algorithms,
and spatial coverage analysis.

(iii) Data Processing. This element processes raw data based
on application requirements before displaying them to the
end user or submitting them to the server. Although data
processing can also be executed at the server side (CDCS),
doing it at the client allows reducing the amount of unneces-
sary data produced by sensors, while also maximizing energy
savings and communications bandwidth, and so it is often
preferred. Typically, data processing elements include either
filtering or aggregation or both functions. An example of
filtering is the removal of unnecessary data fields. Examples
of aggregation/fusion of data include the unification of data
from different sensors or of different samples from a same
Sensor.

(iv) Local Storage. This element allows storing the captured
data in a local data structure, which is usually a simple
database like SQLite. Some solutions available in the literature
skip this component, and they only process data and forward
them to the CDCS. The local storage allows users to perform
queries, inserts, updates, and deletes to the data according
to application requirements. Typically, when storing data
coming from sensors, it is often preprocessed before storage.
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In the context of crowdsensing applications, the main types of
data stored include location information, energy levels, and
sensor-specific values.

(v) Query. This element allows, through structured language
queries, accessing data from sensors. In particular, it will
interact with all the components that make up the CDM.
Among its typical features, one that stands out is the use of
mobile analytics for optimizing data streaming from sensors.
In some cases, this component facilitates the interaction with
external databases at the CDCS in order to retrieve global
data reports.

3.1.3. Client Sensor Manager (CSM). The Client Sensor
Manager is the element responsible for the actual sensing
tasks. Typically, it relies on high-level sensors abstractions to
manage the underlying physical sensors (internal or external)
as well as virtual sensors. Its functions usually include sensor
discovery and sensing capabilities. Furthermore, it manages
the sensor sampling frequency, as well as the preprocessing of
captured data. The preprocessing executed at the CSM is only
performed if necessary, and considering the actual character-
istics of the sensor. Finally, the integration of external sensors
and virtual sensors is performed by the Sensor Controller via
the communications manager.

The CSM has five subcomponents: Sensor Controller,
Preprocessing, Sensor I/O Manager, Physical Sensor, and
virtual sensor. Below we describe each of its components.

(i) Sensor Controller. It enables access to the services offered
by the Sensor Manager, thus providing access to virtual
sensors, gyroscope, and GPS, among others.

(ii) Preprocessing. It allows the data delivered by the Sensor
I/O Manager to be processed before being passed to other
components. An application example is an audio capture
which must be classified into voice and nonvoice regions, so
that the individual speaker is segmented. Another example is
the raw accelerometer data that is provided for the three axes,
which can be combined to obtain the total value. In some
cases these raw data can be processed at both CSM and CDM.

(iii) Sensor I/O Manager. It allows a level of abstraction for
accessing both physical and virtual sensors, getting the raw
data for subsequent treatment. This way, upper layers do not
have to be aware of the type of sensor (physical/virtual) and
its actual location.

(iv) Local Sensor. These are sensors available either on mobile
devices themselves or external nearby sensors directly acces-
sible by the mobile device. Concerning the type of sensor,
most internal sensors used belong to the generic or media
type. Generic sensors are those sensors embedded in mobile
devices for general-purpose applications. Examples of these
sensors include GPS, accelerometer, gyroscope, magnetome-
ter, and barometer. With regard to media sensors, it refers
to embedded sensors that provide support to multimedia
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applications via microphone or camera. Finally, external sen-
sors typically extend the sensing functionality by providing
sensing capabilities not supported by the smartphone itself.

(v) Virtual Sensor. Virtual sensor is a logical type of sensor
based on an abstract class that acts as a wrapper, encapsu-
lating information that can be produced by a real sensor,
a mobile phone, or a combination of other virtual sensors.
Virtual sensors can have multiple input data streams that
can be other virtual sensors or sensors accessible through a
network, but there can be only one output data stream toward
the sensing application. The GSN standard data model [40] is
a good example of such a class of sensors.

3.1.4. Client Communications Manager (CCM). The Client
Communications Manager is responsible for the transmis-
sion and reception of the data through the network. Since
nowadays mobile phones include several communication
interfaces including WiFi, Bluetooth, or Cellular, this empow-
ers them to communicate in all sorts of environments, being
able to adapt to different network topologies (centralized,
distributed, or hybrid). The MSC may transfer the data
to a primary server (centralized), toward several servers
(distributed), or among themselves (peer-to-peer). The latter
occurs when there are nodes that serve as intermediaries
for the transmission of data between nodes and that have a
limited ability to process and filter data from the sensor.

The CCM is composed of two subcomponents: the Com-
munications Controller and the Native Networking API. In
detail, these subcomponents are responsible for the following
tasks.

(i) Communications Controller. It provides access to the ser-
vices of the underlying communications network, allowing
creating a data channel toward the CDCS (server). In par-
ticular, it is an abstract component that allows encapsulating
SOAP and RESTful web services, where the first is an XML-
based protocol that uses service interfaces to expose the
business logic, and the second is an architectural paradigm
that supports different data formats including JSON, XML,
HTML, and TXT. Since communication between clients may
also be required, this component will be endowed with peer-
to-peer networking capabilities, possibly acting as a relay
between other clients and the server(s).

(ii) Native Networking API. This component is inherent to
each mobile operating system platform, and it is the one pro-
viding the actual establishment of end-to-end connections
between client and server.

3.2. Cloud Data Collection Server. In the context of crowd-
sensing applications, the main goal of the server component,
which may physically consist of a single server or a server
farm, is to collect all data gathered by the different clients,
storing the data, and then perform all sorts of data analytics
to provide the administrator or clients themselves with a sum-
mary of the most relevant information. In addition, the server
allows defining and automating some of the data collection
tasks. For example, the administrator can create new tasks,

and these can be deployed to clients either automatically or
manually; an example of this can be the collection of the
noise levels for a given target area during a given period of
time. Figure 5 shows our proposed architecture for the CDCS,
which includes four components: Server Interface Manager
(SIM), Server Task Manager (STM), Server Data Manager
(SDM), and Server Communications Manager (SCM). Notice
that each of these components includes a controller. Such
controllers have a critical function in the scope of our
architecture, as it is the communication between adjacent
controllers that allows the different components to work
together, similarly to the situation at the client side.

Compared to clients, CDCS elements have much greater
processing and storage capabilities. Thus, data are typically
processed for a better understanding through different sta-
tistical techniques (data mining). Also, the management
interface is usually web-based, allowing the administrator to
easily manage, visualize, and share large amounts of data.

Depending on network scalability requirements, servers
may work in either centralized, distributed, or cloud-based
environments. The latter allows benefitting from deployment
facilities, reduced cost, and optimized resource usage, thereby
minimizing infrastructure requirements.

Concerning available technologies, server solutions may
rely on a wide range of platforms, from distributed archi-
tectures in the cloud, such as Amazon Web Service (AWS)
infrastructure services (EC2 and S3) [41] and Google Cloud
Messaging (GCM) [42], to open source approaches such
as Apache Tomcat [25, 43-45], BPEL4People [46, 47], WS-
HumanTask, and JBoss JBPM [15].

Below we describe in more detail the different compo-
nents at the server side.

3.2.1. Server Interface Manager (SIM). The Server Interface
Manager is responsible for the interaction between user
and system for task and data handling. It includes two
components: the Server User Interface and the Interface
Controllers.

(i) Server User Interface. It allows the user to interactively
manage and schedule sensing tasks. It also supports the
visualization of charts relative to sensed data. Both these
actions are performed using a graphical interface that is in
general web-based, meaning that the system manager can
operate remotely.

(ii) Interface Controller. This is the component actually in
charge of communicating with other components to meet
the service requirements. An example is the programming
of a sensing task, where the Interface Controller coordinates
with task controllers for task planning and dissemination
and with the data controller for handling data storage. In
addition, it also provides application programming interfaces
(APIs) to allow developers to participate in the development
of different crowdsensing applications and services.

3.2.2. Server Task Manager (STM). Task Management is one
of the main components at the server side according to our
proposed architecture, being responsible for the planning,
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scheduling, and pushing of crowdsensing tasks. Tasks can be
deployed to mobile devices either manually or automatically,
and in general they rely on a system-specific language that
typically differs from one solution to another due to lack
of standardization. It is also worth highlighting that most
implementations rely on open source tools.

The subcomponents that integrate the STM are the
following.

(i) Task Controller. It works as a handler, providing the
functionality required by the Server Task Manager. Typi-
cally it must attend administrator requests and may push
new scheduled tasks onto clients. It can also make use of
learning or approximation algorithms that optimize data
collection in order to minimize energy/resource consump-
tion at the client side. Additionally, this subcomponent
includes classes and methods to start, stop, and configure the
different tasks. Finally, it provides the services and functions
required to interact with the other controller components.
To contact clients, some implementations are based on
Publish/Subscribe approaches where a server (or servers)
provides a set of services to users. Additionally, in many of
these Publish/Subscribe systems, the server can take interme-
diary functions where publishers send the messages to such
intermediary server (broker), and the subscribers subscribe
to information considered to be of interest, thus making
this server responsible for handling the filtering, storage, and
management toward the subscribers.

(ii) Task Definition and Scheduling. Among its features we
can find the allocation of time and frequency of sensing, the
number of mobile devices to be enabled for data collection,
and the characteristics of the sensor to monitor, among
others.

(iii) Task Deployment. It allows the deployment of tasks to
MSCs, which can be a mere set of instructions interpreted by
the existing applications. To support this option, a language
defined by the application is often used, and it is typically
based on SQL, XQUERY, or XML. Alternatively, a new
application/component is pushed to the mobile terminal
whenever new functionalities must be supported.

(iv) Task Storage. This component is responsible for the
storage of current and past tasks. Since requirements are
typically low, any database system suffices. In fact, it is not
necessary to rely on a standard database, being also common
to use a set of files, where each file describes a single task.

3.2.3. Server Data Manager (SDM). This component is
responsible for the processing, storage, and analysis of the
data. It is composed of a data controller, middleware APIs,
a data processing element, a query and analysis element, and
a database. Below we describe in more detail each of these
components.

(i) Data Controller. Tt offers access to the services offered
by the SDM, supporting a set of algorithms or applications
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that allow handling data in collaboration with the task con-
troller, Interface Controller, and other system components.
In addition, it acts as a handler for communications to/from
middleware APIs.

(ii) Middleware API. A middleware API is typically an exten-
sion providing more sophisticated data processing/analysis.
It can incorporate data analysis tools such as data mining,
analytical libraries, or other, allowing easily handling large
volumes of data. Deployments at this level can be drivers or
web services that enable access to databases through JDBC
or other methods, such as CUPUS [48] and CAROM [27],
which additionally provide data fusion and data filtering
techniques.

(iii) Data Processing. The functionality of this component is
similar to the data processing made at the client (CSM). The
main difference is the volume of data that has to be handled
at the server side. Typically, it provides functions to filter and
merge multiple streams of data, providing aggregation levels
that clearly surpass those levels achievable at the client side.
With this purpose, it uses techniques that require a higher
level of processing, such as FSI or ECSTRA [27], among
others.

(iv) Query and Analysis. This component integrates both
query and data analysis functionalities. It allows, through a
structured query language, accessing the resources available
at the server’s database. Additionally, it can rely on different
analysis tools to meet the requirements of other system
components.

(v) Database. This component provides a database manage-
ment system that allows storing the gathered data coming
from the different Mobile Sensing Clients (MSCs). In the
scope of the SDM, it is mandatory since it is a basic system
requirement. It should be noted, though, that the database
itself is not necessarily contained in a single server, and so
distributed storage environments are contemplated as well.
Common database management systems include MySQL and
PostgreSQL, among others.

3.2.4. Server Communications Manager (SCM). The Server
Communications Manager is responsible for interacting
with the different clients, having characteristics similar to
the Client Communications Manager. The interaction with
clients is bidirectional: we have transmission toward the client
when pushing new tasks, and we have transmissions from
clients when receiving sensed data.

The SCM has two main components, the Communica-
tions Controller and the Native Networking API, both of
which we now detail.

(i) Communications Controller. It offers the services necessary
to establish communication between the MSC and the CDCS,
usually as listeners for data gathering, or starting connections
when task pushing is required. Additionally, it can rely
on high-level communication services like SOAP and can
also have adapters for any specific protocol or method of

communication used by different server components. An
example can be a REST-SOAP Adapter, which receives a
SOAP request and adapts it to a REST-service format.

(ii)) Native Networking API. 'This component is the one
responsible for actually communicating with client devices
through the establishment of end-to-end connections. Typ-
ically, reliable TCP connections are established.

4. Analysis of Existing Proposals

In this section, we provide an analysis of the different
solutions available in the literature, using the architecture in
Section 3 as reference for our classification. For our study,
we focused on research works published in the crowdsensing
field during the past five years, with a special emphasis on
smartphone-based crowdsensing solutions.

For the sake of clearness and completeness, our analysis
was split into four well-defined parts: (1) general analysis,
(2) client-side analysis, (3) server-side analysis, and (4) data
delivery approaches. The first part presents a general analysis
of the various proposals, and performs a synthesis of the
different contributions in the scope of our architecture. In the
second part we have addressed in more detail those proposals
detailing a client-side architecture, that is, describing the CUI,
CDM, and MSC components, while for the third one we
detail server-side architectures, describing the SUIL, STM, and
SDM components. In addition, we have clearly assessed to
what degree the different solutions are able to provide all
the functionalities envisioned in our proposed architecture.
It is worth highlighting that both client and server analysis
include not only proposals specific to client/server sides, but
also global solutions whenever they provide details about all
the elements involved in the end-to-end interaction. Finally,
we have classified those solutions by providing details about
the communications system defined for interactions between
clients and server and also about supported topology, selected
technology, and other relevant features. Again, for this data
delivery analysis, any proposal providing enough details was
included, no matter how broad or how specific was the
proposal itself.

4.1. General Analysis. In our general analysis of the different
crowdsensing solutions, we have classified information based
on three parts. In the first one we provide generic information
about the different proposals, in the second one we describe
aspects related to security/privacy and energy consumption,
and finally we provide a summary of contributions for each
proposed architecture. This classification and characteriza-
tion is presented in Table 2.

4.1.1. General Features. With regard to the general features, we
found that the vast majority of solutions propose an integral
solution to the sensing tasks at both client and server sides.
Other solutions propose a specific middleware to help in the
tasks of data collection and processing.

Concerning the strategy adopted for data collection, most
proposals opted for a participatory approach for data sensing
where users are fully aware of the data collection process, and
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they actively participate in that process. Other approaches,
however, prefer using opportunistic systems that operate in
a more autonomous manner, gathering information in the
background at appropriate times; finally, a few proposals
combine these two approaches to achieve a more complete
functionality.

Regarding the target applications addressed in the dif-
ferent works, we found that the majority of the proposals
are flexible enough to embrace heterogeneous applications;
that is, they can adapt to generic sensing tasks, although we
can also find proposals that are specific to transportation and
urban sensing environments, and to a lesser extent to health,
social, and other environments.

Finally, with respect to the number of differentiated
elements defined for each proposed architecture, we found
that there are significant differences among authors. For
instance, [18, 43, 47] split their proposed functionality into
four different levels, similarly to our proposal. In particular,
NoizCrowd [18] defines an architecture based on four compo-
nents which are data gathering, data storage, noise modeling,
and data analytics/visualization. SmartCity [47] also defines
a four-element architecture composed of social networks,
Ubiquitous Sensors, a Mobile Context-Aware Platform, and
the Cloud Platform. MCSaaS [43] defines four core sub-
modules, namely, Cloud Broker, Orchestrator, Customization
Service, and Deployment Manager. In general, most proposed
architectures only defined two or three levels, as is the case
of [10], which defines a generic Publish-Subscribe commu-
nication with three roles (producers, services providers, and
consumers), along with Analytics Components.

4.1.2. Privacy and Energy Issues. In general, the success of
mobile crowdsensing applications is dependent on how each
solution addresses user concerns about his/her own privacy.
Energy consumption is another critical issue, as applications
draining a significant amount of battery power will be
rejected by most users. So, both energy and privacy issues are
relevant in the scope of crowdsensing solutions, the reason
why they have been addressed by different researchers.

Our analysis has shown that most studied proposals have
addressed energy efliciency issues, while only some of these
have introduced mechanisms to mitigate security and privacy
concerns. In fact, we find that very few solutions [6, 19, 24, 53,
66] actually account for both privacy and energy efficiency
issues. We now proceed to discuss these prominent solutions
in more detail.

PRISM [24] supports privacy though a registration pro-
cess on a PRISM server for each enabled terminal. The
registration is maintained by software and it expires within a
given period of time. When the registration period expires,
terminals wait for a random time and proceed to register
again. With regard to energy consumption, PRISM maintains
a control of energy consumption on mobile phones through
its prism sandbox, which is able to perform coarse-grain
power monitoring.

Anonysense [6] uses a server that is responsible for
registering and authorizing mobile phones. During regis-
tration, Anonysense installs its software along with the IP
addresses and certificates for its task service and report
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service. Concerning energy consumption, the tasks can be
divided into two suboperations: sensing and signing. In the
first, the RogueFinder application is used to detect rogue APs
in a given area, while the ObjectFinder application attempts
to find a specific Bluetooth MAC address. The second group
addresses whether a data report contains sensitive data.
Additionally, it estimates the energy cost associated with
these operations.

Usense [53] includes a component for securing com-
munications. Additionally, it manages user preferences in
terms of resource and privacy restrictions. These features are
processed through the sensing agent, which is an application
deployed on the device itself. In addition, Usense’s middle-
ware is able to save energy using a mechanism that avoids
taking measurements in those areas where it already has
enough data, or when the phenomenon is mostly invariant.

SenSocial [19] has a module for privacy management
control which allows managing policies regarding the type
and level of granularity of sensed data, deciding what will
be stored and made available to the different middleware
components. SenSocial uses filtering rules for maintaining
energy efficiency, thereby restricting transmissions only to
those cases passing the set of defined rules. Also, SenSocial
discriminates the energy consumption associated with the
accelerometer sensors, microphone, GPS, Bluetooth, and
WiFi.

The last proposal in this group is Anonymity [66],
which proposes an anonymous data reporting protocol for
participatory applications. The idea is that the protocol avoids
including identification information that can be vulnerable.
The anonymous data protocol is divided into two stages: the
first is a slot reservation stage (scheme based on public key
encryption), while the second one is a data submission stage
(scheme based on an XOR operation). Through comparison
against a similar study, authors show how it is able to
improve data submission performance. With regard to energy
consumption, the smartphone’s battery values are measured
using a multimeter. It also presents an analysis of the energy
overhead associated with data submission.

4.1.3. Analysis of Contributions for Each Proposal. The main
goal of this survey is to assess the actual contributions made
by the different authors taking as reference the architecture
proposed in Section 3. So, the last part of Table 2 (columns
MSC, Tx, and CDCS) provides a first insight into the actual
contribution made by the different components at the client
(MSC) and server (CDCS) sides, in addition to the end-to-
end transmission process itself (Tx).

We provide a three-level classification of proposals, where
a dark star means that the particular solution fulfills the
expected functionality for that component, while a white star
means that the solution only provides a partial fulfillment
of the selected characteristics. The nonfulfillment of the
characteristics of a component is represented by the absence
of any star.

Opverall, we can observe that the majority of the proposals
are quite representative in the scope of our architecture,
providing most of the expected functionalities. Nevertheless,
we can also find solutions such as MOSDEM [28] and



14

SenseDroid [54] that focus mostly on MSC-related function-
ality. Similarly, we can find solutions such as MCSaaS [43] that
focus on the CDCS instead.

4.2. Client-Side Analysis. In this section we focus on the
specific contributions to the MSC, which is the client side
of our proposed architecture. To achieve it, in Table 3, we
describe the features of the different proposals regarding the
Client Interface Manager (CIM), the Client Data Manager
(CDM), and the Client Sensor Manager (CSM). Notice that
we excluded the Client Communications Manager (CCM)
from this section, as it will be addressed separately in
Section 4.4. Also notice that the table is split into two sections,
being that proposals in the upper section are client-specific,
meaning that the publication only describes the client side of
the crowdsensing architecture, while proposals in the bottom
section describe both client and server sides.

Concerning the CIM, we found that most of the solutions
provide a graphical User Interface designed for the Android
operating system, thus typically adopting the Java language
for development. In fact, only a few solutions such as
LineKing [22], TYT [17], and DAM4GSN [50] focused on
other operating systems. Also, most of the proposals allow the
user to have access to an administrative interface in order to
have control over sensing tasks.

With regard to the CDM we observe that, in general, most
available solutions resort to plugins or external libraries in
order to simplify their processing, query, and storage tasks on
the device by reusing existing software. In particular, different
techniques and algorithms are adopted mostly to support
the data collection procedure including spatiotemporal area
calculation and programming algorithms. The spatiotempo-
ral coverage of an area refers to the amount of time and
space needed to properly sense that area according to the
target task, Usense [53] being the most widely used. Also, we
found that although several solutions provide data analytics
within the mobile device itself, such functionality is seldom
combined with the use of plugins.

Among solutions integrating plugins, we would like to
highlight solutions, such as DAM4GSN [50], MOSDEN [28],
and CAROM [27], that use open source GSN technologies
for IoT. In particular, CAROM [27] uses a plugin where,
among other functionalities, it incorporates Open Mobile
Miner (WMO), which is an open source solution that allows
performing data analysis on the mobile terminal. Similarly,
SenSocial [19] uses a plugin providing an agent able to retrieve
data from both Facebook and Twitter, and its process is based
on joining online social networks (OSNs) that provide a
physical context data stream. In addition, we found that few
solutions include a broker functionality. We also found that
there is a balance between the approaches preferring pushing
contents onto the servers and solutions that prefer the server
to pull contents instead.

With regard to data processing, we find that few solutions
perform aggregation-fusion on the mobile device, as opposed
to data filtering, whose support is quite common. Finally,
with regard to the Client Sensor Manager, in general, the
different proposals available make use of generic sensors
that are internal to the mobile devices, offering in a few
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cases support for external sensors. There is also evidence
of applications using external sensors or multimedia stream
processing before sending the streams to the server (see, e.g.,
StressSense [14] and REPSense [11]).

Finally, regarding the adoption of virtual sensors, only a
minority of the proposals studied do so. In particular, options
such as DAM4GSN [50], MOSDEN [28], and CAROM [27]
relied on an adapted version of GSN [40], while other
proposals like SenseDroid [54], CUPUS [48], and SmartRoad
[71] provide their own virtualization solutions.

4.3. Server-Side Analysis. In this section we will focus instead
on the server side, which in the scope of our proposed
architecture takes the name “Cloud Data Collection Server”
(CDCS).

Table 4 describes the features of server-related proposals.
Similarly to the previous section, the table is split into two
parts, being that proposals in the upper part are server-
specific (the publication only describes the server side of the
crowdsensing architecture), while proposals at the bottom
section are complete ones, describing both client and server
sides; obviously, since client-related details were already
presented above, in this section we only focus on server-
related issues.

In general, we observe that most of the proposals provide
a web interface for management and result presentation
purposes, and most of them also provide data management
and data sharing functionalities. The technologies used in
these proposals are generally open source solutions like
Apache, Java, and PHP, among others, and many of them
use a database manager such as MySQL and PostgreSQL.
Also, there is evidence that many proposals rely on a cloud
infrastructure provided by Amazon [41] or Google [42].

With respect to the Server Task Manager, we find that
most proposals present mechanisms to manage and deploy
sensing tasks. In particular, in terms of task deployment, we
find that the number of proposals adopting a push-based
approach is similar to those adopting a pull-based approach.

Regarding the language used for task definition, some
solutions describe tasks using specific algorithms, while
others prefer using a programming language, as is the case
of Pogo [49], Anonysense [6], and Medusa [25].

With respect to data management at the server, most
solutions perform data aggregation similarly to client-side
solutions. Some of them use intelligent data analysis tech-
niques such as Big Data [8, 10, 43], MCDM [75], and PFISR
[21], and various other statistical tools. Recent research works
[80-82] take advantage of the space and the time correlation
between the discovered data of different subareas with the
aim of reducing the number of tasks required for the target
purposes. Wang et al. [81, 82] present a solution called sparse
MCS framework that uses inference algorithms to ensure the
quality of the data after being collected. Instead, Xu et al. [80]
describe a framework that uses four states (data structure
conversion, base training, sampling, and reconstruction). It
relies on programming algorithms to create a baseline dataset
using the K-SVD algorithm, while for the reconstruction the
Orthogonal Matching Pursuit recovery algorithm is adopted.
In both cases, the intention is to produce a global saving



15

Mobile Information Systems

uds
JIOSUDS JLISUID) X X X X usnd Mnm 2Beian0d poIpuy proipuy X X [s¥] 1s9aTREASeq
: Areurg [ezoduwajoneds 10 eAe( :
210)g
JI0SUS DLIIUID) X X X ysnd waﬁwmﬁ AmeMﬁWMMMWHS proipuy X [¥L] sddaw
19)9w03ouSer
X 19)2WI0IA[2008 md puoss Surdnoi8 v1s proipuy X [0£] Y9N AT
gosuas 1Y31[ ‘Sdo
BISCLED] X X puas wyiLod[e SLAV paje[nug [s9] s1av
puas
X SdD [euIaxy X X md pue NvOsdda proipuy X [£8] +dVIN
210)§
jsax93ur
pajenuis pue §dH X X puas B pajenuuig [os] avayds
Surureay
pajeus v/N X X X puas surguo/parenung paremuIg [oz] ss11d
puas
X X [RUI2IXD pUE OTIAUID) X X X mmd-ysng  pue SOIN SNdND prozpuy X [8¥] SndnNdO
210)g
amssaxd
X SPWIOIR ‘S md puas a8eraA00 vaIY eae( proipuy X [6€] anqoNsauay
puas
X X [BUISIXd PUE JLISUID) X X X 19301 pue [ezodurajoryedg proipuy [#5] proxgasuas
2101g
puas
X X [RUI2IXD PUE OTIIUID) X X X wog X [md-ysnq  pue NSO/Paseq-TINX eAe prozpuy X X [87] NAASOW
210)g
puas
X SdD X X X pue 1PN proipuy X [e1] sNTd
I0301PaId AONIBIN
2101g
I2)2UI0II[0® puas
X <amssaxd Ire X X X pue a8 1ow/aPIATP SWIAYOS proipuy X [11] asuasdTyd
WS JuLIquIe ‘§40 21015
puas
[erodwajoneds/paseq
X BIpaWNMUW/SIUSD X X X X widn[q ysnd pue uazan|g-eae( proipuy X X [€g] asuasn
s1015 “TNX
X suoydootu [euIxy X urdnig md puas d)e[NUIS pue SAD ﬁ=c+ww>£ proipuy X [#1] asuagssang
puas
X X [RUI2IXD PUE OTIIUID) X X X wog md-ysng  pue NSD/paseq-TINX eAe sor/proipuy X X [0S] NSOYINVA
2101g
d aqow
RIPAWN[NW/OLIDUID X X [md-ysng  Juag XOQPUBS SINSTHA O PURED (o X [¥2] WSTId
980138y 1oy wrSnid/zaorg sondpeue e oun STISLId}ORIRYD)
IOSUdS 21038 ejeq Sursuag eay
Gurssaoordarg 10suds Jo ad4J, JSclite) ASotourpay, SO UTwpy  25BJI2)u] uones1qng
[eMIIA @007 Surssaooxd eyeq SaLIRIQI] [RUI)XS/suIdn[q

(NSD) 1a8eue]y JOSUDS JUDITD)

(D) 1o8euey BlRq JUAD

(ID) TSeuew aoey1a3UT JUAID

"21mPAIYPIR U1 pasodoid o) 03 Surprodoe sardojoutda) JUSIIPIP Y] JO UOBIYISSE]) ¢ TTAV],



Mobile Information Systems

16

puas uryyLIode
J0suas 1amod ‘Sqn X udniq ysng pue Surures] uonesyHULPT eAR( proipuy X [12] peoygyrews
21015 pue uord32q
puas
SUONEI0[ SO X X ysnd pue uonerouad depy dew 5y proipuy [eT] WSTId
21039
uorjeInjes
uad£xo amssaxd X X md puds sdde SOI SOI/prorpuy X [21) LAL
. pue prorpuy
POO[q @)e1 JIeF]
JOosuas A
[PUIIXD PUP SIUI0) X X X ysnd puss Paseq-TINX dde proxpuy proipuy X [£¥] wishsodg
12)2WOID[P0E ‘SID X X X X md puds  wprof[e dwn-jrem SOI/proIpuy X [zz] Sunyoury
sisk[eue [eusis g4o X X X ysnd puag proipuy X [17] 22edsuISOIN
[eroos ‘Quoydooru NSO
I2)WOID[PIE G40 X X X pog X [nd-ysnqg  pudg wnid/paseq-TINX ear( proipuy X [61] reroosUag
SdO X X X md puas maodustoneds proipuy X [cs] operey
Paseq-TINX
eIpawmnur
— X X X 1jo1g ysnd puas Paseq-TINX eAR( proipuy X [sT] BaIA
uonnyod feuraxg X X no1g X ysng SOIJA] 1aY0oIg eAr( proipuy X [8] SdOIN
puas
auoydomrur ‘g g0 X X md pue eae( proipuy X [£] AnDayrjopunos
2103
JOsuas S d
[PUIIXD PUE SUSH X X (WINO) uisnid X [md-ysnd  puas NSD/Paseq-TINX ~ WINSD/eA®[  proipuy X [£Zl WOAYD
puas
SdO X uidnq [nd-ysnq  pue paseq-uidnq SOI/proipuy X [6] SLIMOID
21035
RIPAWNNW ‘S0 X X 1019 X usnd puas TINX 3dLOSPajg SN proipuy [sz] esnpajy
pue SINS eag(
a8e12400
auoydonrw §49 X X X md puas [erodujoneds eae( uerquifg X [¢] suoyq-reg
puas
LIIM/SdD X X nd pue LM PeaYy prozpuy X [29] MOISTIIM
2101
puas
BEIEL (6 ERRIAN () X X md-ysng pue jeur1oj £1on0) eAr( proipuy X [82] Sokyes
2101
9eSo188y rayry  wrSnpd/zayorig ndeue e oun JTISLID)ORIEYD)
21038 ele(] Sursuag ey
J05Uds Jo adAT, [©207 L1and) Surssarord ereqq sovvaqu [euoIXo/suBnl £3ofouyday, SO UIpy  0BJIAU] uonesrqng

(JNSD) 1o8eUey J0SUDS JUDI[D)

(D) 1e8eueyy eje U

(NID) 1o8euewr 2oejI23UT JUSI[D)

“panuUnUOY) :¢ ATAV],



17

Mobile Information Systems

S stsA[eue X < md X MMMM”MH (L) 3y, [19] ONILOYD
pue £1on0) oo [eOTURYDIN UOZRWY
(WOD)
901A9p stsAeue elR( Suressajy pnoD
pue NS pue 4103 X X gq 1201q PO 1nd X X SLIAURD sl TINX 318005 eowior, X X M [ev] SeRSON
ayoedy/uoydg eae(
stsAeue uryjroSe
pue A0 X QTN ysnd fousrogs opng [85] saa10quIOf
o Wi x - o s
201A9p stsA[eue
P NS pue zandy X X ysnd X X JHRURD X X PM [¥¥] sees
TOS2181504 wM_MMWMMO X ysng X X dLRURYH wwﬂm «MWMN Fn/_Ma\/ X X QM [21] asuagoN
M%% Lrnd X [nd/ysng X X SLIPUID wmu;m\,\w : ﬁz.wsw_mm\@é X X PM [9¥] €02d
PUe N/S Tddd vopAd/ANT-d ddINX/eAR[ D
SI9YI0
201A9p stsA[eue pue ‘sdeuneay
U NS pue L1900 X Suidiy SLIAUAL) [91] DAN@SION
J0SUd} (J¢
wytoSe IOATDS
Aqrag stsfpeur X SOOPAL [P ysng Ayiqerpox QwaYds Y11 uoneorddy ysyssern X QM [1s1 9711
pue £1on0) TSN suone[nuIg e T
uones0] pue ¢/ /eae(
stsA[eue PS/epuese) uryjrioSe
TOSON pure A1ond) X X Surupu usngd X X Surureo] qns/qnd ddINX X PM o] borewg
ejep ‘eje Sig
9J1A3p pue NS sisdreue X FloranIme pav md X JLRUID e 28pg X 9PM [92] vOIW
: pue £1on0) Arexqr sondfeuy :
TOS £1nd X X IoIqnIN ysng X BIsChElo) ounpy-s)drog mhwmwmwm MMM,M& X PM [6¥] 0304
£ATOS Jechite) X :ommmww% [md/ysnd X u ozwwﬁwﬂui Aqny/114U0UY :MM“@W:MWMW WMMM X PM  [9] dsussfuouy
aseqere sisdpeue 2eBoudty I QIEMI[PPIA yse) Sursuag e pnopD yse], afenSue ASorourpay, pareys  1oeuejy  ooejIojul
pue L1000 Surssacord ereq : : onewoINy uonedrqng

(JNQS) ToSeur]y B1R( IOAIDS

(JNLLS) 1oSeur]N YSe], JoAIdS

(NIS) 198eueAl 90€JIANU] IOAIDS

"21N09)1dIe 1oATas pasodord a1y 03 Surpiodoe sarS0[0ud) JUSISPIP oY) JO UOTIedYISSe])) f TIAV],



Mobile Information Systems

18

swyyiode
sayejodiajur
sisAfeue . UOTIONLIISUODT
N/S pue A1and X X pue ﬁEE gsnd X X SLIPURH srydesSouwoy X PM [17] @2edSWISOIN
uewey YSLd pue Surddery
201A9p pue sisA[eue edar3se LIOW
aa o%awz pue x_h D X zwa pue NSO [md/ysng X NSO ¥seL TNX qns- am I &bvm qHd X M [61] TeroSUag
uryjrioSe
wryjrioSe
N/S £1and X Burdures nd X ezodim=) eryedg 3[se) 10pEIe X X PM [cs] operey
aandepy
sueaw-y Wdgl pue €S ANV 70F
N/S £190D X ysng X X puewypuode  ggo @#[doady1add  (SMV) pue ssog( X X oM [sT] eyiA
o1PUID) /1ddd seL pue yeowo], aypedy
qns/qnd (INDD)
N/S £1and X Sururu ejeq [md/ysng X X RISCLED) Surdessapy pnopy M [8] sdo
318000 pue eae(
stsA[eue Surpoous pue
TOSAN pue A1ony X Surweons vipay md oLIAUID duogene( X @M [£] AnDayLjOopunos
201A9p stsA[eue Assny
puE NS pue L1and) X X ISa/Burum erey [ind/ysng X X JLRURDH NSO/TINX-SEL NSO pue 709 LNV X X PM [£2Z] WO¥VD
201A9p sish[eue Idv
pue TOSAN pue L1and) X X [ind/ysng X X JLRURD sdepy a[8000-dHd X X PM [6] SLIMOID
pue WAZD 213005
v:wuwmum%»z JSElite) X Arexqry a8eig ysng X SLIdUID) uoyLJAdLIdSpaA ﬁ%%hﬁ” Mﬂﬂm dy QPM [s2] esnpay
TOSAN L1nd X foviantios nd BIsCIiElo) eae( pue 3duos gHd 3[IqON [¢] suoyq-reg
SYON SdD
stsA[eue SUOTJR[2110D
pue L1900 X X nd Terodura) reneds (18] asxeds
stsA[eue SUOTIB[2110D
pue A1ond) X X md X [eaoduw) ereds [08] ssaTyIMAI0IY
stsA[eue wyjrode
N/S pue A1ond X X uudiaduy 5oy md Suures] [£2) d1d
a8eran00
N/S X X md X [exoduws) eneds [65] 1MDIYPMOID
Aynmn a8e1ar00
X X XBIAL “UTAL :SOD) nd [erodura) reneds [€9] paurensued-§00
TOYVdS stsdreue wpHoB[e
pUre 4ADS pue 100 X eje( g nd X uﬂ%mﬂmm X [81] pmo1DzION
2P sisdeue X wcsmwaommwuoo nd RIESLE) X X M [s.] sdnd
pue N/S pue £1an0) : o :
BLIILID-NMA
(AN) wnpriogye
Aond wnrqimba yseN tsnd X Surures[-0O (2] swred SOW
wryjrioSe
uoredo[e pajernuurs
X e} pue AURYIS VIVOD [£9) Tww0D
Sururea) suruQ
aseqeje stsdeue 2wBaddy I SIEMI[PPIA yse) Sursuag e pnopD yse], a8endueq ASofourpay, pareys  1o3euey 2oBJIa)U]
pue £1an0) Surssaooxd ereq : : srRWIONY uonesrqng

(JN@S) 1Seur]y B1R( JOAIDS

(INLS) ToSeue]ql Yse], JoAIdS

(NIS) 198eueAl 90BJINU] TOAISS

"panunuoy)  4TAV],



19

Mobile Information Systems

sdepy o800 /urdnid
01A9p stsA[eue » MITA g < wyjrrode woqAq oM [12] peoews
pue TOSAN pue L1900 ¢ ‘deunjeayy Gurures pue ‘ofue(q exe(
uoneauad Ss¥
N/S £1nd X d ysnd X pue paseq-§O X PM [ez] WSTdd
BN SSYU 3
swyqyos[y
TOSAN £1on) X LAL wyiuod[y md X BISCLE) [PAeIeT dHd X X PM [21] LAL
Jedwo],
sisA[eue .
N/S pue £19n0) X X [md/ysng X X RIEELC) TINX Tddd YSEL aypedy pue ‘munqn X X QPM  [£F] weyshsoog
TIN TOH uozewry
D1A9p Jojewun)so Od SMV
K1on n, SLI2UD B Gunyaur
pue TOSAN 0 X - Ind X X LRUID pue 4111 sgedy @M [ce] Bunjeury
aseqeje, stskpeur 2eBaisdy I 2IBMI[PPT se) Sursua e no se a8enSue A3ojouyda a1e 1a8euepy  9ovjIaU
qeed pue £1an0) Surssaooxd eyeq PPN I5E ouIsues SrewoNy pPron ISeL 1 1oL pareds W ! uonesTqng

(JN@S) ToSeueIy B1R( IoATDS

(NLLS) ToSeueq Yse], 10AI0S

(NIS) To8eueIA 90BJINU] T9AIOS

"ponunuoy) ¥ 414V],



20

on detection costs (power consumption, network resources)
while ensuring the overall data quality.

As output, data can be presented in different formats, the
use of heatmaps being a representative example when sensing
that information is geolocated.

4.4. Data Communications Issues. We conclude our analysis
of the current crowdsensing literature by focusing on client-
server communication solutions. Notice that, since com-
munications simultaneously involve clients and servers, we
address communication issues jointly in this section.

Table 5 summarizes the main communication character-
istics associated with the different proposals. We have also
surveyed the metrics used by each proposal for performance
analysis and classified them according to their scope as
generic, QoS, and scalability. As generic performance metrics
we refer to those proposals addressing network performance
in terms of packet delivery ratio, end-to-end delay, and trans-
mission overhead, among others. QoS issues are associated
with data acquisition, and they attempt to avoid the fact
that the delivery of massive data (data without processing)
directly from the source negatively impacts network traffic
and the energy consumption of mobile devices. Concerning
scalability, authors assess the capability of the infrastructure
in terms of adaptability to an increasing number of sensing
tasks and terminals to determine if it is able to adapt to both
small and large deployments. Under the scalability concept
we have also considered the elasticity of these services
(middleware) to manage changes.

Notice that Table 5 is clustered into four different parts
according to the scope of the proposal: T refers to those
proposals only addressing transmission issues, C refers to
proposals centered on the client side, S refers to proposals
centered on the server side, and G refers to global solutions.

Concerning communication technologies used, a large
number of proposals relied on WiFi and Cellular communi-
cations, although we can also find proposals that rely instead
on Bluetooth due to its flexibility and low consumption
features. Additionally, we find that most solutions opted
for either a centralized topology or a distributed topology,
with only a reduced number of proposals choosing a hybrid
approach. Regarding the networking approach, most solu-
tions adopt RESTful services based on HT'TP or make use of
the XML format.

Focusing now on the performance metrics addressed by
each proposal, most solutions made a generic performance
analysis (delivery delay, data rate, etc.). However, very few
solutions addressed QoS and scalability issues. For instance,
we can find solutions such as GCM [9] that address scalable
services in the cloud, others that address scalability in the
context of the Publish/Subscriber paradigm [8], and yet
others that relate it to broker collaboration [54], but none of
these actually assess performance in the scalability context.

Regarding proposals evaluating Quality of Service per-
formance, they typically perform such evaluation in terms
of task allocation and coverage optimization in the target
area. For instance, proposals such as JoinPolices [58] evaluate
the impact and the performance of task execution based on
incentive policies, while QoSMCS [69] defines an ad hoc
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method for the evaluation of QoS in the context of mobile
crowdsensing services based on Petri networks.

Finally, regarding scalability, solutions such as PRISM
[24] assess the performance achieved through comparison
against other solutions. Neighbor [60] measures message dif-
fusion performance between the mobile nodes and the data
collection server. Lastly, Medusa [25] proposes a prototype
able to measure in runtime the time taken to perform several
individual steps associated with task executions, both on the
cloud and the smartphone.

5. Open Research Issues

Based on the analysis presented in the previous sections, it
becomes clear that, despite the many advancements intro-
duced in the mobile crowdsensing field in recent years, there
are still several issues that should be properly addressed for
solutions to become more effective and therefore gain more
widespread acceptance.

At the user’s side, it becomes clear that the sensing tasks
should not become a burden. Thus, any external sensors, if
required at all, should be small and lightweight, have a low
power consumption, and have an elegant and stylish look.
Ideally, additional sensors should be progressively integrated
into new smartphones either directly from the manufac-
turer or as pluggable modules. Power and network resource
consumption are also an issue, and so smart algorithms
able to correctly determine the best sampling times while
avoiding intensive CPU usage are required; in terms of
network resources, peer-to-peer data delivery combined with
smart network selection can help at avoiding to deplete radio
resources and having a negative impact in terms of traffic
quotas.

From a more global perspective, further studies are
required in order to assess the scalability and the QoS support
of the different proposals. In particular, their impact on
the end-to-end communications infrastructures should be
thoroughly studied. Additionally, new algorithms should be
developed to improve the processes of data collection and
analysis.

6. Conclusions

Crowdsensing solutions that benefit from smartphones are
proliferating due to the multiple advantages offered. Thus,
it becomes important to provide a unified view of the
different author contributions to detect the major areas of
improvement. In this paper we address this challenge through
a survey that provides the reader with an extensive review of
existing smartphone-based solutions in the field of mobile
crowdsensing. We start by presenting a novel reference
architecture where we identify the major components at client
side, server side, and the communications level. Based on
our proposed architecture, we then proceed to classify the
different proposals, focusing separately on the client, the
server, and the communications part of each solution.

Our extensive literature analysis has shown that most
proposals provide some degree of adaptability to different
work environments. In addition, we found that technologies
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and algorithms applicable at both client and server sides have
evolved significantly and are often available in a modular
format, allowing other researchers to include them in their
proposed solutions. Concerning improvements in the data
capture process itself, we found that the main issues are
the software adaptability to different types of sensors and
reducing power consumption. At the server side, the most
critical improvements include task generation language and
procedures, the analysis and storage of data, and providing
an adequate interface for task management by administrators.
The communication between client and server usually makes
use of technologies like SOAP and RESTful, and most
solutions support Publish/Subscriber models.

Overall, we believe that mobile crowdsensing is now
achieving its maturity, being a widespread adoption of crowd-
sensing solutions expectable in the next few years.
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