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Big data, artificial intelligence and the Internet of things (IoT) are still very popular areas in current research and industrial
applications. Processing massive amounts of data generated by the IoT and stored in distributed space is not a straight-
forward task and may cause many problems. During the last few decades, scientists have proposed many interesting
approaches to extract information and discover knowledge from data collected in database systems or other sources. We
observe a permanent development of machine learning algorithms that support each phase of the data mining process,
ensuring achievement of better results than before. Rough set theory (RST) delivers a formal insight into information,
knowledge, data reduction, uncertainty, and missing values. This formalism, formulated in the 1980s and developed by
several researches, can serve as a theoretical basis and practical background for dealing with ambiguities, data reduction,
building ontologies, etc. Moreover, as a mature theory, it has evolved into numerous extensions and has been transformed
through various incarnations, which have enriched expressiveness and applicability of the related tools. The main aim of
this article is to present an overview of selected applications of RST in big data analysis and processing. Thousands of
publications on rough sets have been contributed; therefore, we focus on papers published in the last few years. The appli-
cations of RST are considered from two main perspectives: direct use of the RST concepts and tools, and jointly with other
approaches, i.e., fuzzy sets, probabilistic concepts, and deep learning. The latter hybrid idea seems to be very promising
for developing new methods and related tools as well as extensions of the application area.
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1. Introduction

In 1991, Professor Zdzisław Pawlak ignited a new
approach to data analysis (Pawlak, 1991). Rough
set theory (RST), invented in the early 1980s, has
undoubtedly become a well-known framework for
processing uncertain knowledge and often compared
to fuzzy set theory (Zadeh, 1965) or used jointly as
the fuzzy-rough approach (Dubois and Prade, 1990;
1992). During the last decades, many generalisations
and extensions of the classical RST were proposed by
researchers that come not only from Europe but also
from the USA, the UK, Japan, China and other countries.
This theory has been successfully applied in several
domains: machine learning, pattern recognition, data
mining, decision analysis and support, rule generation,
data reduction, granular computing and other areas.

In order to extract useful knowledge from large
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amounts of data from databases, generated by sensors
or other systems, a great need for the proper processing
of such sources of information appears inexorably. In
recent years research interesting data analysis methods,
have been developed especially when big data and the
Internet of things are of primary concern. Most of
them refer to the stimulating works about hybrid models
originated by combining the RST concepts placed within
the proposed architecture as one of the crucial elements.
For example, Chen et al. (2020a) consider and develop
the RST connected with support vector machine big data
fusion technology for feature extraction and information
mining carried out in the process of intelligent prediction
of economic trend indexes.

In this article, we briefly present recent studies on
RST in the context of big data analysis. Section 2
gives a fast and straightforward insight into the big
data technology. The next section concentrates on the
basic notions of RST and the related tools. Section 4
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points out several difficulties in large-scale data set
processing. Section 5 summarizes the foundations of the
local rough set (LRS) approach based on the classical
RS theory. An overview of selected RS applications for
big data analysis is presented in the next two sections.
Section 6 concentrates on direct applications of RS
methods. The next section focuses on applications of RST
combined with other methods. The hybrid approaches are
grouped into two categories: RS combined with similar
(fuzzy, probabilistic) approaches and merged with neural
networks. Finally, Section 8 provides a summary and
suggestions for future research.

2. Big data

Nowadays, the volume of information is increasing at an
uncommon rate. We are witnessing the rapid development
of information technologies and their impact on our
personal life and environment. Extraction of information
from a traditional database is usually a simple task. More
commonly, we have to retrieve information from multiple,
heterogeneous, autonomous, and distributed data sources
(e.g., IoT) with complex and evolving relationships and
increasing volumes. Properly defining big data may cause
troubles due to its ambiguous meaning, placed in different
contexts (Stefanowski et al., 2017).

According to Isitor and Stanier (2016) the term
big data describes a data environment in which scalable
architectures support the requirements of analytical and
other applications which process, with high speed, high
volume data which may have a variety of data formats
and which may include high velocity data acquisition.
Big data has become a recent area of strategic investment
for businesses by providing extremely powerful business
intelligence when data are properly analyzed, synthesized,
and visualized (Venkatraman and Venkatraman, 2019).
This technology and services involve a variety of
hardware or software resources, tools and techniques such
as in-memory databases (IMDBs), NoSQL databases,
massive parallel processing (MPP), Hadoop, Phoenix,
Spark or MapReduce file systems, virtualization, cloud
platforms and related software as well as analytics
solutions (Sedkaoui, 2018; Chao, 2018).

Occasionally, the data also perish at the equivalent
high speed as they are produced. Infrastructural
technology is considered as a basis of the big data
ecosystem for the storage, analytics and visualisation of
data (Venkatraman and Venkatraman, 2019).

2.1. 3V model. The 3V model was described in
2001 under the META Group report. It tries to
characterize and define the phenomenon that is big
data in the current time of such rapid technological
development around the world. It uses a 3V perspective:
volume–variety–velocity (GARTNER, 2001).

Velocity
• Batch

• Streaming Data

Volume
• Petabytes
• Exabytes

• Ze�abytes

Variety
• Structured
• Semi-

structured
• Unstructured

Fig. 1. Big data—the 3V model (after Ivanov et al., 2013).

The Gartner company extended the 3V model in
2011 with two further dimensions: variability and
complexity (Isitor and Stanier, 2016; Bulger et al., 2014).

2.2. Big data analysis. Data analytics is a process
of inspecting, cleaning, transforming and modelling data
to discover useful information, suggest conclusions, and
support decision making. It focuses on knowledge
discovery for predictive and descriptive purposes to find
new ideas or to confirm existing ones (Sedkaoui, 2018).
There are two main profiles of such analytics in big
data: descriptive and predictive. According to Delen and
Demirkan (2013), big data add the ability to perform a
third type of analytics, known as perspective analytics.
Descriptive analytics techniques depict what is contained
in a data set or database (past data), and they use
simple statistics for them. The predictive approach uses
more advanced statistical methods and supports building
models that identify trends, future events and relationships
not readily observed in the descriptive analysis. The
perspective analytics provides methodologies that allow
optimal use of allocable resources. For instance, linear
programming models may be used for optimal allocation
of budget to various advertising media (Sedkaoui, 2018).

With the rise of popularity of big data in industrial
environments, the need to store massive volumes of data
and their proper processing still increases. Machine
learning (ML), as a significant part of artificial intelligence
(AI), is a learning system aimed at detecting unknown
regularities in big databases, inducting rules, creating
analogies and modifying data. In a pervasive sense, the
term big data refers to processing a large amount of data
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in a specified and automated way. ML is often compared
to data mining as the same approach to data analysis.
Still, they differ, i.e., ML algorithms are used as a tool
for solving data mining problems. Over the few last
years, many algorithms and improved approaches for data
analysis were proposed and tested in order to provide the
best results. Some of them were utilized in combination
with rough sets.

The available ML methods may be divided into the
two categories: supervised and unsupervised. Supervised
algorithms are trained on annotated (or labeled) input data
to build predictive models (Cichosz, 2015). Unsupervised
algorithms try to automatically discover complex patterns
in unlabeled data sets. Regression techniques take a
finite set of relations between dependent variables and
independent variables and create a continuous function
to generalize these relations. Regression methods predict
the continuous or real number value based on previous
observations from a training set (Watt et al., 2016).

The linear model is an example of the simplest form
of the regression. It is based on the assumption that there
is a linear relationship between the input (observations)
and the output (predictions),

̂Yi = β0 + β1xi,

where x is an observation vector, and ̂Y is approximated
from the real observations. The algorithm tries to find
a line parameterized by β0 and β1, which fills the training
data better. Classification refers to a predictive modelling
problem where a target class is predicted for a given
example of input data.

K-nearest neighbors (kNN) is a well-known
algorithm that may be used both for classification and
regression. The method takes k data points closest
to the studied point in order to predict its label. The
kNN algorithm classifies a given data set in one of
the categories by calculating the distance between the
category and each point of the training set. The technique
takes the nearest k elements, and it chooses the dominant
label among the k elements representing the category of
the data set element.

The decision tree (Quinlan, 1983) is a classification
method based on using a tree structure to define the
final decision. Connections between the tree nodes are
labelled by conditions. The model is built using an ML
method, e.g., CART (Gordon et al., 1984), C4.5 (Quinlan,
1993), or LMT which are classification trees with logistic
regression functions at the leaves (Landwehr et al., 2005).
The algorithm starts with a set of predefined classes and
searches interactively for the most different variables in
the classified entities. Once the variable is identified,
and the decision rules are determined, the data set is
segmented into several groups according to the rules. Data
analysis is performed recursively on each subset until all
key classification rules are identified.

A random forest (Breiman, 2001) is a collection of
decision trees. The algorithm provides better predictive
results and requires almost no data preparation and
modelling (Sedkaoui, 2018).

Logistic regression (Cessie and Houwelingen, 1992)
is a statistical methods for performing binary
classifications. It takes qualitative or ordinal predictors
as input and measures the probability of the output
value using the sigmoid function. In comparison with
this model, the support vector machine (also named the
large margins classifier) chooses the clearest separation
possible between the two classes. Naive Bayes (John
and Langley, 1995) is an approach to both binary and
multiclass classification problems. The method relies on
the Bayes theorem:

P (A|B) =
P (B|A)P (A)

P (B)
. (1)

The idea is based on treating each feature independently.
The algorithm evaluates the probability of each feature,
regardless of any correlation, and makes the prediction
based on the Bayes theorem. The advantages of
the using the method include its simplicity and ease
of understandings. In addition, it performs well for
data sets with irrelevant features, since the probabilities
contributing to the output are low. The naive Bayes
method usually results in good performance in terms of
consumed resources, since it only needs to calculate the
probabilities of the features and classes.

Artificial neural networks (NNs) are models inspired
by the human brain. They allow finding complex
patterns in datasets. The model consists of neurons
(nodes) placed in several layers of the network. Input
data (environment) trigger neurons in the first layer
while the other neurons are triggered through weighted
links from previously active neurons. The output layer
calculates classification/decision results. The models
require a lot of learning data and are not suitable for all
problems, especially if the number of input parameters
is too low (Sedkaoui, 2018). Deep neural networks
(DNNs) (Cios, 2018), a branch of neural networks,
have been rapidly developed for the last decade. The
networks are built from a cascade of layers corresponding
to a hierarchy of abstraction concepts (multidimensional
learning). Advanced DNNs could process abstract
features and are commonly used in image recognition
(convolutional neural networks, CNNs), natural language
and time variant signals processing (recurrent neural
networks, RNNs), and processing inputs in the tree order
(recursive neural networks). Currently, this research field
constitutes the main trend in machine learning and data
mining.

Unsupervised algorithms help to discover complex
patterns in untagged datasets (Sedkaoui, 2018). There
is no labeling of input data. Clustering is a kind
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of unsupervised approach—the algorithms group similar
objects into clusters (or separate groups). Cluster analysis
became a branch of statistical multivariate analysis (Jain
and Dubes, 1988; Kaufman and Rousseeuw, 1990).
The most popular metrics for quantifying the similarity
between two elements are the Euclidean distance, the
Manhattan distance or the Hamming distance.

K-means is a commonly used clustering algorithm.
There are various extensions of the classical k-means
proposed in the literature (Alhawarat and Hegazi, 2018;
Meng et al., 2018; Lv et al., 2019; Sinaga and Yang,
2020). This method divides a set of data entities into
separate groups, where the parameter k is the number of
created clusters. The approach allows an assignment of
entities to different clusters by iterative calculations of the
average midpoint or centroid for each cluster. The created
centroids become the focal points of the iterations, which
refine their locations and reassign the data entities to fit
the new locations. The steps of the algorithm are repeated
until the groupings are optimized and the centroids do not
move anymore.

The same calculations are applied in another
clustering algorithm named K-Medians, using the median
vector instead of the mean one. In comparison with the
first approach, this method is much slower for larger data
(due to sorting in each iteration) and less sensitive to
outlier instances.

The mean shift clustering is sliding-window-based
method that attempts to find dense areas of data points.
The density-based spatial clustering of applications with
the Noise (DBSCAN) algorithm (Ester et al., 1996) does
not require a pre-set number of clusters. In comparison
with similar approaches, it can find arbitrarily sized and
arbitrarily shaped clusters. Additionally, the algorithm
identifies outliers as noises, unlike mean-shift clustering
which simply throws them into a cluster (even if the data
point is very different).

Expectation-maximization (EM) clustering using
Gaussian mixture models (GMM) is another clustering
approach. In this case, we assume that data points
have Gaussian distribution. An optimization algorithm
named Expectation-Maximization is used to find Gaussian
parameters (the mean and standard deviation) for
each cluster. Agglomerative hierarchical clustering
algorithms (Murtagh, 1983; Murtagh and Contreras,
2012) can be divided into top-down and bottom-up
categories. Bottom-up methods treat each data point as
a single cluster at the beginning. Next, they successively
merge (or agglomerate) pairs of clusters until all clusters
have been merged into a single cluster containing all data
points.

Big data analysis may be supported by many
available software tools (e.g., Datawrapper, Lumify,
Apache Storm, Talend, Knime) or distributed
libraries/modules (e.g., NLTK, TensorFlow, Keras,

Pandas, Scikit-learn). For instance, R and Python are the
most popular programming languages used in academic
and industrial environments for computational analysis
of experiments. They provide techniques and packages
for overall data analysis starting from pre-processing
to advanced visualization of achieved results (e.g.,
generating reports). RapidMiner is a cross-platform
which offers an integrated environment for data science,
machine learning and predictive analytics. Apache
SAMOA is an open-source platform for big data stream
mining and machine learning. The free tools allow users
to create distributed streaming ML algorithms and run
them on multiple distributed stream processing engines.

2.3. Reproducibility in data science. Computational
reproducibility in data science means that an experiment
must be able to be reproduced to validate achieved
results. This approach should facilitate reuse of a current
experiment by other scientists or to allow them extending
it in a simple way. Ensuring reproducibility of work
is a labour-intensive task due to the requirements for
strict documentation of each stage of an experiment.
There is no existing platform providing reproducibility
verification (Ivie and Thain, 2018) of experiment
outcomes (for different methods and big data sets) and
standard statistical evaluation of differences between
them.

Some tools have been proposed as an attempt for
solving this problem, e.g., ReproZip (Chirigati et al.,
2016) or WholeTale (Brinckman et al., 2019). ReproZip
consists of packing and unpacking phases. In the first
phase, the ReproZip creates an .rpz file containing all the
necessary information and components for the experiment
done in the original environment. In the second phase, the
work can be reproduced from the file, even if the current
environment runs under a different operating system from
the original one. The Whole Tale is an open source,
web-based and multi-user platform for reproducible
research enabling the creation, publication, and execution
of tales—executable research objects that capture data,
code, and the complete software environment used to
produce research findings.

Mondelli et al. (2019) developed a conceptual model
of the reproducibility of an experiment and a generic
framework for findable, accessible, interoperable and
reusable (FAIR) computational experiments. These four
principles contains a set of requirements on how data,
metadata, and infrastructure must be managed, allowing
machines to retrieve them automatically, or at least with
minimal human intervention (Wilkinson et al., 2016).
The model is built using an entity-relationship diagram.
Each aspect involved in the process of computational
experiment reproducibility is mapped into an entity in this
model. The main idea behind the proposed conceptual
model and the relationships between its entities (selected
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entity names were included in the brackets) is as follows:
a user specifies and runs the experiment under the
operating system (OS) using a specific hardware. This
OS has some packages installed (OS package), and among
them, we can consider the scripting language package
that is used to specify the experiment (such as R or
Python). The experiment is defined through a script,
from an existing package in the OS. It can contain calls
to user-defined functions or functions (function) that are
part of a specific language package or a module (script
package). These modules need to be installed in the OS.
The functions comprise the activities of the experiment
that consume input and produce output. Parameters can
also be used as input to functions, and constitute an
attribute of the consume relation (Mondelli et al., 2019).

In the same paper, the authors proposed another
framework for the verification of computational
experiments. It is based on the previously mentioned
conceptual model for reproducible experiments and
adaptation of the FAIR principles. The first step, named
packaging (or encapsulation), consists of importing the
experiment and the related packages or libraries into
a virtual machine (VM). Validation is the second step.
The main idea is to access the VM and re-execute the
experiment in the new environment. This step requires
user interaction, who is responsible for validating the
generated results. All modifications must be recorded
to update the default VM specifications. Thus, a user
intending to reproduce the experiment will be able to
rebuild the virtual environment in which it has been
validated. The reproduction does not need to install
the required applications manually. Publishing is the
last step and can be done in a repository that allows
sharing research results. The authors demonstrated
the framework implementation through ENM case
study (Mondelli et al., 2019).

The above mentioned models and tools do not deliver
a common solution for verification of the reproducibility.
It is currently a crucial and open problem in data science.

3. Rough set theory

Rough sets theory is a popular mathematical framework
proposed by Z. Pawlak for dealing with uncertainty,
imprecision and vagueness in the context of knowledge
acquisition and reasoning from such data. The
fundamentals of the classical theory were presented in the
referenced book (Pawlak, 1991). The key issue of the
methodology is how to define approximately an inexact
set based only on known sets (crisp sets) contained in the
universe of discourse. The RST based methods can be
perceived as a useful tool in decision and non-decision
problems covering a wide spectrum of domains. It can
be basically used for finding hidden patterns in data sets
or to enhance the proper measure of significance of the

attributes, pointing out dependencies between attributes
and in data reduction by calculation of the core and the
reducts as the subset of the essential attributes.

A book in memory of Professor Pawlak was
published in 2013 (Skowron and Suraj, 2013a; 2013b).
The two volumes contain more than 50 chapters written by
scientists who cooperated with Professor Pawlak during
his life. The monograph is a kind of summary (up to that
date) of RST and its applications.

3.1. Notions. RST uses the notion of an information
system (IS) for a representation of gathered data.
During the last few years, researchers proposed
several generalizations of the IS to handle complex
and large-scale data, e.g., a multi-scale information
system (Wu and Leung, 2011), a multi-source information
system (Lin et al., 2015) and a multi-modality information
system (Hu et al., 2018). In particular, the IS is defined
using decision tables where conditional and decision
attributes are determined. This way of the IS description
(interpretation) directly corresponds to a data model.
Many tools and algorithms based on the RS concept exist.
Data in the form of decision tables are used as an input to
the related systems.

Let U be a universe of discourse, R ⊆ U × U
is an equivalence relation on U , called classification R.
The pair K = (U,R) is a relational system called
a knowledge base (or an approximation space). The
equivalence relation R divides the universe U into several
disjoint sets, each having the same property. The partition
is denoted by U/R.

Any equivalence class consists of objects having the
same property (for example, objects with the same specific
colour). All of the equivalence classes are considered
as the current knowledge of the agent (system). For
a given set X ⊆ U , we can use the agent’s actual
knowledge to describe the set. The relation R determines
the exactness of the description, which means that in some
cases we are not able to decide which objects belong to
X . It may happen when an equivalence class groups
objects on the border of X . In such cases, the agent’s
knowledge is insufficient to give a precise representation
of X (or to gather all the objects using ambiguous
description). To define an inexact set (a concept) in the
universe, Pawlak proposed two exact sets called lower and
upper approximations of X . The approximation sets are
described in terms of subsets of their attributes.

In addition, a granule of information has been
introduced as describing a clump of objects drawn
together by indiscernibility, similarity, connectivity, and
the proximity of functionality (Zadeh, 1997; Pedrycz
et al., 2015b). The notions form a basis for granular
computations and similar approaches (Skowron and
Stepaniuk, 2001; Pal and Meher, 2013; Lin et al., 2015;
Pedrycz et al., 2015a; Skowron et al., 2016; Xu and
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Yu, 2017).
There is no need to have any transcendental

knowledge (a probability distribution or a level of
membership) regarding the data when utilizing the RS
model to handle data (Pawlak, 1991). The related
reasoning is carried out based on knowledge directly
gathered from data; however, combinations with other
approaches (fuzzy, Bayesian, etc.) are also applied. The
hybrid approaches will be discussed later in the paper.

3.2. Methods. RST allows reducing dimensions of
given datasets by removing the superfluous data (attributes
and some of their values can be omitted) using the key
concepts: the reduct and the core (the discernibility matrix
and the Boolean function). It provides an extensive
methodology to extract useful knowledge, i.e., hidden
relationships between objects and their classes in the form
of rules induced from data (Pawlak, 1991).

3.3. Applications. The RS methodology in data
analysis is a scientific field that cannot remain
in strong theoretical frames without practical
applications. Many researches have continued
the work of Z. Pawlak (selected publications)
with regard to, e.g., Boolean reasoning: Skowron
and Nguyen (1999), Pawlak and Skowron (2007);
approximate reasoning: Skowron and Stepaniuk
(1996), Skowron (2001); granular computing: Skowron
and Stepaniuk (2001), Skowron et al. (2016); conflict
analysis: Skowron et al. (2006); interactive granular
computing: Skowron et al. (2009), Skowron and
Wasilewski (2011a; 2011b), Skowron and Dutta (2017);
rough mereology: Polkowski nad Skowron (1996; 2000),
Polkowski (2011; 2020); neurocomputing: Polkowski
(2005); spatial reasoning: Polkowski and Osmialowski
(2010); multi-source decision system: Lin et al. (2016);
methods devised for acceleration of big data computations
in database engines: Chądzyńska-Krasowska et al.
(2017); object recognition and content-based image
retrieval: Przyborowski et al. (2018); approach to
learning forecasting models over large multi-sensor
data sets: Ślęzak et al. (2018); LERS system for
data mining: Grzymała-Busse (1997); probabilistic
approximations: Clark and Grzymała-Busse (2011),
Clark et al. (2019; 2020); approximation spaces: Skowron
and Stepaniuk (1996); methods for big data set
processing: Czolombitko and Stepaniuk (2017),
Kopczyński et al. (2016; 2017); rough web
caching: Sulaiman et al. (2009); dynamic reducts
and statistical inference: Bazan (1996; 1998);
inductive reasoning: Bazan et al. (2005); hierarchical
classifiers: Bazan (2008), Bazan et al. (2020); Petri
net with RSs: Peters et al. (2000); decomposition
methods: Pancerz and Suraj (2013); fuzzy forward

reasoning methodology for rule-based systems using
the functional representation of rules: Suraj et al.
(2015); fuzzy rough granular neural networks in
classification: Ganivada and Pal (2011); granular
social network: Pal and Kundu (2017); double
bounded RSs: Kundu and Pal (2018); granulated
deep learning: Pal et al. (2019), Pal (2021); dynamic
dominance rough sets: Huang et al. (2020); attribute
reduction in fuzzy-rough sets: Yuan et al. (2021);
inhibitory rules: Delimata et al. (2008), Delimata
et al. (2009); multiple classifiers: Delimata and
Suraj (2013); adaptive fuzzy rough approximate time
controller: Peters et al. (1998); near sets: Peters and
Naimpally (2012), Peters (2013); software defect
classification with the rough-fuzzy-neural hybrid
approach: Bhatt et al. (2009); topology: Peters (2020);
fuzzy modeling: Pedrycz and Gomide (1994), Hirota
and Pedrycz (1999), Izakian et al. (2015); granular
computing: Pedrycz and Bargiela (2002), Pedrycz and
Vukovich (2001); data fusion: Pedrycz et al. (2021);
multi-modality information system: Hu et al. (2017a);
neighbourhood rough sets: Hu et al. (2013); decision
systems: Wakulicz-Deja et al. (1998), Simiński and
Wakulicz-Deja (2003), Ilczuk and Wakulicz-Deja
(2005), Nowak-Brzezińska and Wakulicz-Deja
(2019); incomplete knowledge: Wakulicz-Deja
et al. (2011); conflict analysis: Wakulicz-Deja et al.
(2013), Wakulicz-Deja and Przybyła-Kasperek (2016);
rough representations of graded ill-known sets: Inuiguchi
(2013); algebraic structures of different kinds of
information systems: Khan and Banerjee (2013);
information fusion: Wei and Liang (2019); neutrosophic
fusion of RST: Zhang et al. (2020); discretization
methods: Nguyen (1997; 1998); approximate
Boolean reasoning: Nguyen (2006), Cornelis et al.
(2015); D-stripped quotient set and dependencies in
degree k between attributes: Nguyen et al. (2017);
topology: El-Bably and Kozae (2014); measure
for the induction of fuzzy rough classification trees
(FRCTs): Bhatt and Gopal (2006); RS based on Galois
connections: Madrid et al. (2020).

From our perspective, applications of RSs in big
data analysis yielded new significant methods and tools.
For example, the research group supervised by Nguyen
proposed a scalable method for classification problem
in the client-server environment (Kwiatkowski et al.,
2010). The new approach named FDP was a modified
version of the frequent-pattern discovery algorithm (FP)
from the transaction data set. In the first step, the
data structure called the frequent decision pattern tree
is created (note that the algorithm is applicable for
decision tables). Next, the set of frequent decision
rules is generated from the structure built in the previous
step. In order to get a set of irreducible decision
rules, the last phase of the FDP consists in inserting the



Applications of rough sets in big data analysis: An overview 665

obtained rules into a data structure—a minimal rule tree.
The implemented algorithm was tested on benchmark
data sets from the UCI Machine Learning Repository
(with different sizes of training data). The accuracy
and computational time of the approach were compared
with the nearest-neighbour classifier and the naive Bayes
classifier available in WEKA. The experiment results
confirm a linear dependence of the computation time on
the size of the training set.

The big data analytics in combination with RS
methodology is still an important research field. Many
open issues should be concerned in future works,
e.g., reducing computational time-complexity, scalability,
merging the interactive granular computing approach
with big data analysis (Skowron and Dutta, 2018),
non-determinism (Sakai et al., 2020) and others.

It is worth noting that there are about 117 000
publications (including books, monographs and tools) that
refer to RST (as of March 2021). According to Google
Scholar (2021), 8 040 of them have RST in the title.

3.4. Tools. Researchers proposed many RST
modifications during the last decades and developed
several software tools based on RSs. One of the
most significant systems is Learning from Examples
based on Rough Sets (LERS). It was developed by
Grzymała-Busse (1992) for machine learning and data
mining. The main functionality of LERS covers rule
induction from raw data (especially when inconsistencies
and missing values are of primary concern) and
classification of the new examples using a set of
generated rules (Grzymała-Busse, 1997). A comparative
overview of the tools is presented by Pięta et al. (2019).
A short description of the tools is presented below.

The Rough Set Exploration System (RSES) (RSES,
2005; Bazan et al., 2002) employed the RSES-lib 2
library for computations. The library and GUI were
designed and implemented at the Group of Logic, Institute
of Mathematics, Warsaw University, and the Group of
Computer Science, Institute of Mathematics, University
of Rzeszów, Poland. The tool allows the user to perform
complex data mining experiments on decision tables while
providing a simple GUI interface. It is worthwhile to
mention that a new and entirely redesigned version 3 of
the library was released in 2019 (RSlib, 2019).

The Rough Set Data Explorer (ROSE2) (ROSE,
1998; Prędki and Wilk, 1999; Prędki et al., 1998) has been
created at the Laboratory of Intelligent Decision Support
Systems of the Institute of Computing Science in Poznań,
Poland. It provides both basic and advanced data analysis
methods based on classical RSs and variable–precision
rough set theory (Ziarko, 1993). The tool has more
methods implemented than the above-mentioned RSES.

The Rough Set Toolkit for Analysis of Data
(ROSETTA) (ROSETTA, 1994; Ohrn and Komorowski,

1997; Ohrn, 2000) has been developed at the University of
Uppsala. Apart from the basic functionality as the import
and export of data, it supports also the ODBC interface
for extracting data from data base. ROSETTA uses the
RSES library for elementary computation and adds its
implementations of well-known algorithms based on the
classical RST and its extensions: variable-precision rough
set approximation and based on tolerance relations.

The Waikato Environment for Knowledge Analysis
(WEKA) (WEKA, 2009; Jensen, 2014) is an integrated
tool for data analysis and predictive modelling. The
supported methods are implemented in the form of filters
to perform experiments. WEKA is based not only on
RST but also on other mathematical formalisms (in the
form of attached packages), such as fuzzy-rough sets.
Thanks to a GUI consisting of Experimenter and Explorer
windows, WEKA helps a user through a series of stages
in data mining: preprocessing, feature selection, instance
selection and classification, proposing many practical
functionalities outside the classical RSs.

The Rough Set Data Analysis Framework
(jMAF) (jMAF, 2021; Błaszczyński et al., 2012) supports
the methods based on dominance-based rough sets (Greco
et al., 1999) and the variable consistency-based rough set
approach (Greco et al., 2001). It is suitable for analysing
data gathered in the decision table with predefined
profiles based on background knowledge about ordinal
evaluations of objects from a given universe and about
monotonic relationships between these evaluations.

We can also refer to Rseslib 3 (RSlib, 2019), an
interesting tool not mentioned in the above publication.
The open-source library written in Java delivers
extensible, modifiable algorithms and computational
models from RST and machine learning. It bases on
modular component-based architecture (six modules:
Discretization, Logic, Discernibility, Reducts, Rules
and Rough Set Classifier) that enables us to implement
unconventional combinations of data mining methods.
Rseslib is available in WEKA as an official WEKA
package.

RoughSets is an R package for data modelling and
data analysis. R is one of the most popular programming
languages mainly used for statistical computations and
data science. The library is described widely by Riza
et al. (2014). The tool integrates several algorithms
based on classical RSs and the fuzzy-rough approach
(FRST) in a single software library. There are more
than 40 functions included in this package. The strength
of the R lies in many modules delivered from the
CRAN repository that help researches on each step
of the data analysis (e.g., preprocessing, discretization,
visualization of the achieved results using embedded
methods or ggplot2/other packages). With the
easy-to-use integrated development environments (like
RStudio), we can conduct non-trivial experiments on data
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and import only required packages.
The most recent version of the FRS-based algorithms

is implemented in Python as fuzzy-rough-learn 0.1
library (Lenz et al., 2020). The following
algorithms can be found in this tool: fuzzy-rough
feature selection (Cornelis et al., 2010), variants
of fuzzy-rough nearest neighbours (Jensen and
Cornelis, 2008), fuzzy-rough rule induction (Jensen
et al., 2009), fuzzy-rough prototype selection (Verbiest
et al., 2013), fuzzy-rough OVO combination
multiclass classification (Vluymans et al., 2018b)
and fuzzy-rough neighbourhood consensus multilabel
classification (Vluymans et al., 2018a).

4. Constraints in application of rough sets

Processing large-scale data sets consisting of
thousands of rows and columns and covering a broad
spectrum of domains cause many problems with
storage, understanding and management of such data.
It may especially appear when we want to acquire
knowledge from distributed databases where data are
represented in different ways. This section points out
some difficulties that may arise within the data analysis
process. The properties described in the following
subsections formed motivations for introduction of local
rough set theory (Skowron et al., 2018).

4.1. Properties of big data. The basic rough set
model requires a representation of the information system.
Decision tables are widely used for the agent’s knowledge
about the outer realm. The algorithms based on classical
RSs process labelled data with the last attribute named
the decision attribute. In big data, we cannot be
confident that all data are labelled. Labelling a large
amount of data is an expensive and laborious task, and
sometimes even infeasible and many machine learning
algorithms require complete data sets. In such cases, the
classical RS approach may be computationally expensive
and practically useful for relatively small data sets.
Local rough sets (LRSs) (Skowron et al., 2018) provide
theoretical basics that may overcome the inefficiency
mentioned above.

4.2. Time-consuming computation. The majority of
existing conventional RS algorithms require all data to be
pre-loaded into memory, and then the data are processed
by the algorithms (Hu and Wang, 2008). The computing
of approximations or attribute reductions may be
time-consuming; therefore, scalability and decomposition
tools are needed to improve efficiency (Skowron et al.,
2018).

4.3. Over-fitting in attribute reduction. The next
issue refers to an over-fitting problem in the data

reduction process. There is a high possibility that an
attribute reduct obtained from noisy data might have
more attributes in some cases. The research efforts to
ensure the monotonicity of an attribute reduction process
is the primary concern and motivation to overcome this
issue (Skowron et al., 2018).

5. Local rough set theory

To overcome the disadvantages (expressed in the previous
section) of the classical (global) rough set model in
the processing of the large data, Skowron et al. (2018)
proposed a new framework called local rough sets (LRSs).
The concept is based on combining of the classical RS
approach with the decision-theoretic RS framework (Yao,
2007) formed into one representation and developing a
series of approximation concepts and attribute reduction
algorithms of linear time complexity. The algorithms may
efficiently work in limited labelled big data domains.

Theoretical analysis and experimental results
presented by the authors show that each algorithm based
on local rough sets significantly outperforms its original
counterpart in classical RST (Skowron et al., 2018). A
brief description is given below.

Let (U,R) be an approximation space with R being
an equivalence relation on U and U/R = {[x]R : x ∈
U} the set of all equivalence classes generated by the
equivalence relation R. Then, for any subset X ∈ U ,
the α-lower and β-upper approximations of the set X are
defined by (Skowron et al., 2018)

R∗(α, )(X) = {x : P (X |[x]R) ≥ α, x ∈ U},
R∗(β)(X) = {x : P (X |[x]R) > β, x ∈ U}

where P (·) is a conditional function often depicted as an
inclusion degree with the constraints, and α, β are two
parameters from the decision-theoretic rough set.

The pair 〈R∗(α)(X), R∗(β)(X)〉 is called a local
rough set. The authors proposed definition of the local
boundary region: BNR = R∗(β)(X) − R∗(α)(X). In
the case when the α = 1 and β = 0 the LRS can be
reduced to the classical rough set.

Other concepts of the classical RST (accuracy
measure, accuracy of approximation) were also
transformed into the related notions in LRS theory
and used for investigating monotonicity of heuristic
attribute reduction algorithms in the LRS.

In general, the LRS computation model of
lower or upper approximations does not obtain
information granules of all objects in advance as in
the RS model but only calculates the objects within a
target concept. Compared with the classical RS model,
these algorithms can take unlabelled data, which may be
considered a significant advantage of the approach.

Computing approximation and attribute reduction
of a target concept and a target decision are the new
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methods based on LRS investigated in the cited paper.
The following algorithms have been proposed: LLAC
for computing a local lower approximation of the target
concept, LARC for searching for a local attribute reduct
of the target concept, LLAD for calculating a local lower
approximation of a target decision, and LARD for finding
a local attribute reduct of the target decision. The linear
time complexity characterizes the proposed methods so
that they are well suited for big data analysis (Skowron
et al., 2018).

The LLAC algorithm takes as an input the
information system IS, a target concept X , and
a parameter value α. To compute a local lower
approximation LA of X with respect to attributes,
in the first step, of generation equivalence classes to
approximate the target concept is carried out. The
initial values for LA and i are set in the next step.
The comparison between the equivalence classes |X |
with the target concept X for obtaining its local lower
approximation is made in the next phase of LLAC as the
most important part of the proposed method.

The second algorithm, called LLAD, computes the
local lower approximation of a target decision with some
extensive stages. Similarly, it takes as an input the
parameter α and a decision table (with the last attribute
called the decision or the class), but in comparison with
LLAC, generation of equivalence classes to approximate
every target concept are carried out as the second step of
the method.

According to the authors, there is no difficulty to
extend originated algorithms by computation of a local
upper approximation of a target concept or a local upper
approximation of a target decision based only on the
existing methods. Still, they did not continue in this way
in the work of Skowron et al. (2018).

LARC is a forward greedy local attribute reduction
algorithm for a target concept. It takes several arguments
as an input of the proposed method: an information
system IS, a parameter value α and X ⊆ U . Similarly,
the designed algorithm for finding a local attribute reduct
with respect to a target decision (named LARD) in local
rough sets takes only a decision table and a parameter α.
LARC utilizes the inner and the outer importance of α
with respect to X . The former measure determines the
significance of every attribute. The latter value is used in
the forward feature selection process.

LARD starts with the attribute with the maximal
inner importance. In the next phase, it takes an attribute
with the maximal outer significance into the attribute
subset. This step is done in a loop, until the attribute
subset satisfies a stopping criterion. In a similar way, the
LARD algorithm computes a local positive region with
respect to the decision. At the end of these two methods,
a local attribute reduct is obtained (Skowron et al., 2018).

6. Direct applications of rough sets in big
data analysis

In this section, we describe interesting applications of the
rough set methods in big data environments. Most of the
works mentioned in this chapter do not concentrate on
building a new theory based on rough set concepts,
but rather on combining the well-known methods and
algorithms within the concrete phases of the data mining
process in such a manner (e.g., Kang et al., 2011). The
main section is divided into subsections, each of which
describes applications in a related data mining stage
or usage of RSs jointly with other approaches. Each
subsection delivers a simple view on some remarkable
results achieved by researchers and connected with the
main topic.

To conclude the presentation, Tables 1 and 2 provide
an overview (references and brief descriptions). Table
1 regards the data mining phases and gives several
works in this manner. Table 2 focuses on presenting
general applications of RST in combination with other
approaches.

6.1. Discretization of continuous values on at-
tributes. Rough set based algorithms are mainly used
in combination with other methodologies to provide
better efficiency and classification results and improve
the effectiveness of knowledge acquisition in a specific
manner. One of the most critical phases of data analysis
is preprocessing within the discretization has an important
role. Several techniques have been originated to enhance
transformations of continuous values into the discrete
ones.

Li and Shen (2020) proposed a discretization
algorithm for incomplete economic information in
RS-based processing on big data. In the first step,
they used a deep neural network for filling-in incomplete
economic information. After the supplement, the
algorithm for discretization in the RS is used to implement
the discretization based on supplementary economic
information theory.

As mentioned in the referenced paper, when the
number of breakpoints increases, it still has a higher
computational efficiency and can effectively improve the
integrity of incomplete economic information. Finally, the
application performance is superior (Li and Shen, 2020).

Chen et al. (2021) present a hybrid metric method of
feature discretization for classification of high-resolution
remote sensing images in coastal areas. In the proposed
methodology, as one of the essential phases of the
technique (after calculating of the stability of pixel
categories in discrete intervals), they borrowed the degree
of dependence among knowledge from the classical RST
as the evaluation criterion of the discretization scheme.
Then, each band was scanned in turn with the strategy
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Table 1. Rough sets in big data (selected works).
Task Subtask/approach References

Preprocessing Discretization Li and Shen (2020), Qiong et al. (2021)
Data reduction/Feature selection Skowron et al. (2018), Kong et al. (2020), Jingjing et al.

(2019), Hamidinekoo et al. (2018), Venkatraman and
Venkatraman (2019), Qiong et al. (2021), Sun et al. (2021),
Thuy and Wongthanavasu (2021)

Approximation concept Skowron et al. (2018), Yun (2014), Dagdia et al. (2017),
Dagdia et al. (2018), Kong et al. (2020), Cui and Huang
(2015), Liu and Zhang (2019)

Missing values Shan et al. (2016)
KDD support Prediction/regression model Chen et al. (2020a)

Incremental learning Yang et al. (2017), Huang et al. (2017), Luo et al. (2016;
2018), Wang et al. (2016a), Li et al. (2015)

Decision fusion Shan et al. (2016)
Decision support Zhang et al. (2012), Sun et al. (2019), Sachin and Shub-

hangi (2015), Jing et al. (2014), Banerjee and Badr (2018),
Hong-Wei and Xindi (2016), Narayanan et al. (2017),
Chowdhury et al. (2016), Pal (2020), Li et al. (2019), Vluy-
mans et al. (2015), Wang et al. (2016b), Zhao et al. (2020)

Cloud computing Zhang et al. (2012), Sun et al. (2019), Kune (2014), Qu
et al. (2019), Li et al. (2015), Wang et al. (2016b), Grze-
gorowski et al. (2017)

Rule induction Zhou and Lin (2018), Wang et al. (2016b)
Data clustering Wan and Li (2019), Cui and Gao (2019), Xie (2018), Grze-

gorowski et al. (2017), Li et al. (2021), Janusz and Ślęzak
(2014)

RS-based approximate SQL Naouali and Missaoui (2005), Ślęzak et al. (2012; 2018)
Hybridizations Local rough sets Skowron et al. (2018), Yang et al. (2017), Qiana et al.

(2017)
Granular computing (GrC) Hu and Wang (2008), Tang et al. (2019), Chen (2017), Xia

et al. (2020), Li et al. (2015), Pal (2020), Zhao et al. (2020)
Multigranulation Qiana et al. (2017)
NN and deep learning Chu and Zhang (2020), Pal (2020), Vluymans et al. (2015),

Xiaoguang et al. (2018), Li et al. (2016), Hassan (2017)
Computational platforms MapReduce Zhang et al. (2012), Sachin and Shubhangi (2015), Cui and

Huang (2015), Jing et al. (2014), Chowdhury et al. (2016),
Pandu (2020)

Apache Spark Dagdia et al. (2017), Vluymans et al. (2015)

of splitting and merging to obtain an optimal discrete
feature set. Remote sensing image features were the
input of the algorithm, and discretized features were the
output. After the initialization of needed parameters and
discretization thresholds, getting discrete intervals by the
hybrid metric method, the evaluation of the information
system compatibility was done using the well-known
equation from RST (card(·) means the cardinality of a
given set):

γC(D) =
card(POSC (D)

card(U)

The obtained value (in the range of [0, 1]) from the above
equation indicates the degree of dependence between
knowledge marked here as C and D. Experiments
conducted by authors delivered interesting results; in

comparison with other discretization-based techniques,
they got fewer discrete feature intervals and data errors
and achieved better classification results on an SVM and
a neural network classifier (Chen et al., 2021).

Qiong et al. (2021) proposed a discretization
algorithm based on a fuzzy-rough (FR) model to analyze
and process high-resolution remote sensing big data.
They determined the membership degree of each pixel
in training samples through linear decomposition, and
established the individual fitness function based on
the FR model. An adaptive genetic algorithm was
applied for the selection of discrete breakpoints, and
the MapReduce framework calculated the individual
fitness of the population in parallel to obtain an optimal
discretization scheme in the minimum time.
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6.2. Approximation concept. The concept of
approximation stands a key issue in the classical
RS-based methodology. Due to the lower and upper
approximations of a given inexact set X of the
object’s instances in considered domain, we can describe
roughly (or only approximately) X based on the current
agent’s knowledge. During the last decades, several
generalizations of the concept approximation have been
proposed in terms of a binary relation.

As mentioned before, the LRS model’s strength lies
in some inconspicuous details; for example, it needs
to calculate information granules of objects within a
given target concept, and also only compares them
with the target concept for determining its lower/upper
approximation (Skowron et al., 2018). For example,
suppose we want to approximate a concept in the form
of a subset X included in the universe of discourse U
using the classical RS methodology. In that case, the time
complexity of the algorithm for computing all equivalence
classes in such universe is O(|U |2), but the same action
done in the method proposed by Skowron as the first
step of the LLAC costs only O(|X ||U |). As the authors
added in this publication, they achieved the linear time
complexity for LLAC O(|X ||U |+ |X |2) in terms of |U |.

In a similar way, due to computing only r local
lower approximations as a next step in the LLAD
algorithm, the time complexity is (

∑r
j=1 |Xj ||U |) =

|⋃r
j=1 X

j||U | (Skowron et al., 2018). From this point
of view, we can conclude that the LRS method can be
treated as more suitable than the classical RS counterpart
approach for large-scale data analysis.

On the other hand, in some cases, such complexity
remains still unfeasible for big data processing. To
overcome that issue, researchers investigated recently
several methods based on the improved form of the local
RS called double-local rough sets (Wang et al., 2021).
The new framework defines a local deletion matrix, an
upper addition matrix and an upper deletion matrix for
computing the approximations. In comparison with LRSs,
the approach is effective and efficient in dealing with
completely or partially labelled large-scale data sets. The
double-local RS model avoids the repeated computation
of equivalence classes and sets comparisons.

6.3. Data reduction. Data reduction or feature
selection is one of most important stages of the data
analysis. Methods based on RST can effectively support
computation of the reducts and core, and as consequence
of the approach, irrelevant attributes can be omitted from
a given data set.

Traditional reduct computation techniques fail in big
data processing. They can be computationally intensive
or yield poor performance in terms of the size of the
resulting reducts. To overcome such issues, Janusz

and Ślęzak (2014) developed two algorithms for the
computation of multiple decision reducts. The methods
are based on a greedy heuristic approach and attribute
clustering results to obtain a set of diverse and short
reducts. The authors evaluated the proposed techniques
and showed that, by applying clustering results, it is
possible to speed up the search for decision reducts
significantly. In addition, the obtained reducts tended to
be smaller than those reached without clustering (Janusz
and Ślęzak, 2014).

As mentioned in the previous section, Skowron et al.
(2018) proposed the LARC algorithm for searching a local
attribute reduct of a target concept based on local rough
sets and the LARD algorithm for finding a local attribute
reduct of a target decision with linear time complexity of
each algorithm.

Dagdia et al. (2017) deal with a novel efficient
distributed algorithm based on RST for large-scale data
pre-processing in the Spark framework. To reduce
the computational effort of the RS computations, the
authors split a given data set into partitions with smaller
numbers of features that are then processed in parallel.
Next, they demonstrated the effectiveness of the approach
using the Amazon Commerce reviews data set from the
UCI Machine Learning Repository (UCI, 2021). The data
set was characterized with 10000 features and 1500 data
items equally spread over 50 classes.

An extension of neighbourhood rough sets (NRSs)
that replace the membership function with the
neighbourhood concept is presented by Venkatraman
and Venkatraman (2019). The extension allows an
NRS to handle scenarios where no prior knowledge
is available. A novel rough set based method named
GBNRS was proposed. It is the first parameter-free RS
algorithm for processing continuous data. It does not
require any membership functions or the optimization
of any mid-computation parameters for processing
continuous data. It demonstrably out-performs the
current state-of-the-art NRS algorithm with its time
complexity of O(N). The adaptive method of selecting
the neighbourhood radius improved the quality of attribute
reduction. Examination of GBNRS using popular feature
selection benchmark data sets led to higher classification
accuracy than both classical NR and the current best
NRS algorithm, FARNeMF. It showed that efficiency
was improved by more than 90% on a relatively large
benchmark data set. The granular computing ball was
also improved, and MGBNRS was proposed to achieve
an even higher efficiency than GBNRS (Venkatraman
and Venkatraman, 2019). A distributed fuzzy-rough set
(DFRS) algorithm for feature selection was discussed
by Kong et al. (2020).

The role of feature space granulation was presented
by Grzegorowski et al. (2017). They evaluated lastly
introduced feature space granulation approaches and
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discussed the meaning of similarity, proximity and
functionality in the context of the physical existence of
granules or potentially derivable attributes.

Li et al. (2016) used classical RS techniques for data
reduction (using core and reduct concepts) in order to
simplify the decision table.

In many real applications, especially when we
consider big data, a number of labels of training samples
are randomly missed, and multilabel classification can
have great complexity and ambiguity. To address this
issue, Sun et al. (2021) proposed a feature selection
algorithm based on multilabel NRSs combined with fuzzy
neighbourhood RSs was proposed. Promising results have
been obtained, but the experiments pointed out that better
classification performance cannot be achieved when the
percentage of missing labels is very high. This implies an
open question, and indicates direction for future research,
which should concentrate on improving classification
performance and decreasing computational costs of the
proposed model for multilabel data with missing labels,
and also finding more efficient optimal search strategies
and uncertainty measures in this approach (Sun et al.,
2021).

7. Rough sets combined with other methods

The section presents selected worth considering results
in combining the theory with the other methodologies
that cover various aspects of big data processing. The
applications are distributed among two subsections related
to merging with similar methods (fuzzy, probabilistic) and
combining with neural network approaches.

7.1. Rough sets merged with similar approaches.
Chen et al. (2020a) proposed an intelligent prediction
model of economic trends index based on an RS support
vector machine. Shan et al. (2016) recommended RST
for decision fusion of incomplete information systems
and proposed a new approach to evaluate the impact
of missing data. The authors introduced an improved
metric called the α-classification quality of approximation
in order to measure the quality of decision fusion with
various identical degrees (IDs). Yang et al. (2017)
proposed a unified framework of dynamic three-way
probabilistic rough sets for incrementally updating
three-way probabilistic regions (positive, boundary, and
negative). D’eer et al. (2016) discussed a semantically
sound approach to Pawlak’s model using a descriptive
language. Luo et al. (2016) focused on efficiently
updating probabilistic approximations with incremental
objects in a dynamic information table. Wang et al.
(2016a) deal with an efficient algorithm for updating
rough approximations with a multi-dimensional variation
of ordered data based on the dominance-based rough
sets approach and the incremental learning strategy.

Selected papers (Ishizu et al., 2007; Krishnamurthy and
Janardanan, 2018; Pierzchała, 2014; Yap and Kim, 2013)
show the connection between ontologies and RST. For
example, Ishizu et al. (2007) generalize the concept of
an ontology by using RST and define a rough ontology.
They built a rough ontology upon the information
system (Pawlak, 1991) and formulated its properties.

Hu et al. (2017b) proposed four algorithms
for updating rough approximations based on fuzzy
probabilistic rough sets over two universes. Luo
et al. (2018) dealt with a formalization of the
dynamic characteristics of knowledge granules with
the cut refinement and coarsening through attribute
value taxonomies in the hierarchical multi-criteria
decision systems. Several uncertainty measures of
neighbourhood granules were proposed by Chen et al.
(2017): neighbourhood accuracy, information quantity,
neighbourhood entropy and information granularity in
the neighbourhood systems. Some rudiments about the
processing of large-amount of data were considered by Hu
and Wang (2008).

An interesting paper by Zhang et al. (2012) presented
an algorithm proposed for knowledge acquisition
using the MapReduce framework from big data in
combination with parallel rough sets (implemented on
the Hadoop platform). In the first step of the proposed
method, they divided decision table S into m decision
sub-tables. Next, based on each sub-decision table,
they computed independently: numbers of elements in
equivalence classes, decision classes and union classes.
Simultaneously, the classes of different sub-decision
tables were combined if their information sets were the
same. Hence, it can be transformed into a MapReduce
problem, and they designed three parallel methods based
on RST for knowledge acquisition.

Hu and Wang (2008) provided a principle and
a method for processing massive data sets based
on RST and granular computing. Sun et al. (2019)
proposed a decision-making method based on fuzzy
theory and Bayesian-rough sets. In the first step in the
above-mentioned approach, a decision-making model was
established. The comprehensive operational efficiency,
cost, cycle and risk were chosen as decision-making
factors. Evidence theory and cloud model theory
were used to optimize the comprehensive operational
efficiency factor. In the next step, a Bayesian RS was
introduced in order to solve the redundancy problem
in decision-making factors. Yun (2014) employed
classical RST to enhance the information processing
capacity, and an electromagnetism-like algorithm can
also avoid a local optimum search in the context of
big data analysis system based on a three-tier structure.
Zhao et al. (2020) dealt mainly with application of RST
and granular computing theory for intelligent evaluation.
Firstly, through the discretization, evacuation situational
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elements and behavioral evolution characteristics of the
crowd were expressed in the form of knowledge, and the
redundant knowledge was eliminated by reduction. Then,
through the rigorous inverse discretization, the rough
set’s meta-rules were reduced to generalized rules with
practical significance. Cui and Gao (2019) carried out
experiments on RS processing outliers in cluster analysis.
Li et al. (2015) introduced a solution called PICKT on big
data analysis based on the theories of granular computing
and RST.

A knowledge acquisition method based on variable
granularity (Zhao et al., 2020) was designed to simplify
the complex data and further improve the reliability of
the obtained rules. Finally, a knowledge base for the
crowd’s evacuation and stability was constructed, the
decision rules were exported, and the interpretation was
generalized.

A discussion about the meaning of similarity,
proximity and functionality while considering the
granules of physically existing or potentially derivable
attributes was presented by Grzegorowski et al. (2017).
The authors showed several examples of utilization of the
granulation structures defined over the feature spaces in
the feature selection algorithms. As a case study they
considered algorithms developed within RST, aimed at
finding irreducible subsets of attributes that are sufficient
to distinguish between the cases belonging to different
target decision classes.

Accelerating standard big data computing is an
essential issue in scientific research. The RS paradigm
may be used for this purpose. The group of researchers
supervised by Ślęzak investigated a new database engine
that acquired and utilized granulated data summaries for
the purposes of fast approximate execution of analytical
SQL statements (Chądzyńska-Krasowska et al., 2017).
Wnuk et al. (2020) presented an approach to data
and information granulation known from the Infobright
Community Edition (ICE) (Ślęzak et al., 2008; 2010;
Ślęzak and Eastwood, 2009)—an analytical database
engine developed in order to minimize the need for
accessing and decompressing the data while resolving
SQL queries and showed how to re-implement them
(ICE’s granulated tables) into other libraries: Apache
Parquet and ROOT. The RS-based approximate SQL
extensions may be used to support knowledge discovery
in databases and business intelligence operations on big
data.

The issues related to the process of global-decision
making on the basis of information stored in several
local knowledge bases was described widely by
Przybyła-Kacperek and Wakulicz-Deja (2013; 2014;
2016a; 2016b; 2017).

7.2. Rough sets and neural network approaches.
During recent years researchers developed some

significant improvements in the classical RS model.
An interesting and very prospective direction combines
RST with neural networks (NNs) in solving many
real-life problems—the so-called rough-neural computing
paradigm (Pal et al., 2004). Hassan (2017) investigated
a new model, where a hierarchy of actors and their
behaviours in social networks deeply learn from an
individual decision table level. The objective of this work
is to propose a model that uses more decision tables and
approximates these tables to a classification system. The
framework introduced by deep rough sets can be regarded
as the first attempt that uses deep learning combined
with rough set methods. In a similar way to classical
RST, the proposed model may be considered as the
sextuple (U,C,D, J, f,W ), where U is the universe of
discourse defined as U = U1 ∪ · · · ∪ Un, and each Ui is
a set of objects in the decision table, C is a non-empty
finite set of attributes that can be divided into subsets of
conditional attributes and D is a set of decision attributes
(Ci∩D = ∅), J a set of deep relations, f is an information
function, W is a matrix of real-valued non-zero weights
such that

∑

i,j ciwij = 1, ∀j ∈ U/C, ci ∈ Cj , and a total
weight w∗

i for decision table can be calculated as

w∗
i = 2c̃i +

∑

Wijcj

where c̃i is the mean attribute value, for the decision table.
The author’s key idea is to replace the indiscernibility

relation I used in conventional RST with a deep relation
J , which is defined for each pair of objects x and y
as (Hassan, 2017)

xJy = f(x, c ∈ C) = f(y, c ∈ C).

Both single and multi-decision tables can be handled by
this model (Hassan, 2017). The proposed architecture
has three types of layers called the decision table layer,
the deep decision system layer, and deep rough neural
layer (Hassan, 2017). To demonstrate the power of the
proposed framework in a practical area, some experiments
were carried out on social networks (represented as a
graph), a Facebook dataset, a Twitter dataset and a
Wikipedia dataset. They showed that with the deep rough
set approach, we can obtain better results measured on
classification rate (the accuracy above 90%).

A similar, but not the same, combination of RS
methods with deep learning has been presented by Li
et al. (2016). The authors developed a DLRSA
model (feature extraction based on deep learning and
situation assessment based on rough set analysis named
SARSA), which can be treated as an extension of the
cyberspace situational awareness (CSA) model. However,
in comparison with the results of, e.g., Li and Shen
(2020), Chen et al. (2020a) or Hassan (2017), RST can
be used in the classical way (Pawlak, 1991) andserve as a
technique for realizing a cyberspace situation assessment
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Table 2. Selected applications with references.
Reference Topic of the selected papers

Yang et al. (2017) A unified framework of dynamic three-way probabilistic rough sets
◦ a novel matrix approach is investigated

D’eer et al. (2016) Rough sets and covering-based rough sets
Qiana et al. (2017) Incremental rough set approach for hierarchical multicriteria classification

Hu and Wang (2008) Algorithms for computing positive region and attribute core based on divide
and conquer method

Wan and Li (2019) Clustering data stream with rough sets
◦ introduces upper and lower approximations in rough sets
to describe the uncertainty of the data stream
◦ lets a time decay model to describe the evolution of data flow

Lu et al. (2019) Method for big data sets of high-resolution earth observation images
Kune (2014) Genetic algorithm based data-aware group scheduling for big data clouds

Sachin and Shubhangi (2015) Parallel RS and MapReduce from big data
Tang et al. (2019) Granular computing based online public opinion

Bello and Falcon (2017), Pal (2020) Addresses the significance of granular computing in several mining applications
◦ an elaborated study on the context of big data
◦ review of machine learning and rough sets

Li et al. (2019) A new privacy protection algorithm in attribute-related data
◦ proposes an information entropy differential privacy solution
for correlation data privacy issues based on rough set theory.

Vluymans et al. (2015) Distributed fuzzy rough prototype selection for big data regression
◦ the work is aimed at learning a regression model
◦ builds over large high-dimensional data sets

Xiaoguang et al. (2018) Neural networks in combination with rough sets
◦ problem of classification of LBS service facilities

Li et al. (2016) Situation assessment based on rough set analysis (SARSA)
◦ classical rough set techniques are used

Hassan (2017) Deep rough sets architecture based on multi-decision tables
◦ integration of different decision tables into deep architecture

Jian et al. (2019) Apply the Apriori-based framework to analyzing data set
◦ rule-based model
◦ estimation of missing values in the data by using the obtained rules

Qiong et al. (2021) Discretization method for high-resolution remote sensing big data
Thuy and Wongthanavasu (2021) Attribute selection method for high-dimensional mixed decision tables

◦ introduces a new concept of stripped neighbourhood covers to reduce
unnecessary tolerance classes from the original cover

to enhance the process of transforming information into
knowledge (Li et al., 2016). It is worth mentioning that
the concepts from the classical rough set approach were
adopted by the authors into specific needs, like the set
of monitoring data in DLRSA which can be perceived
as a conditional attribute set, and the set of situation
values would be regarded as a resulting attribute set (Li
et al., 2016). In addition, all the historical data were
adopted into a decision table form. Simplification of
the decision table and a minimal decision rule induction
based on RS techniques were applied to select situational
factors from monitoring indices. In the process of
SARSA, the participation of experts is necessary for
pattern recognition (they analyze the cyberspace situation
patterns by judging and scoring) (Li et al., 2016).

In the paper of Xiaoguang et al. (2018) RS methods
were used to enhance proper classification of location

based services (LBS)—service facilities. Algorithms
based on classical RTS were adopted for preprocessing
data in combination with neural networks. Experiments
carried out by authors led to some interesting results:
they got the same classification results at the end, but
in the case of preprocessed data, the training time was
shorter, fewer training steps were performed, and a higher
precision was achieved.

In the work of Li et al. (2021) the missing
value was regarded as a decision feature, and then the
prediction was generated for the objects that contained
at least one missing value. The algorithms called
jointly fuzzy c-means, vaguely quantified rough sets
based nearest neighbour imputation (JFCM-VQNNI) and
jointly fuzzy c-means and fitted vaguely rough sets based
nearest neighbour imputation (JFCM-FVQNNI) have
been proposed. The first method clustered the complete
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object set into several groups using a fuzzy c-means
algorithm, and implemented fuzzy similarity relations to
judge the relevance degree of the missing object with its
similar records. The second algorithm can be treated as
the improved JFCM-VQNNI and added the analysis of
the fuzzy membership of dependent features for instances
with the corresponding clusters. The authors carried out
experiments on two complete and three incomplete data
sets provided by the UCI Repository (UCI, 2021).

A novel efficient semi-supervised algorithm
(SSFRCNN) for image classification was proposed
by Riaz et al. (2019). The presented approach fused
the fuzzy-rough c-means clustering algorithm (FRCM)
with neural networks in the overall architecture.
This perspective has not been discussed before, but
several attempts have been made in this way (Deng
et al., 2017; Yeganejou and Dick, 2018; Rajesh
and Malar, 2013). In comparison with other
methods on the representation learning task, the
combination approach (Riaz et al., 2019) dealt with
the labelled and unlabelled data. The later remains
the most strength among the similar methodologies
(Wu and Prasad, 2018; Shi et al., 2015; Zhou
et al., 2014), especially in the context of big
data (Sedkaoui, 2018; Chao, 2018). The authors’
framework (Riaz et al., 2019) applied FRCM algorithm
to learn k centroids from an unlabelled data set U ,
which consists of four important parts: unsupervised,
supervised, and semi-supervised learning modes, and
a task-driven classification layer. The experiments
were carried out on four large-scale benchmark data
sets (ImageNet, MNIST, CIFAR-10 and Scene-15m)
related to the image classification problem and obtained
promising results.

Pal et al. (2019) proposed a granulated deep learning
system for motion detection and object recognition with
linguistic description. In the first step of the methodology,
they performed a granulation on an input image frame fi.
Then, the object Ob and the background models Bg are
computed on the granulated input. In the next step,
the computed Ob and Bg feed a deep neural network
(DNN) for recognition of static and moving objects.
For this task, the authors applied a convolutional neural
network (CNN) due to the known abilities of this neural
architecture for typical image recognition tasks. In
general, the CNN layer takes as an input a raw-pixel
frame, but in this approach the input is in granulated form.
Experiments were done on frames granulated with various
techniques (uniform-sized rectangular granules with
spatial similarities, unequal-sized rectangular granules
with grey level and spatial similarities, and natural
arbitrary-sized/shaped (neighbourhood) granules with
spatio-colour similarity). The comparison of results was
carried out in terms of time and accuracy between the
proposed method, deep learning without granulation, and

other state-of-the-art algorithms.
In the context of artificial intelligence, deep learning

should be considered as a promising, fastest developing
field that creates new interesting directions in the current
research. Many algorithms, approaches, frameworks and
publications have been presented in this area in recent
years, and the general tendency is still growing due to
the obtained new results in different areas. It is worth
noticing that deep neural networks have gained particular
importance as a strong tool for fighting the COVID-19
pandemic among other machine learning methodologies
as show by Islam et al. (2020).

In addition, RST has also been spotted by researchers
for addressing the specific needs using neural networks.
Hassan (2017) presented a deep learning architecture
based on rough sets from a theoretical perspective. Some
interesting results have been achieved by a combination
of the convolutional neural networks (CNNs) with the
fuzzy-rough set approach (Chen et al., 2020b). The
constructed framework called the Type 2 fuzzy rough
convolutional neural network was used as a model for
facial expression recognition problem in terms of the
fuzzy classification task (it varied from a traditional
picture classification).

Finally, a recent book on granular computing using
rough sets and deep learning should be mentioned
(Chakraborti and Pal, 2021). Hybrid methods are applied
for tracking objects from video sequences. Several new
algorithms are proposed and compared with existing
solutions. The content is interesting for video processing
and seems to be also inspiring for other application areas.

8. Summary

The aim of this article is to present recent rough set theory
applications for big data analysis. The presentation is not
restricted to classical RST and the related tools but also
describes applications of novel RST concepts and hybrid
approaches. The diversity of the analyzed applications
caused a division of the application section into three
general thematic fields:

1. Applications of the classical RST,

2. RS usage jointly with the other approaches,

3. RS combined with neural networks.

The first field covers the concepts based on classical RST
in data mining. RST is applied according to its primary
aim, i.e., reducing uncertainty in terms of indiscernibility.
The classical approach can be considered separable as a
concrete phase/phases data analysis process. In this way,
we can improve classification results and use RS for data
preprocessing (e.g. discretization of continuous attribute
values), data reduction (reduct-core computations during
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conducted experiments), approximation of concepts, rule
induction, etc.

Hybrid rough set approaches are significantly
more common due to numerous extensions and
available modifications of the classical RST model,
e.g., fuzzy-rough sets, probabilistic rough sets,
dominance-based rough sets, neighbourhood rough
sets. The majority of such papers provide details of the
modified methodology, proved by various experiments.
RS combined with the well-known frameworks dealing
with processing a large amount of data, like MapReduce
or Spark, is a good example of the approach.

Other techniques, like local rough sets (LRSs)
investigated and developed by Skowron et al. (2018),
can be regarded as a significant contribution to the overall
rough set approach in providing effective, sustainable
and scalable methods for large-scale data analysis. It
seems that LRSs are a very prospective tool for further
applications in big data analysis. To enable LRSs to
more efficiently handle both completely labelled data
and partially labeled data, an enhanced local rough set
framework, called double-local rough sets was proposed
in 2021. It is worth noting that several software tools
and libraries implementing algorithms based on RS, or RS
extensions, were designed and implemented in academic
environments.

The last application field deals with RST extensions
combined with neural networks. This section has been
extracted from hybrid approaches to point out its potential
applicability for big data analysis. These methods achieve
the most promising results in many areas now. Observing
growing big data sets and still increasing popularity of
deep learning among scientists and industry, we claim that
this research field will be increased constantly and provide
promising results in the future.
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