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Abstract

Knowing the outcome of an automated negotiation before it is terminated offers

many advantages. It allows one to change their strategy to obtain a better result, it

gives (multi-issue) negotiators insight into which negotiations are worth the effort

and resources and which are better to terminate, and it can aid in the develop-

ment of negotiating assistants. Despite these advantages, no research has yet been

done on predicting negotiation outcomes. This thesis tackles the challenge of pre-

dicting the outcome of automated negotiations. We limit the scope of these pre-

dictions to bilateral alternating-offer negotiations between two time-dependent

agents.

Our method divides the prediction into two parts. First, the bids made by the ne-

gotiating agents are converted into utility time series. The future trajectory is then

forecast by six time series forecasting methods. Second, these forecasts are used

to find a distribution of the most likely intersection points and, with that, a distri-

bution of the most likely negotiation outcomes. In addition, the network gives the

probability of ending the negotiation with an agreement.

In general, neural networks performed best in both time series forecasting and

outcome prediction, achieving an F1-score of 0.876. We found that negotiation

time series are difficult to predict for classic statistical models, as the series have

a low level of predictability. The predictability of time series can be improved by

applying a behavior-based strategy, which we model by introducing a learning

rate.

Our work shows that neural networks are a promising direction for automated

negotiation outcome prediction. We believe these results are only the beginning

of their capabilities and can further be improved by experimenting with more

network architectures and negotiation settings. Therefore, we encourage other

researchers to take the next steps to improve our results.
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1. Introduction

Throughout history, negotiating has always been a staple of human decision

making. Of all our modes of conflict management, it has proven to be one

of the most flexible and effective tools for managing social and economic

expectations [1]. As society evolved and human social circles grew bigger,

the need to detect and protect oneself from potential threats and deceptions

grew. At the same time, the need to be equally strategic in one’s own deal-

ings grew with it [2]. In fact, not all negotiations are quite as obvious as

they seem at first glance. Even so, they still play an essential role in our

daily lives [3]. Some applications are obvious, such as salary negotiations

or marketplace haggling, and some are less obvious, such as deciding on a

vacation destination with peers. The widespread prevalence of negotiating

is not exclusive to humans either. Over the last decade, the field of Auto-

mated Negotiating has become an active area of research within computer

science [4], [5]. Automated agents can alleviate much of the cognitive load

associated with human negotiations, making them valuable assistants for

human negotiators [6]. An added benefit of automated negotiations is that

they are not influenced by psychological factors, as is the case with regu-

lar ’human’ negotiations. Two of the same negotiating agents arguing over

the same matters should come to the same outcome consistently (disregard-

ing some programmed in randomness and agents purposely made to be er-

ratic). In addition, computer systems often must negotiate with each other

when dividing resources or coming to a mutual decision. Take, for example,

energy contract negotiations [7], logistics and transportation [8], or even the

communication of Mars rovers [9].
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1.1 Predicting the outcome

1.1 Predicting the outcome

While much effort has been put into implementing and designing negoti-

ating agents and environments [10], as well as strategies [11]–[13] it is still

largely unclear what tactics in an automated negotiation lead to which out-

come and how an ongoing negotiation can still be influenced to steer to-

wards different outcomes.

Gaining a stronger understanding of how to reach a certain negotiating

result may prove paramount in both automated and normal negotiations.

That is, being able to influence these outcomes gives an obvious tactical ad-

vantage to the party using it, steering the negotiation in a direction they

deem preferable. Similarly, the negotiation could be directed towards a

Pareto-efficient outcome, providing a mutual benefit for all involved par-

ties. In addition, finding the optimal tactics or negotiation parameters may

just be the required step to ensure that the negotiation does not terminate

without an agreement at all.

Outcome prediction can also aid negotiators in one-to-many negotiations.

Knowing where one of these negotiations is headed can inform decisions

made in the other negotiations. Say, for example, a party is negotiating to

buy resources in bulk from two different suppliers. If they already know

that one negotiation is heading towards a good outcome, they may attempt

to reach an even better outcome in the other negotiation and try their luck

with a riskier strategy. Conversely, if they already know that one negotia-

tion is heading south, they can attempt to ensure that the other negotiation

at least ends in an agreement. An agent having insight on a negotiation’s

direction can also prove to be a good assistant for human negotiators, ad-

vising them on what offers result in which outcomes. These tactics may be

applicable in any field that requires some form of negotiating such as poli-

tics, business, autonomous systems, and much more.

The mechanics underlying automated agents, algorithmic computations,

are deterministic in nature. Given the same input, these should consistently

give the same output. This is one way in which automated agents differ-
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Introduction

entiate themselves from human negotiators. Statisticians and computer sci-

entists have already developed a wide range of tools for the prediction of

various types of similar data, to great success [14]. These methods, when

applied to automated negotiation, could prove worthwhile in improving

the understanding of automated negotiations and add to the body of in-

struments available to improve agent behavior.

1.1.1 Key Concepts

An automated negotiation is any negotiation involving automated agents.

These agents negotiate with each other in a setting that defines the context

of the negotiation, a so-called domain. This domain defines a set of issues

over which agents can reach a mutual decision, each issue having a set of

values. Say, for example, two agents are negotiating over the details of a

wedding. This would make the wedding the domain in which the agents

negotiate. The issues in this domain may be the wedding location, the deco-

rations, or the music. For the wedding location issue, some values could be

a church, a forest, or a castle. All possible combinations of values over these

issues together define the outcome space of the negotiation. When an agent

proposes one of these combinations from the outcome space as a resolution

to the negotiation, this is called a bid.

Each agent has a set of preferences over the possible outcomes. For every

option within an issue, the agent has an associated numerical value indi-

cating how much they prefer this option. This is the utility function of an

agent, which defines the total utility the agent gets from a negotiation out-

come.

Like real negotiations, automated negotiations can also take place in various

contexts. The first important distinction is the number of agents that have to

decide on the issues. In this thesis, we will focus on bilateral negotiations,

which are negotiations between two agents. Another important distinction

is the protocol used to guide the negotiation, which decides the rules about

making and accepting offers. This research will focus on the stacked alter-

nating offers protocol. This protocol has its agents alternate in sending bids
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1.1 Predicting the outcome

back and forth until one agent uses its turn to accept the bid of the other.

1.1.2 Time

Negotiations cannot continue indefinitely. Every negotiation has a dead-

line associated with it, either defined temporally (usually in seconds) or by

means of a round limit. If time runs out before the end of the negotiation,

both agents receive their reservation value. The reservation value is the

minimum utility score obtained in every negotiation, which can be zero.

Additionally, some negotiations apply a discount factor that penalizes ne-

gotiations that end late.

Under the threat of these penalties, time greatly influences the strategies

of negotiating agents. Early in the negotiation, agents enjoy the space to

try and influence their opponent, as well as gauge their strategy. Usually,

this stage has agents reluctant to concede, while nearer to the end of the

negotiation, an agent may be more inclined to settle for less. In addition, the

choice of time unit can also affect the strategy employed by agents. Where

a set round limit gives the agent a clear view of how much space for bids is

remaining, a time limit leaves more uncertainty as every round may vary in

duration.

1.1.3 Technical challenge

An agent in an automated negotiation strives to get the outcome that re-

wards it with the highest possible utility. However, since all agents must

agree on the outcome, agents (usually) cannot simply get the result they

most desire. Rather, they attempt to find an outcome that can satisfy all

participants. Throughout the negotiation, agents (ideally) concede some of

their utility in hopes of appealing to the utility of the other agent. A bid

that cannot be further improved in utility for either agent without the other

agent losing utility is called Pareto efficient. Multiple bids in the outcome

space can be Pareto efficient, and together define the Pareto frontier. From

an outside view of the negotiation with full knowledge of all utility func-

tions, these concessions may look as in figure 1.1.
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Introduction

Figure 1.1: Outcome space as shown in the genius environment after a negoti-
ation. Both axes show the utility of 1 agent. The blue and green lines show the
bids made by the agents. In purple, the Pareto frontier.

As can be seen here, both agents may start at their best option (maximum

utility) and then slowly explore other options while conceding small parts

of their utility until an agreement is reached. However, an agent does not

have this complete view, as they are only given their own utility function.

Based on the opponent’s bids, they may estimate their opponent’s utility

function using an opponent model. An opponent model is an approxima-

tion of the opponent’s utility function. However, this opponent model is

not guaranteed to provide an accurate estimation of the opponent’s utility

function. When taking into account the utilities belonging to a single agent

within the negotiation, the negotiation can be modeled from the perspective

of that agent only. This is done by modeling the utility received from their

own concessions and the utility received from their opponents’ bids over

time. An example can be seen in figure 1.2.

In this example, the agent has a clear downward concession curve, while the

opponent is seemingly trying a wider palette of offers, increasing both the

minimum and maximum received utility for the offers and in turn widening

the scope of the function. In essence, the task of predicting the negotiation

outcome is about finding the point where the utility received from the oppo-

nent and the agent’s own concession strategy intersect. In many cases, the

agent tries to adjust their concessions based on their opponent by means of
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1.1 Predicting the outcome

Figure 1.2: Utility curves of a single agent during a negotiation. In orange, the
agent’s own bids, in blue the opponent’s bids.

an opponent model. If done effectively, this would cause the received utility

from the opponent to trend upwards, such as in figure 1.3.

When the different factors of an automated negotiation are unpacked like

this, what is left are utility graphs of the agents’ bids over time. These are

time series. As such, these series may be possible to predict by applying

time series forecasting (TSF). A great deal of statistical research has already

been dedicated to the forecasting of various types of time series [15]. We

will build upon this knowledge and apply these techniques to the field of

automated negotiations. If we can find the intersection of these forecasts,

this will serve as a prediction of the final outcome of the negotiation. Taking

into account the perspective of a single agent, this comes down to:

1. Using the utility concession of our own agent as a single time series,

forecast the future trajectory of this series.

2. Using the utility received from the bids made by the opponent as the

other time series, forecast the future trajectory of this series as well.

3. Predict the outcome by finding the intersection between both time se-

ries with an intersection method. This outcome consists of a utility

prediction and an agreement probability prediction.
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Introduction

Figure 1.3: Utility curves of a single agent during a negotiation. In orange,
the agent’s own bids, in blue the opponent’s bids. The opponent’s bids trend
upward, indicating a working opponent model from the other agent.

1.2 Existing Approaches

Predicting future bids in an automated negotiation has been attempted be-

fore. Thus far, similar research has primarily focused on predicting the op-

ponent’s next bid, usually with the aim of increasing performance for the

agent. Williams et al. do this using Gaussian processes [11]. Chen et al. com-

bined Gaussian processes with transfer learning to predict bids [12]. Yesevi

et al. employ an LSTM and transformer network to predict future bids from

the opponent [16]. Another direction is taken by researchers who attempt to

predict the opponent’s strategy. Hou uses nonlinear regression analysis to

predict the behavior of negotiation agents based on the Boulware-Conceder

model[17] as introduced by Faratin et al. [4]. Similarly, Sengupta et al. use

strategy templates with learnable parameters to estimate opponent tactics

[18]. On top of this, they also use deep reinforcement learning to estimate

the opponent’s threshold utility. Li et al. opt for using a deep learning-

based approach to predict the opponent’s strategy by feeding time series

data into an RNN [19]. Although not predicting the outcome itself, Ilany

and Gal predict the performance of negotiation algorithms for different do-
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1.2 Existing Approaches

mains so that the best strategy can be chosen [20]. Evidently, there have

already been many different types of research regarding the prediction of

(opponent) agent behavior. However, this research has not yet focused on

predicting the outcome of the negotiation itself, most of it rather opting for

short-term predictions. Therefore, tackling this issue is a novel endeavor

within the field of automated negotiations and is a worthwhile addition to

the body of research. These approaches will be discussed in more detail in

chapter 2.

11



Introduction

1.3 Research Question

The research question at the core of this thesis is:

Research Question

How can we best predict the outcome of an automated negotiation?

We address this problem by developing a framework for the prediction of

automated negotiations. This framework consists of two smaller steps that

together form a solution to our problem. The first step here is to forecast the

agent’s utility graphs. Each agent has their own utility graph that contains

the utility of their bids thus far. This information can be used to forecast

the future bids both agents will make by using time series forecasting tech-

niques. Generating these forecasts is the first component of our framework.

As such, the first sub-question is the following:

Research Question 1.1

How can we best predict the utility time series of the agents partici-

pating in a negotiation?

When these individual utility graphs can be confidently predicted, the next

step in our framework is to use the forecasts to estimate where the graphs

will intersect. Presumably, the intersection of the graphs gives us the fi-

nal outcome of the negotiation, since both agents agree that this utility is

deemed an acceptable outcome. When given a probability distribution with

the prediction of the utility graphs, multiple plausible outcomes of the ne-

gotiation can be predicted. In this case, the negotiation outcome predictions

can also be given a confidence measure to indicate how likely this outcome

is, as well as an agreement probability score. This makes the second sub-

question:

Research Question 1.2

How can we best predict the outcome of an automated negotiation

based on time series forecasts of utility graphs?
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1.4 Thesis Outline

This thesis will investigate to what extent such a framework can be used

for the prediction of automated negotiation outcomes. This will be done

by applying multiple state-of-the-art forecasting methods to the framework

and evaluating their performance in outcome prediction.

1.4 Thesis Outline

Chapter 2 gives an overview of the relevant literature and places the cur-

rent research in the context of the wider field of (automated) negotiation. It

also introduces and explains key concepts used within the Thesis. Chapter 3

goes into detail about our proposed solution and gives a technical overview

of the solutions. Chapter 4 discusses the main experiments carried out in the

thesis, as well as some preliminary experiments. Chapter 5 discusses the re-

sults of these experiments in depth. Chapter 6 places the results in a larger

scope and discusses the limitations of the research. Chapter 7 gives our

final thoughts on the research, as well as suggestions for future research di-

rections that may prove worthwhile for automated negotiation prediction.

13



2. Literature Review

This chapter introduces the literature from which this project draws inspira-

tion. It also gives an overview of research on related topics. The relevant lit-

erature for the project includes other research into making negotiation pre-

dictions. This includes predictions of various aspects of negotiations, but

especially research on bid prediction for automated negotiations is relevant.

This is because it faces similar challenges and uses similar solutions. The

technical literature important for our methodology will also be introduced.

2.1 Predicting Classical Negotiations

Attempting to predict the outcome of a negotiation before it is terminated is

not a novel endeavor in itself. Negotiations are a game of strategy where in-

formation is key, so naturally any additional source of information is highly

valued. Knowing the potential outcome of a negotiation gives a tactical

advantage to the party using it, and thus has been thoroughly studied for

the classical "human" case. Van Poucke et al. point out several ’reference

points’, factors that influence the final outcome of a negotiation [21]. The

research makes a distinction between two types of reference points. Refer-

ence points that are outside the control of the negotiators, such as market

value, are called external reference points. Internal reference points, on the

other hand, are those set by the negotiators themselves. They include the

reservation & aspiration prices and the opening offer. The reservation price

is the lowest offer that a negotiator is willing to accept. Here, the negotiator

is indifferent about the offer, as it neither improves nor decreases its utility.

The aspiration price is the highest outcome for which a negotiator aims that

has a non-negligible probability of being accepted by the other negotiator.

Thus, it is the best outcome that can reasonably be expected. Van Poucke

finds that, in human negotiations, opening offers account for 57% of the

14



2.1 Predicting Classical Negotiations

variance in the outcome of negotiations. Since this research deals with au-

tomated negotiations in a simulated environment, external reference points

are ignored since everything takes place within the confines of a simulation

program. Therefore, the negotiating agents have full control over the out-

come. However, simulations do contain parallels for the internal reference

points. Many negotiating agents set a reservation value themselves in the

form of a utility that they will not go under. The opening offer is prede-

fined by the domain used in automated negotiations, as agents often start

with whichever bid gives them the highest utility. Despite these parallels, it

is questionable at best whether the same theory about negotiation outcome

prediction can be applied to automated negotiations. Classical negotiations

rely heavily on human psychological processes for their outcome [22], [23],

while fully automated negotiations strip the human aspects of a negotiation.

An automated agent will not be as influenced by the psychological effects

of anchoring or perspective taking as humans often are [24], [25].

Moosmayer et al. tried their hand at using a neural network to predict

classical negotiation outcomes and study the relationship between reference

points and outcomes of business-to-business price negotiations [26]. They

found that neural networks provide a better tool for these predictions than

linear regression models, as neural networks were able to capture the non-

linear relations between reference points and the outcome of a negotiation.

This shows that there is potential for machine learning-based methods in

negotiation prediction, largely because of their ability to find patterns and

nonlinear relations in large data sets. Although again hard to compare to

our case, it is plausible a similar approach can extract reference points or

other values from an automated negotiation to predict the outcome.

Connecting the realms of automated and classical negotiations, there is a

growing body of research on automated agents that negotiate with humans

in natural language. For example, to study the effects of COVID-19-related

stress in negotiations [27]. In an attempt to improve such natural language

bots, Chawla et al. analyzed the language used in bilateral buyer-seller ne-

gotiations and used this data to train a prediction model (BERT), which at-

tempts to predict the outcome of these classical negotiations [28]. Future
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negotiation systems may be able to combine the research of Chawla et al.

and this thesis to make accurate predictions for agent-assisted classical ne-

gotiations.

In general, classical and automated negotiations are difficult to compare,

and thus the methods that work for the prediction of classical negotiations

cannot be applied to automated negotiations as such. However, they can

inspire prediction methods for automated negotiations.

2.2 Predicting Automated Negotiations

As is the case for classical negotiations, automated agents also benefit from

a surplus of information. Because data can be extracted from automated

negotiations relatively easily, there are various studies which use this infor-

mation to make predictions about automated negotiations. A smaller step in

predicting a complete negotiation is predicting the opponent’s offers. Since

being able to predict the coming offers of an opponent can prove a worth-

while tactical advantage in a negotiation, multiple methods have been de-

veloped for offer prediction. The methods used here may be useful in our

research as well, as a successful offer prediction can be a stepping stone to

predicting the negotiation outcome.

One of the older attempts at predicting bids was done by Carbonneau et

al., who used pairwise issue modeling to predict the counteroffers made

by opponents. This was done by training a network to use negotiations

similar to the current to predict the next negotiation offer [29]. Williams et

al. used a Gaussian process to estimate the concession rate of an opponent

[11]. This was done by recording the best utility, according to the agent’s

own utility function, offered by the opposing agent within a set window

of time (e.g., the best offer between t=0 to t=5, t=5 to t=10 etc.). These best

offers should ideally continue to get better with the opponent’s concession.

Williams argued that only the best offers have to be recorded instead of

every offer, as the best offer indicates the highest utility the opponent is

willing to settle for, and thus is guaranteed to be achievable. This data is

then used to model future concessions with a Gaussian process, which gives
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2.2 Predicting Automated Negotiations

both a prediction and a measure of confidence in this prediction. Williams

does this for a discounted negotiation setting, as the concession rate is of

higher importance here than in a regular negotiation. An agent integrating

this method into their opponent model managed to achieve a good score

in a tournament against other agents. Although not exactly applicable to

predicting a negotiation outcome, Williams’ intuition to only consider the

best offers made by the opponent and to integrate a confidence interval in

their analysis proved useful for their case. Chen et al. also apply Gaussian

processes, but use them in combination with transfer learning to improve

agent learning behavior [12].

Another method for predicting opponent bids is explored by Yesevi et al.,

who employ two deep learning-based approaches [16]. Namely, a long

short-term memory (LSTM) network and a Transformer network. They

use a sequence of utilities to feed into these networks using a sliding win-

dow approach, where the size of the window determines the number of

past bids included in the input. For each method, a secondary network is

trained which considers an opponent model in its input as well. This is

done to investigate whether its utility predictions improve when auxiliary

information is taken into account. Another network, with inputs similar to

the latter, is trained for the purpose of predicting what utility the opponent

gets from their own bids. The networks are trained separately for different-

sized domains (small, medium, and large), plus one network trained on all

sizes with 600 different negotiations. An evaluation was done on the cor-

responding domain sizes for 60 negotiations. Notably, the general network

performed better than the domain-specific networks, achieving an RMSE

of 0.08. Moreover, using additional inputs slightly improved performance,

indicating that an opponent model can be beneficial for such predictive net-

works. There was no significant difference between the performance of the

transformer and the LSTM network. These methods give a good indication

of the possibilities in feeding machine learning algorithms the traces of bids

made to predict future bids. An important distinction, however, is that these

methods only aim to predict one bid ahead, whereas this research aims to

predict the complete negotiation.
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It is not just bids that can be predicted. Many researchers attempt to predict

the opponents’ strategy and adapt accordingly. One of the first attempts

to recognize strategies in automated negotiations was made by Hou [17].

Hou applied a nonlinear regression analysis to discriminate between three

families of negotiation tactics (also see 2.2.1), and predict the tactic used

by the agent. For the time-based tactic, for example, the model differenti-

ates between conceder, boulware, and linear models. This work is similar

to that of Brzostowski et al., who also use a nonlinear regression analysis

to predict the behavior of opposing agents [30]. They, however, use four

models from which to choose when predicting the opponent’s strategy. As

early examples of such behavior prediction, these articles already show an

improvement in performance for agents using a regression analysis.

In a more recent paper, Li et al. use a recurrent neural network trained

on negotiation time series [19] to predict strategies, quite similar to the ap-

proach of Yesevi et al. They compiled a large data set of negotiation time

series by having their own agent play with a Tit-for-Tat strategy against op-

ponent agents who may play any strategy. The time series belonging to

the opponent is saved together with the strategy applied by the opponent.

These time series-strategy combinations are then used to train a recurrent

neural network with an LSTM cell of 64 extracted features. The network

can be used to recognize the strategy that belongs to a time series from a

total of ten distinct strategies. The choice for a recurrent neural network is

made as they are well suited for handling sequential data. The trained net-

work achieves promising results overall, although still scores low accuracy

for certain strategies. Even more important than the opponent’s strategy

perhaps is the strategy choice of your own agent. To improve strategy selec-

tion, Ilany and Gal devised a meta-agent that predicts the performance of

different negotiation strategies while the negotiation is running [20]. Their

agent uses the multi-armed bandit algorithm to test different negotiation

strategies at runtime and choose the best strategy for different opponents.

The meta-agent was able to pick the best strategy against many of the final-

ists in the ANAC negotiation competition.

In general, a clear trend can be seen for the prediction techniques that make
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2.2 Predicting Automated Negotiations

Challenge Research
Predicting Classical Negotiation Outcomes Van Poucke et al, Moosmayer

et al,
Predicting Hybrid Negotiation Outcomes Mell et al, Chawla et al.
Predicting Automated Negotiation Offers Carbonneau et al, Williams et

al, Yesevi et al.
Predicting Automated Negotiation Strategies Hou et al, Brzostowski et al,

Li et al.
Predicting Automated Negotiation Outcomes This Research

up the related work. Most of them analyze the time series consisting of the

bids made by the negotiating agent, and use these to train a prediction al-

gorithm. The more recent research often chooses to use a sequential deep

network such as an RNN or LSTM, as these types of networks have booked

recent successes in many domains, especially those dependent on time se-

ries data. Therefore, sequential deep neural networks will also be chosen as

our primary method for predicting negotiation outcomes.

2.2.1 Negotiating Strategies

Faratin et al. defined 2 general tactics in automated negotiations [4]. Time-

based strategies and behavior-based strategies. In a time-based strategy, the

agent will base its next bid on the amount of time remaining for the ne-

gotiation, often opting to explore more options when time runs out. In a

behavior-based strategy, the agent will base its bid on the opponent’s bids.

A well-known example of this is Tit-for-Tat, where the agent will behave

cooperatively against a cooperative opponent and vice versa. Keskin et al.

propose a third class of strategies, namely one that combines both time-

based and behavior-based strategies [31]. Although these three categories

are the highest-level classification of strategy types, more strategy types can

theoretically be defined depending on the criteria used. Some strategy types

are easier to predict than others; thus it is important to consider which types

to include in this research.
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2.3 Time Series Forecasting

A good candidate for predicting negotiation outcomes is time series fore-

casting. This is because the bids made by the agents can be modeled as a

series of data points ordered in time, as in [11], [16]. These data points can

then be used to train an algorithm to forecast the agents’ future utility graph.

Various methods exist with which to perform TSF. Generally, most methods

can be categorized as either classical statistical models or machine/deep

learning models. In this research, both types of methods will be tested.

2.3.1 Characteristics of Time Series

To properly analyze a time series, its characteristics must be carefully con-

sidered, as these strongly influence the optimal forecasting method. There

are several common traits for a time series that are often considered in quan-

titatively describing a time series. Some of these terms can be somewhat

counterintuitive, so it is good to get comfortable with these terms.

First, trend. Arguably the most straightforward property, trend describes

the directionality of the time series. Usually, a trend in the data can be no-

ticed with simple visual inspection but is also detectable by analyzing the

long-term behavior of the data. If the mean shows a clear change over a long

period, this implies a trend in the data that may be upward or downward.

Trend can be linear, but it does not have to.

Second, seasonality. A time series is seasonal if it shows a regular change

in behavior with a set frequency. For example, something happens every

year, week, or 10 minutes that affects the value of the time series. Important

here is that this frequency is constant. If not, the time series may instead be

cyclic. A cyclic time series is one that shows regular changes in an oscillat-

ing pattern that is not related to any frequency.

Third, stationarity. A stationary time series is one whose statistical prop-

erties, usually its mean and variance, do not depend on the time at which

the series is observed [32] and thus do not have any trend or seasonality.

Note that a cyclic time series can in fact be stationary, as the cycles appear
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at (seemingly) random moments, and thus before we observe the cycles we

cannot be sure when they will appear. For a number of applications in time

series analysis, a time series must be made stationary to be analyzed. This

can be done by differencing the time series. A time series can be differenced

by computing the differences between consecutive observations. These dif-

ferences form the new time series. It is possible that this newly created time

series is still not stationary. In this case, the time series is differenced until it

is no longer stationary. To test whether a time series is stationary and how

often it must be differenced to be made stationary, a Unit Root Test can be

used, as well as analyzing an Autocorrelation (ACF) plot [32], [33].

2.3.1.1 Predictability of Time Series

To be able to apply any time series forecasting method to a time series, the

time series must be predictable. Whether a time series can be predicted de-

pends on some key characteristics and is not always clear from a simple

visual inspection, nor is it a binary condition. Rather, the predictability of

a time series exists on a continuous spectrum. Due to the diversity in both

types of time series and methods to predict them, the latter still increas-

ing with the development of neural models, most attempts to quantify pre-

dictability have been highly specific to certain fields. Take, for example, the

macroeconomic approach of Diebold et al. [34] or the ecological approach

of Pennekamp et al. [35]. Xu et al. recognize the difficulty in accurately

gauging the predictability of (highly random) time series and pose an open

challenge for future studies to tackle this question [36]. While the question

of time series predictability (for automated negotiations or otherwise) will

not be solved within the pages of this thesis, it is good to have some indica-

tion of what does or does not constitute a ’predictable’ time series.

A basic yet robust test of the predictability of a time series is whether it can

be described with a ’random walk’ model [37]. Most famously used as an

argument against trying to predict the stock market [38], a random walk

model describes a time series that can move in multiple directions (in our

case up and down) with some probability p. This probability is often mod-

eled as a series of white noise w(t). Unlike a simple series of random num-
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Figure 2.1: Autocorrelation plot of a random walk time series with 1000 steps.
Image adapted from [39]

bers, a random walk depends on its previous value y(t− 1)to determine the

next. Thus, a random walk can be described by: y(t) = y(t − 1) ∗ w(t).

This randomness makes such a time series difficult to predict as the next

value the series will take cannot be inferred from any of the available data.

As such, it is important to verify that our series are not random walks. Al-

though easy to describe, determining whether a time series is a random

walk can be quite challenging. Several tests can be run to determine whether

a time series can be classified as such. The primary test is that of autocorre-

lation. An autocorrelation plot describes the correlation between an obser-

vation at a time step and the previous observations at earlier time steps. It

describes how well an observation can be inferred on the basis of other ob-

servations. Since the value of an observation in a random walk is dependent

on its previous value, an autocorrelation plot will show a high autocorrela-

tion with time step t − 1 and show a linear fall from that point on. A typical

autocorrelation plot for a random walk may look like figure 2.1.

Additionally, all random walk processes are non-stationary. This is, once

again, because the current observation is a random step from the previous

observation. A non-stationary time series does not have a consistent mean

over time, which also serves as an indication of a random time series.
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Figure 2.2: Example of a white noise autocorrelation plot. Notice how all auto-
correlation are underneath the significance line at +- 0.2.

However, that is not the only thing an autocorrelation plot can detect. An-

other important property to look out for when assessing the predictability

of a time series is whether it shows characteristics of white noise. A white

noise time series draws every step from a random distribution. It has no

correlation between time steps at all, and thus the autocorrelation plot will

show no strong correlation for any range. As such, an autocorrelation plot

for this type of time series will show that most autocorrelations are close to

zero [32]. See image 2.2 for an example of a white noise autocorrelation plot.

A time series showing random walk or white noise characteristics is not un-

predictable per definition. However, it is difficult to do this with classical

autoregressive methods, as these methods only consider other observations

within the same plot. However, there may be other indicators outside of the

plot itself that can assist in predicting future values of the series. A common

method to test this is Granger causality. A signal "Granger-causes" a differ-

ent signal if past values of one can inform future values of the other [40].

Granger causality is, however, still highly dependent on the time dimen-

sion (only observations earlier can predict observations later), and lacks in

its ability to find nonlinear relations. Makridakis et al. showed in their M-

competition paper that deep learning models scored best for noisy, nonlin-

ear, and trended data [41]. So, for data that seems to have low predictability,
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deep learning may provide a solution.

2.4 Deep Learning

Deep learning is a subsection of machine learning techniques that has gained

much popularity in many different fields over the last decades. From the re-

cent boom in generative AI [42], [43], to image and speech recognition [44]

or even genomics [45], deep learning appears to be embedded in most tech-

nology in some way or another. There are many types of deep learning

models and architectures, but they all share the same basic building blocks.

The most basic deep neural network is the (feedforward) multi-layer per-

ceptron (MLP) [46]. An MLP consists of many small units called neurons. A

neuron receives input, makes some calculation (usually a summation) with

the input, and passes the result of this calculation through some activation

function to generate an output.

Figure 2.3: Schematic view of a Neuron. Image adapted from [47].

In a DNN, these neurons are connected in layers to perform complex calcu-

lations. The structure of a typical MLP has a series of input neurons through

which the data is fed first. These input neurons connect to neurons in sev-

eral (usually fully connected) hidden layers after which they reach the out-

put layer. This output layer makes the final prediction based on the data that

is fed into the network and computed by the individual neurons. A large

neural network may have up to millions of neurons in the network. The

connections between neurons all have an associated weight. This weight is

a multiplication factor that decides how strongly one neuron that is fed into

another influences this neuron. Next to the weights are the biases, an addi-
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tive factor that is added to the neuron’s calculation. The weights and biases

are the part of the network that is updated when the network is "learning".

It is learning the optimal values for the weights and biases to generate a

correct output.

Figure 2.4: Schematic view of a Multi Layer Perceptron. Image adapted from
[48]

The activation function was already briefly mentioned. It is a mathematical

function that transforms the output of a neuron. There are many different

ways to do this, the most important feature is that it introduces a nonlin-

earity in the network, as the simple summation function with weights and

biases is still only a linear function. Due to this, the network can generate

nonlinear outputs, which are required for most classification tasks.

A supervised DNN trains by comparing the output to the true label by

means of a loss function. This loss function represents the error between

the generated and true outputs. It is this error value which must be mini-

mized by the learning process. There are many loss functions, and the one

used is mostly dependent on the type of output generated by the network.

The error value is minimized, and, in turn, the weights and biases are up-

dated by a process called backpropagation. This process will be explained

further in section 3.2.4.

2.4.1 Deep Learning for TSF

Time series forecasting is no exception to deep learning’s newfound glory.

The most recent M-competition, a competition set up by Makridakis et al.
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that demonstrates the latest advances in TSF, saw that on average deep

learning models outperform statistical models [41]. These results still are

highly dependent on the content of the data. However, in general, the ad-

vancement of deep learning models is undeniable. Although classical statis-

tical methods are driven by domain expertise, modern deep learning meth-

ods can find patterns in time series and predict them based on a purely

data-driven method [49]. Because of this, deep learning methods are less

dependent on the precise structure of data, being able to adapt to various

data structures and characterize this data. This, combined with the abun-

dant availability of libraries and software packages for deep learning and

the steadily increasing amount of data available in nearly all domains [50],

[51] makes deep learning a viable contender for many data prediction en-

deavors. This also applies to our research. A desirable quality of deep learn-

ing is its ability to learn from previous prediction results and apply this to

future predictions, whereas statistical methods can only take into account

the time series they are currently predicting. Classical TSF methods rely

on the careful tuning of a model, taking into account statistical parameters

like trend and seasonality to design the perfect model for the time series at

hand. This is not only labor-intensive, but must be done for each individ-

ual time series. When there is one long time series that must be predicted,

such as the sales of a certain product over many years, this is not a problem.

However, one may imagine many cases in which it is desirable to predict

many related time series, rather than one big one. This is also the case for

this project, where a large amount of relatively small but related time series

must be predicted. These time series can behave quite erratic, seemingly

lacking a clear pattern or trend within the data at first grasp. This is why

learning is an important feature, as it is only with the experience of many

negotiations that the behavior of the agents and the shape of utility graphs

can be understood better. Ideally, a deep learning predictor should start

to understand these patterns throughout different negotiations and apply

its gained knowledge to predict novel ones. However, these data-driven

methods are also not without drawbacks. The complexity of deep learning

networks makes them more involved in setup and training, and flaws in the
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network are considerably harder to detect and solve.

2.4.2 Long Short-Term Memory

In domains dealing with temporal data, recurrent neural networks (RNNs)

have become the de facto deep learning tool for prediction problems [52].

RNNs set themselves apart from regular deep learning networks by their

cyclic architecture. Where a classical neural network feeds information for-

ward through its layers, an RNN introduces lateral and backward connec-

tions between neurons. Because of these connections, the flow of informa-

tion within an RNN is multidirectional. This makes a trained RNN espe-

cially well-suited for sequential data, such as time series. The field of natu-

ral language processing has also seen improvements after the adaptation of

RNNs, particularly the improved-upon version of an RNN, the long short-

term memory or LSTM network [53], [54].

LSTMs are an improvement on RNNs, as they solve the vanishing gradients

problem. When training a neural network using backpropagation, the gra-

dients that are used to calculate the derivative and update the weights of the

networks can become vanishingly small. Therefore, the network cannot be

trained anymore. LSTMs solve this by introducing memory gates in their

architecture. For brevity’s sake, we will not go over their functionality in

detail. Importantly, the last decade has proved fruitful for LSTM research,

achieving results in various domains [55]. Their gated architecture makes

them able to capture far more nuanced properties of the data on which it is

trained. However, they are not wholly without problems. Like most deep

learning methods, LSTMs take up a lot more memory than simple statisti-

cal methods. This is especially true here, as LSTMs have a more involved

architecture, with more parameters to train. This in turn causes the training

process to also use more computational power and makes the model more

difficult to interpret than a simpler RNN. On top of this, the large number of

parameters also makes the network prone to overfitting, making it perform

very well on the training set but poorly on any data outside the training

set. Moreover, LSTMs, while solving the vanishing gradient problem, can
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still suffer from the complementary ’exploding gradient’ problem, where

the values for the gradients get too large. This results in the model being

unable to improve its parameters and learn.

2.4.3 GluonTS

GluonTS is an open source library for deep learning-based time series mod-

eling developed by Amazon Web Services [56]. GluonTS itself is not a deep

learning model, but rather a tool for using other deep learning models and

developing your own. It comes with a large library of pre-made models

based on architectures from various deep-learning papers, including RNN,

LSTM and Multi-Layer Perceptron (MLP) models. These models can be

trained on custom data sets to adjust the associated weights. Because the

tool is made specifically for TSF, it greatly simplifies the creation and test-

ing of models. Its models are specifically made for probabilistic forecasting,

meaning that they will give a distribution as output for its prediction, rather

than just a single point in time. The different distributions available include

common parametric distributions, such as Student’s T, Gaussian, gamma,

and negative binomial. To learn a distribution, the model needs to learn the

associated parameters of the distribution. For example, if a Gaussian dis-

tribution is generated, the mean and variance of this distribution must be

learned. To achieve this, every distribution comes with a special class that

maps the output of the model to the parameters of the distribution, compa-

rable to introducing an extra layer on top of the network. The distribution

parameters are then optimized along with the rest of the model, and thus it

learns the distribution parameters for each time step in the series.

2.4.4 DeepAR

Of the many models with which GluonTS comes, DeepAR is the best candi-

date for the problem at hand [57]. DeepAR is a recurrent neural network

with some LSTM functionalities that builds on previous work in proba-

bilistic forecasting, and was found to be the best performing deep learning

model in the M-competition [41]. It is most applicable for large data sets of
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related time series. For such cases, it learns by training on these related time

series jointly and as such generalizes to be able to predict similar time series

accurately. Salinas et al. describe four advantages that separate DeepAR

from other (deep learning) forecasting methods:

1. The model learns dependencies and seasonal behavior for data with

multiple variables, such that no manual interference is necessary to

capture group behavior.

2. The forecasts are made in the form of large sets of Monte Carlo sam-

ples. These samples are in turn used to compute quantiles and proba-

bilities.

3. As DeepAR is trained on big data sets of time series, it can make

proper forecasts for time series that have little own data available,

whereas single-item forecasts would fail at such a task.

4. The model can incorporate a wide array of likelihood functions, al-

lowing the user to choose whichever is most fitting for the data.

As this project does not deal with multivariate data, the first advantage does

not apply here. The second point is advantageous for the project since the

Monte Carlo samples can be used to determine potential intersection points

of the graph, also see section 2.5. The third point is what sets this method

apart from classical forecasting methods, as early in a negotiation there is

little data to base a prediction on. A method that is still capable of making

accurate predictions despite this limitation is desirable. Lastly, the fourth

point allows us to experiment with the optimal likelihood function to best fit

the negotiation data. On top of these four advantages, DeepAR also shows

that it performs better than other deep learning forecasting methods, has an

open source repository available for inspection, and enjoys regular updates

from its developers.

2.5 Monte Carlo Methods

Monte Carlo methods (MCM) are a broad class of computational algorithms

that use repeated random sampling to obtain numerical results, often used
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when there is no clear analytical method available. MCM are commonly

used in collision prediction, where trajectories of particles or vehicles are

simulated to find the probability of collision with their environment [58],

[59]. In the problem at hand, this would entail sampling from the forecast

distributions a large number of times, and finding the intersection points

between the samples belonging to the two agents. MCM are a good option

for simulating the negotiation when statistical methods cannot suffice. They

have already seen great success, especially now that computational power

is increasing across the board [60]. MCM does, however, have the obvious

disadvantage of being potentially computationally heavy, as running many

simulations takes a lot of computing power. Thus, MCM can only be as

effective as computational resources and efficient programming allow.
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In this section, the challenge of predicting automated negotiations and our

solution will be further expanded upon. In particular, the workings of the

full prediction algorithm are highlighted, showing the entire process from

predicting time series to generating a utility prediction.

From input to output, generating a time series prediction consists of several

steps. First, the negotiation bids are converted to time series. Then, the fu-

ture trajectory of these time series will be predicted using a TSF method. For

both time series, it generates a utility prediction for all remaining time steps

in the form of a probability distribution. Monte Carlo methods are then

used to generate samples from these distributions. An intersection method

is applied over the resulting Monte Carlo samples, which finds both a prob-

ability distribution for the final negotiation outcome and a binary proba-

bility describing the chance that the negotiation ends in an agreement or a

breakoff. See figure 3.1 for an overview of this process.

Figure 3.1: Schematic overview of how the outcome of a negotiation is pre-
dicted via our framework.
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3.1 Negotiation Outcomes

We will now take a closer look at how automated negotiations are formally

described and in which way they are used in this research. Recall that an

outcome in an automated negotiation is a complete assignment of values

to all issues within a domain. The set of all possible outcomes within a

domain is called the outcome space, from hereon denoted with Ω, where

o ∈ Ω is an outcome of the negotiation. Say we are organizing a wedding,

for which the issues are the location, music and food. A possible outcome

of this negotiation, which assigns a value to each issue, could be a church,

band and cake, such that o = (church, band, cake). Although describing the

outcome in this form is insightful for the material result of the negotiation, it

does not tell us how much the agents prefer this selection of values. To gain

this insight, the outcome must be converted to a utility score via the agents’

utility functions, which makes a valuation for all values selected in a bid. In

our case, this is an additive utility function, which makes the calculation as

such:

U(o) =
n

∑
i=1

wi · Vi(oi)

With wi the weight of the selected issue and Vi(oi) the valuation of the offer

selected for the issue. In this research, utility scores are always between 0

and 1. Say, we plug in the wedding example (o = (church, band, cake)) once

more for two utility functions U1 and U2. As these utility functions have

different valuations and weights to model their distinct preferences, they

will compute different utility values for the same offer. In this case, U1 is

moderately enthusiastic about o, while U2 is happy with o. This can lead to

U1(o) = 0.4 and U2(o) = 0.7, where the outcomes represent how content

both agents are with this outcome. In essence, the utility functions provide

the perspective of the different participating agents in the negotiation.

This numerical perspective is essential when predicting negotiation out-

comes, as it provides a clear, quantitative measure from which future values
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can be induced. We can look at a complete negotiation as a vector of bids,

made by two agents in an alternating offers protocol, as such:

o = (o1
1, o2

1, o1
2, o2

2 . . . o1
r , o2

r )

Where oa
r is a bid, r is the round in which the bid is made, and a is the agent

who made the bid. This vector can be split into two vectors based on which

agent made the bid, so that:

o1 = (o1
1, o1

2, o1
3 . . . o1

r ) and o2 = (o2
1, o2

2, o2
3 . . . o2

r )

These two outcome vectors can then be converted to four utility vectors by

using both agents’ utility functions as such:

u1
1 = (U1(o1

1), U1(o1
2), U1(o1

3) . . . U1(o1
r ))

u2
1 = (U1(o2

1), U1(o2
2), U1(o2

3) . . . U1(o2
r ))

u1
2 = (U2(o1

1), U2(o1
2), U2(o1

3) . . . U2(o1
r ))

u2
2 = (U2(o2

1), U2(o2
2), U2(o2

3) . . . U2(o2
r ))

This gives us four vectors of utilities in the form ua
f , where f refers to the

agent whose utility function is used, while a indicates which agents’ vector

of bids is used as input.

A negotiation can end in two different outcomes, an agreement or a breakoff.

Looking at a complete negotiation o, an agreement has been reached when

both agents make the same offer consecutively. This can happen within

the same round or the next. More formally, an agreement is reached when

o1
r1
= o2

r2
and |r1 − r2| < 2. If this is not the case, the negotiation either ended
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in a breakoff or has not finished yet. If the number of bids is equal to twice

the round limit, this indicates that the negotiation has ended in a breakoff.

This is because that means that both agents have made all their available

bids. In general, we will only look at completed negotiations in this thesis,

so ongoing negotiations will not be evaluated. Of course, the final algorithm

will be able to predict ongoing negotiations. However, to develop and test

the application, we will need negotiations for which the outcomes can be

compared to our predictions.

In addition, we make predictions from the perspective of one agent. This

aligns with how an agent in a negotiation perceives the negotiation and

composes strategies for it. Moreover, the singular perspective makes the

final application ideal for integrating into real negotiations done by auto-

mated agents, providing the most realistic perspective. Because of this, only

one utility function will be used in the training, prediction, and analysis of

negotiations. We will call this perspective, and the associated utilities "our"

agent, since we assume this agent as our own perspective, while the other

perspective and utility vector is referred to by the "opponent". This leaves

us with two utility vectors from our own perspective, u1
1 and u2

1.

The first facet of our solution to negotiation outcome prediction is based on

techniques from the domain of time series forecasting, which is concerned

with the forecasting of time series. As such, TSF methods require time series

as their input, which they then attempt to extend as accurately as possible.

This raises the question of how these utility vectors are converted to time

series. In our case, the chosen negotiation settings make this quite trivial,

since the negotiation has a set number of rounds until the deadline. For this

reason, every utility, corresponding to one round, can be interpreted as one

value per "time unit". Additionally, the remaining rounds correspond to the

amount of time units left. Therefore, the utility vector can be used in TSF

unchanged, as time is an implicit part of its structure. Of course, there are

scenarios imaginable for which this does not hold, and one round does not

always perfectly correspond to the same amount of time. In these scenarios,

additional steps must be taken to adapt the utility vector to a time series. In

this thesis however, we will not consider such time series.
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Figure 3.2: The process of extracting utility time series from bids.

3.2 TSF Solution: Neural Networks

3.2.1 Problem Formalization

Now that we have formalized the time series, we can make our first problem

more exact. Since only one agent’s utility function is used, we will now use

ua
r to refer to Ua(oa

r ). The time series over a specific interval is indicated with

ua
s:r, where s is the start of the interval and r the end.

The problem can then be framed as follows:

Given a time series observed at time t with a maximum length of r, find a

function f to estimate a distributional forecast θ̂ for every time step in the

interval [t : r]. Since this is done for both agents’ time series, we will use an

identifier a to indicate which time series is forecast. This gives:

f (ua
1:t) = (θ̂a

t+1, . . . , θ̂a
r ) = θ̂a
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For which f : S∗ −→ S∗∗

Where S* is a set of values for which each value s ∈ I, where I is the unit

interval [0, 1]. S** is a secondary set where each value is a distribution θ.

Every distribution θ consists of n values where for each value p ∈ I. n is a

hyperparameter of the neural network that decides how many simulations

are run to calculate the distribution θ̂.

Recall the first Research Question:

Research Question 1.1

How can we best predict the utility time series of the agents partici-

pating in a negotiation?

We propose to tackle this problem by using a neural network optimized for

TSF. Automated negotiation time series are difficult to predict with classical

statistical methods that only consider the time series they are currently pre-

dicting. This is because automated negotiation time series have a relatively

low order of predictability (also see 4.3.2). Therefore, linear autoregressive

models (such as ARIMA) will have a difficult time making accurate fore-

casts. While computationally heavier and vastly more work to set up, we

believe using a neural network will pay off by its ability to detect nonlinear

relations across time series.

We will show that this is best done by using a recurrent neural network to

extend the two vectors of bids belonging to the agents participating in the

negotiation. The RNN generates probability distributions that are evaluated

using the negative log likelihood.

3.2.2 The network

Again, we want to find a method that generates a series of distributions

based on past inputs. Recall the general form equation: f (u1:t) = θ̂

Our solution must have the ability to learn from previously seen negotia-

tions and use the inherent temporal structure of time series to find patterns

in its input, which it can then use to generate the output. In section 2.4 we
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already discussed the advantages of RNNs over regular neural networks.

RNNs have been designed for the analysis of temporal data, and as such

they were found to be the most effective network for predicting time series.

To illustrate how an RNN is formed, we will build one up from a basic TSF

prediction algorithm.

Let us start with a simple TSF predictor. Lim et al. define time series fore-

casting in its simplest (one-step ahead) case as follows [49]:

ŷt+1 = f (yt−n:t)

Where ŷt+1 is the forecast generated for the next time step, yt−n:t the previ-

ous n observations of the value to be predicted (in our case, bids). Since we

are using utilities as input for the model, from now on u is used instead of

the common y notation. Moreover, our model predicts up to the round limit

r, rather than predicting one step into the future, and takes into account the

full bid history, rather than any n number of past bids. So, the appropriate

definition becomes:

ût+1:r = f (u1:t)

This function provides a high level of mathematical abstraction and as such

defines what we need from the network we are constructing. To make the

step towards an actual neural network, we must zoom in on the contents

of the function f . Recall from section 2.4 that a neural network consists of

many units called neurons. A neuron is a mathematical function that makes

a computation over all its input neurons using its weights, biases, and the

activation function, as such:
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a

(
b +

n

∑
j=1

xjwj

)

Where a is the activation function, x the input from its n input neurons, and

w and b the weight and biases associated with this specific neuron. The ac-

tivation function introduces a nonlinearity over its input, which is essential

for any neural network to function as this enables it to find nonlinear rela-

tions in the data. The weights scale the input by some factor, whereas the

biases add a value directly to the output. The values for both the weights

and biases are optimized during the training phase. One such neuron makes

a simple calculation, but a collection of many neurons together quickly in-

creases the complexity and aggregates into a neural network. The content

of our function f is such a collection.

The primary way in which RNNs are tailored for temporal data is that their

network structure has lateral connections between neurons, rather than only

feedforward connections. See figure 3.3 for an illustration of the data flow in

an RNN. These lateral connections ensure data is ’saved’ within the network

and thus act as an internal memory state. We will refer to this memory state

at time step t as zt, which can be defined as:

zt = v(zt−1, ut)

Where v is the function to update the internal memory state, zt−1 the pre-

vious memory state and ut the bid made at time step t. zt here represents

the content of all neurons in the network that together decide how the RNN

reacts to input, and is the result of the interpretation of its previous inputs.

This is what distinguishes RNNs from regular neural networks, as it does

not only use its weights and biases to compute output. As such, previous

input, which determines the memory state, also influences the output. The
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3.2 TSF Solution: Neural Networks

same input can thus result in different outputs, depending on what the net-

work has seen earlier.

Figure 3.3: Schematic overview of the dataflow inside an RNN. While a regu-
lar NN only has bottom-up connections, an RNN also has top-down and lat-
eral connections between its neurons. Image adapted from [61].

Since all parameters in this computation influence the memory state, we

must also consider additional parameters in our definition. We add the ear-

lier defined weights (W), biases (b) and activation function. In our case, the

activation function used is softplus, which is commonly indicated by γ. The

new equation becomes:

zt = γz(Wzzt−1 + Wuut + bz)

Here, Wz are the weights for the hidden units, Wu the weights for the input

and bz the biases belonging to the hidden units.

Lastly, the network does not give a point prediction, but rather a condi-

tional distribution for each step in range [t:r]. This is done by predicting

all parameters that correspond to the distribution θ. In our case, this is a

Student’s t-distribution. As such, it estimates the degrees of freedom v, lo-

cation µ and scale τ parameters. A Student’s t-distribution was chosen for

its relatively heavy tail, which resembles the heavy spread in the bids made
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by automated agents, as also found in 4.3.2. Therefore, the output will be

indicated by the earlier defined θ̂ = θ̂t+1 . . . θ̂r.

Combining this output with the internal memory update gives:

θ̂ = γz(Wzzt−1 + Wuut + bz)

As the final RNN function.

The architecture of our DeepAR network will consist of 1 input layer, fol-

lowed by 4 fully connected hidden layers that all contain 50 nodes, and

ends with an output layer.

3.2.3 Loss function

To ensure that the network generates a prediction of the probability distri-

bution similar to the actual bids, the weights and biases will be adjusted

in the training phase. This is done by minimizing the loss function. For

DeepAR, the loss function is the negative log-likelihood (NLL). The NLL is

defined as [62]:

−log(L(θ̂, u))

The NLL is a common loss function in deep learning that takes the negative

logarithm of the likelihood function, L. The input of the likelihood function

consists of two vectors. One vector contains the predicted distributions of

the remaining time steps θ̂. The other contains the true utility values of the

remaining time steps, indicated with u. For every time step, the likelihood

function gives us the probability of observing the true value u when the data

is extracted from the probability distribution θ̂.

Since the input for the logarithm is the likelihood of generating a correct

probability, this input is to be maximized. However, since it is common
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3.2 TSF Solution: Neural Networks

Figure 3.4: Model of backpropagation via gradient descent. Every location on
the plane represents a different combination of optimized parameters for the
neural network. The height of the location shows the loss associated with this
combination of parameter settings. In gradient descent, the location on the
plane that has the lowest loss is sought after. Image adapted from [63].

practice in deep learning to minimize a loss function, the negative log-likelihood

is taken instead, so that a minimized value is desired. The likelihood func-

tion can theoretically output any real-valued positive number. After apply-

ing the two remaining operations, the theoretical output can be any real-

valued number, both positive and negative.

3.2.4 Training

To optimize the weights and biases so that the network can predict time se-

ries, the network must be trained. For this, we make use of supervised train-

ing on a data set of completed negotiations. After a first round of predictions

made with randomly initialized weights and biases, the network updates

these weights with a process called backpropagation. In short, backpropa-

gation calculates the gradient between the loss function and the weights and

biases. Then, the weights and biases are updated so that the value of the loss

function is minimized, e.g. descending down the calculated gradient. See

figure 3.4 for an illustration of the backpropagation process.

This process is repeated many times, each iteration further optimizing the

network’s parameters and minimizing the loss function, until it is no longer

(or only very marginally) improving. This is also why a loss function is

essential in deep learning, as it defines the way in which the weights and

biases are updated, which in turn dictates the network’s behavior.
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3.3 Intersection Solution: Monte Carlo Methods

The next step in the process is to connect the two generated distribution

forecasts and use them to compute a prediction of the utility outcome of the

negotiation and an estimate of the agreement probability.

3.3.1 Problem Formalization

Earlier in this chapter we defined that a negotiation ends in an agreement

when both agents make the same offer, since this implies an agreement.

However, this definition cannot be used for negotiation prediction with time

series. This is because using the utility function to convert a regular nego-

tiation outcome to a utility score makes it a numerical score. Since the fore-

casting method extends these numerical scores without regard for actual

possible outcomes, the outcomes generated by forecasting are continuous.

This is in contrast to the true possible negotiation outcomes, which are all

in the discrete outcome space. Because of this, the equality of two outcomes

can no longer be properly assessed.

For this reason, we use a different definition of an agreement for this part

of the research, one that can be used when assessing continuous forecasts

made by TSF methods. We will henceforth define an agreement as the mo-

ment the two forecast lines intersect each other. This is because the inter-

section of these forecasts indicates that both agents have conceded toward

each other enough to come to a mutual agreement around this utility score.

More formally, we say that the forecast method found an agreement when

(u1
t <= u2

t | u1
t−1 > u2

t−1), where ua
t ∈ ua

r . We use many of such agree-

ment predictions to estimate the total agreement probability p and the util-

ity probability distribution β̂.

The problem can then be framed as follows: Given two distribution vec-

tors of the remaining rounds θ̂1 and θ̂2, estimate a probability distribution

over the utility range [0 : 1], as well as predict the agreement probability

p. For this instance, the distribution estimation will be indicated with the β̂
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symbol. The goal is to find an estimator function f such that:

f (θ̂1, θ̂2) = (β̂, p)

For which f : S∗∗ × S∗∗ −→ (β, I). Here, S** refers to the earlier defined

set of distributions, β to a continuous distribution, and I to the unit interval

[0,1].

Recall the second Research Question:

Research Question 1.2

How can we best predict the outcome of an automated negotiation

based on time series forecasts of utility graphs?

We propose employing Monte Carlo sampling as the method of choice to

infer a distribution of utility outcomes from the RNN output. In Monte

Carlo sampling, random samples are taken from a distribution in an at-

tempt to reconstruct this distribution. This method is an easy choice as our

neural network already generates its distribution in a Monte Carlo fashion,

namely via many individual predictions that together make up one distri-

bution. These individual predictions make it so that samples can be easily

drawn from the forecasts. Monte Carlo also provides a method that is very

countable. In other words, every individual sample is a discrete unit that all

together make up our total prediction. This is advantageous for calculating

the agreement probability, as will be shown later in this section.

3.3.2 Generating Samples

The first step of the function f is to generate a multitude of samples from

the distributions θ̂1 and θ̂2. Let us define a function g that, given a distri-

bution, returns a vector of utilities of the same length, sampled from the

distribution, such that û ∼ θ̂. Since these utilities are an estimation, and

to avoid confusion with true negotiation bid histories, they will be denoted

with û. This gives: g(θ̂, n) = û, where n is the desired number of samples.
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Predicting the Negotiation Outcome

Figure 3.5: Trapzium formed to find the intersection of two utility forecasts. û
is the intersection point that we aim to find.

These utilities describe a continuation of the utility time series path already

observed by the RNN.

The next step is to use the utility vectors generated from both distributions

to find the intersection of these paths. Function h takes two utility paths

and finds this intersection, a scalar utility value, such that h(û1, û2) = û. It

does this using the earlier defined agreement definition (u1
t <= u2

t | u1
t−1 >

u2
t−1). As an estimate of the final utility, this method takes the intersection

of the lines going from u1
t−1 to u1

t and u2
t−1 to u2

t , which form a trapezium.

As such, the utility is the y-coordinate of the intersection of the diagonals of

this trapezium, which can be found using high school math. Also see figure

3.5.

If the condition for an intersection is never reached (the lines do not cross),

no utility is calculated. Instead, the negotiation is said to have ended with-

out an agreement. This process is repeated n times, where all generated

utilities are added together to yet another vector, v. This vector contains the

different point estimations of the utility outcomes found using the intersec-

tion method h, so that v = [û1, û2 . . . ûn]. This leaves us with a collection of

utility predictions for the outcome of the negotiation.

In addition to utility prediction, we are also interested in the probability

that the negotiation will end in an agreement, the agreement probability p.
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3.3 Intersection Solution: Monte Carlo Methods

When the desired number of Monte Carlo simulations has been run, the

ratio of simulations that ended in an agreement is returned, and is used as

the network’s prediction of the likelihood of the true negotiation ending in

an agreement.

3.3.3 Forming a distribution

Now that we have a vector of utilities, we must convert them into a proba-

bility distribution. A common method to convert a large number of points

into a distribution is via a Kernel Density Estimator (KDE). A KDE applies

a smoothing function over the utilities to convert the finite data samples to

a continuous probability function. The density f of this probability function

at a given point x, is found by:

f (x) =
1

nh

n

∑
i=1

K(
x − xi

h
)

Here, K is the kernel function and h is a smoothing parameter, called the

bandwidth. The kernel function can be one of many different functions that

influence the shape of the final distribution (e.g. a certain kernel may always

generate one which approximates a guassian distribution).

Figure 3.6: Monte Carlo method of generating a probability distribution out-
come from utility graph distributions.
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3.4 CRPS

During the experiment, different TSF techniques will be used as bench-

marks for the deep learning method. The predictions of these different fore-

casting methods must be compared to be able to draw a conclusion about

their relative performances. For this purpose, a metric must be used that

measures the similarity between the forecasts generated by the TSF methods

and the actual results of the negotiation. Since predictions are made from

completed negotiations, the true values with which the forecast can be com-

pared are known. Given this, the accuracy score used must compare a point

(the actual value) to a distribution (the forecast). Hyndman introduces mul-

tiple of such distributional forecast accuracy metrics [32]. Although some

of these metrics require a specific quantile of the prediction distribution to

be selected for comparison, we are interested in the whole forecast distribu-

tion, rather than particular quantiles or prediction intervals. For this pur-

pose, the continuous ranked probability score (CRPS) is a good metric. First

introduced by Matheson and Winkler [64], CRPS quantifies the difference

between the perfect distribution of data and the predicted distribution [65].

It does this by comparing the cumulative distribution functions (CDF). The

formula for CRPS is:

CRPS =
∫ ∞

−∞
(F(x)− 1 {y ≤ x})2dx

Where F(x) is the CDF of the predicted distribution and y the realized value.

The CDF can be found by integrating the generated probability density

function. 1 {y ≤ x} is a function that returns 1 when inequality y ≤ x is

true and zero otherwise [66]. As such, CRPS values will always be between

0 and 1 and approximately indicate the distance of the distribution mass to

the true value. For example, imagine that the generated distribution lays

around 0.6, while the true value is 0.7. CRPS will return an error score of

approximately 0.1. Additionally, CRPS has the advantage of being able to

compare both pointwise and distributive predictions to the ground-truth
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(pointwise) value. This is ideal, as the majority of benchmark methods gen-

erate a pointwise prediction as well. When computing a pointwise compar-

ison, CRPS simplifies to the mean average error (MAE), a score that simply

gives the distance between the true value and the prediction. For the eval-

uation of TSF performance, this metric can be used for each generated time

step, after which the average CRPS over the time steps can be computed

for a final evaluation of the prediction. Furthermore, when evaluating the

negotiation outcome prediction, the method can simply be used to compare

the prediction to the actual outcome. Note that earlier in this chapter, we

described the use of the negative log-likelihood as also comparing distribu-

tions with pointwise outcomes, only there for calculating the loss function.

CRPS is used here because it is easy to interpret and easy to compare to

pointwise prediction evaluations via MAE. NLL on the other hand is better

suited as a loss function since it does not have a lower bound, which is a

desirable quality for a loss function.

Figure 3.7: Visualization of CRPS. In red: The CDF beloning to the generated
distribution. In blue: The CDF beloning to the ground truth. The CRPS is the
area between these two CDF’s. Image adapted from [67].
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4.1 Experiment Overview

We describe two main experiments to answer our research questions. This

chapter will go into detail about these experiments, explaining their setup.

In addition, some preliminary experiments have been run to arrive at the

exact parameter settings used in the main experiment. These will also be

explained after the main experiments.

The first experiment evaluates the performance of DeepAR in its ability to

forecast time series. This is done by having DeepAR and five benchmark

methods forecast the utility graphs of 1100 negotiation time series. These

1100 time series consist of 100 series for 11 different learning rates. Every

time series will be predicted from four different starting points, to evaluate

the influence the amount of input data has.

The setup for the second experiment is very similar to that of the first. Once

again, DeepAR and five benchmark methods are used, this time to predict

the outcome of negotiations. The data set used for experiment 1 will also be

reused for this experiment. For experiment 2, we expect a similar relative

ordering of performance between the six tested methods as in experiment

1. This is because we expect the ability to predict time series to be indicative

of these methods’ ability to predict the negotiation outcomes.

4.2 Experiment Setup

Before running these experiments, we must first carefully consider which

negotiations to use in evaluating the methods’ performances. There are vari-

ous types of negotiating agents that all use their own distinct strategy. These

strategies in turn also react to different strategies in diverse ways. On top of
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this, the setting in which the agents negotiate and the rules that they must

adhere to influence the negotiation as well.

Together, these factors result in negotiations being affected by many inter-

acting parameters. For this research, it is beneficial that these interacting

factors are kept to the essential ones only. This is because if there are many

factors influencing a negotiation, it will be harder to assess which of these

factors determine both our predictions and final experimental results. If we

have a small number of parameters that we can adjust ourselves, this means

that we can test the effects of these parameters deliberately in a controlled

environment. This in turn increases the robustness and applicability of this

research.

In short, the experiment will be set up as follows:

A data set of negotiations is made by running 100 negotiations for 11 learn-

ing rates, 0 to 1.0 in steps of 0.1. These negotiations are run between time-

dependant agents whose e-value is randomized between 0.1 and 1.3, and

whose m-value is randomized between 0.5 and 0.9. All negotiations are run

between profiles belonging to the party domain. Six different methods are

used to forecast the associated time series: DeepAR and five benchmark

methods. Every method makes a forecast from four different points within

every negotiation, from 20%, 40%, 60%, and 80% (Experiment 1). The fore-

casts are then used to predict the final outcome of the negotiation via Monte

Carlo sampling, as well as predict the likelihood of ending in a breakoff (Ex-

periment 2). The results of both experiments are evaluated using the CRPS

metric to compare the different benchmarks.

4.2.1 Time-Dependent Agents

We want the agents used in the experiments of this research to be influ-

enced by a limited number of factors. Those factors that it is influenced by

must be within our control, as touched upon in the above section. However,

this restriction must not decrease the possible variety of shapes the util-

ity graph can take too extensively, as we want our final prediction method

to be rigorous in its ability to predict many types of negotiations. Recall
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the three broad categories of automated negotiation strategies (see section

2.2.1): time-based, behavior-based and mixed. The latter two change their

bids based on their opponents’ actions. To mitigate the complexity such

strategies would add, we will use an agent using a time-based strategy.

Specifically, we opt to use the time-dependant agent (TDA).

The TDA makes concessions by following a precise concession curve, de-

fined by the formula:

u(t) = 1 − (t1/e · (1 − m))

Where t is the fraction of the total negotiation time that has passed. e is the

concession rate and m the target utility. The values of e and m are set before

the negotiation, while t goes from 0 to 1 throughout it. The TDA finds the

bid in the outcome space Ω that is closest to this value u.

Since the TDA always follows this curve, it is a deterministic strategy and

therefore uninfluenced by other factors. On top of this, via parameters e, m

and the learning rate, the TDA can be made to mimic the shapes of various

other negotiation strategies. Therefore, despite being only a single strategy

in theory, it still ensures that our prediction method is capable of recogniz-

ing the bidding patterns of many diverse strategies.

4.2.1.1 Parameters

Numerous parameters dictate the exact behavior of the TDA, all of which

have to be carefully set before the research is run. We will go over all pa-

rameter settings and briefly explain their use as well as their settings.

Recall the TDA formula defined earlier. The first crucial setting is the con-

cession value, e. The TDA slowly concedes over time by making bids of an

increasingly lower utility, based on the remaining time. e determines the

speed of this concession. A TDA with a concession speed of 0 will not con-

cede at all and instead play hardline. The higher the concession speed, the
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faster the agent concedes its utility. A TDA with a concession speed of 1

will concede linearly. When the agent has a concession speed below 1, it

will start the negotiation playing hardline for some time, after which it will

start to concede. See figure 4.1 to see what effect different e-values have on

the utility graph of the TDA. For the experiment, e will be set between 0.1

and 1.3. See section 4.3.1 for an explanation of the chosen values.

The next parameter influencing the TDA’s concession curve is m. We call

this parameter the ’target utility’, as it determines the final utility TDA con-

cedes towards. This can be shown by entering t = 1 (the end of the negotia-

tion) in the formula, which gives: u(1) = 1− (1−m) = m. A higher m value

will make the agent aim for a higher final utility and, as such, will give it less

space to concede. This can be compared to a reservation value. The target

utility m is highly influential in the negotiation utility graph, particularly in

whether the negotiation ends in an agreement or a breakoff. See figure 4.2

to see what effect different e-values have on the utility graph of the TDA.

Also see Appenidix B.3 for a more elaborate overview of the effects these

parameters have on the concession curve.

Figure 4.1: Effect concession rates 0.1 -
2.0 have on the concession curve.

Figure 4.2: Effect target utilities 0 -
0.9 have on the concession curve.

4.2.1.2 Learning

To be able to test an even wider array of negotiation shapes, we devised a

method to simulate learning behavior in TDAs. We suspect that an agent

that learns will produce a bidding curve that is easier to predict by our fore-

casting methods, as it will increase the trend and lower the noise.
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To model the effects that a behavior-based strategy has on the predictions,

we introduce a "learning rate" (l) parameter to the agents. The learning rate

is intended to model an agent using an opponent model. Such an agent will

have some knowledge of their opponent’s utility function and can use this

in making bids. Recall the utility calculation made by the TDA:

u = 1 − (t1/e · (1 − m))

A regular TDA will choose the bid within the outcome space Ω that is clos-

est to u. The learning rate limits this outcome space so that it no longer

includes all possible outcomes. This is done by removing all outcomes for

which the opponent has a utility below P(t) · l, where P(t) is the utility value

corresponding to the Pareto frontier of the current time step and l the learn-

ing rate. The learning rate can be set between 0 and 1. For l = 0, the TDA

behaves as normal without a learning function, while l = 1 makes the TDA

follow the Pareto frontier exactly, implying maximal learning. Also see fig-

ure 4.3.

Figure 4.3: Outcome space of a negotiation. In green, the remaining outcome
space for a learning rate of 0.5. The pink line is the Pareto frontier, which the
green area is based on.
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Parameter Description Valid Range

Concession Rate (e) Determines the speed at which
the TDA concedes its utility. [0 - inf]

Target Utility (m) Determines the closing utility
value the TDA concedes towards. [0 - 1]

Learning Rate (l) Determines the relative
minimum utility value. [0 - 1]

Table 4.1: Table showing the different parameters relevant to the TDA.

Learning as we implemented it in the TDA will install a lower bound in the

bids the agent makes from the perspective of its opponent’s utility function.

As such, the opponent will always receive some minimal amount of utility,

scaled from the Pareto frontier.

Going by the step model conceived by Hindriks et al. [68], a regular TDA

can only make concessions and unfortunate moves, since it decreases its

own utility while moving along the outcome space. In the context of TDA,

our learning method makes as many moves as possible concessions, rather

than unfortunate moves. Such concessions are appealing to the opponent,

providing high utility for (ideally) both parties.

4.2.2 Negotiation Parameters

The negotiations used for training and forecasting follow a stacked alternat-

ing offer protocol, with a 100-turn round limit. This means that the agents

will go back and forth making bids until one of them accepts the bid of the

other agent. If both agents have made 100 bids without coming to a resolu-

tion, the negotiation is ended without an agreement.

A negotiation prediction can take place at any point during the negotiation.

To study the effect of making a prediction starting at different moments, the

experiment is run for four different starting points. The starting points are

from 20%, 40%, 60% and 80%, of the negotiation. This is done for all meth-

ods and will provide insight into how strongly extra observations improve

predictions.

The profiles used for the negotiations are those in the party domain, one of

the domains available in Genius. This domain is chosen for its diversity in
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profiles, as it provides 8 unique ones. On top of this, the outcome spaces

belonging to the different combinations of profiles capture a wide portion

of the utility outcome plane, with a high density of outcomes. The party

domain has 23 options divided over 6 issues, making a total of 3072 possible

outcomes.

4.2.3 Benchmarks

The main focus of this research is on deep learning methods for predicting

negotiations. However, since this is a novel endeavor in the field, there

has been no comparable research done. To place the research in the field

of automated negotiations, a number of different methods will be used to

predict negotiations as well. This collection is composed of state-of-the-art

statistical methods and simple benchmark methods. The following methods

will be used for comparison:

• ARIMA: Stands for Autoregressive Integrated Moving Average, a clas-

sic statistical model that fits a model for the data based on three pa-

rameters, p, d and q.

• Exponential Smoothing: Uses a weighted average of past observations

to predict future values, where older observations’ weights decrease

exponentially.

• Linear Regression: Uses a regression algorithm to fit a linear function

over past observations.

• Linear Extrapolation: Fits a linear function based on the first and latest

bid in the past observations.

• Naive: Repeats the latest bid indefinitely.

Of these methods, only ARIMA is capable of generating distributive predic-

tions as well. The other methods will generate a point prediction for each

future round. For a more thorough explanation of these benchmarks, see

Appendix A.1.
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4.2.4 Metrics

The predictions made by the evaluated methods must be assessed. Recall

that every method makes two predictions. One time series forecast over the

utility graph and one prediction of the negotiation outcome. Assessment

of the utility graph forecasts will be done using the CRPS metric, as it is

well suited for comparing distributions to points, while also being usable

for simple point predictions, in which case it simplifies to the MAE score.

In experiment 1, the average CRPS/MAE will be taken over all rounds for

which a prediction was made.

CRPS will also be used to compare the predicted utility (distribution) with

the true negotiation outcome in experiment 2. The metric used to assess

the performance in predicting agreement probabilities is the average agree-

ment probability. For distributive methods, this is the average of true prob-

abilities, while for pointwise methods, it is the average of boolean (0 or 1)

predictions. This average is computed for the two types of negotiations,

agreement and breakoff, separately. A good performing method will have

this average close to 1 for the former, and close to 0 for the latter.

4.3 Preliminary Experiments

To be able to effectively run the two main experiments, a lot of preparatory

experimentation had to be done relating to the setting in which the experi-

ments were ran. Those that influenced the main experiment in a meaningful

way will be described here.

4.3.1 Parameter settings

The parameters selected for the main experiments were chosen based on

tests designed to create an optimal environment to evaluate the different

prediction methods. Let us go over the choice for parameters e and m. Recall

that e dictates the concession rate and m the end value of the TDA. These

values strongly influence both the length of the negotiation and the breakoff

rate by changing the shape of the utility graph. For the main experiment,
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there are two requirements that the final data set must meet.

1. Negotiation Length In the experiments, negotiations are predicted

from a minimum cutoff length of 20. Therefore, negotiations that ter-

minate before this point have no use in being evaluated. So, the pa-

rameters must be chosen so that there is a minimal number of early

terminations in the data set.

2. Agreement Rate One of the two outputs generated by the prediction

method is the agreement probability. To properly test the methods

performance in this category, there must be enough negotiations end-

ing in both agreements and breakoffs. However, we still want the vast

majority of negotiations to end in an agreement, since that is required

to have a sizeable data set with which to calculate the CRPS for the

utility outcome predictions. Therefore, we aim for approximately 20%

negotiations in the data set to end in a break-off.

Within the bounds of these requirements, we will try to find a wide range

of values for both parameters. All agents used to create the data set for

the main experiment will be initialized with their parameters set within this

range. To determine what values are best suited to meet these requirements,

a large data set is built consisting of 100 negotiations for every combination

of e and m. The range of e is 0.1 to 2.0, in steps of one (e ∈ {0.1, 0.2, ..., 2.0}),

and the range of m is 0 to 0.9 in steps of 0.1 (m ∈ {0, 0.1, ..., 0.9}). For each of

these negotiations, the agent has a random learning rate l. Its opponent is

initialized randomly for all parameters e, m and l. We can plot the lengths

of these negotiations, the results of which can be found in figure 4.4.
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Figure 4.4: Heatmap showing the average negotiation lengths for negotiations
of different parameter combinations. In blue outline the range of parameter
combinations to be considered.

As we want all negotiations in the true data set to end after the 20th round,

we will only consider parameter combinations that yielded an average length

of 25 and up. Therefore, our first bound is that we will only consider agents

with an e value of 1.5 and lower, and a m value of 4.0 and higher, as indi-

cated with the blue border in figure 4.4.

Within this range, we investigate the breakoff ratio for different combina-

tions of parameters. The breakoff ratio addresses the entire collection of

negotiations within a data set, rather than individual negotiations. There-

fore, we will not consider just the combination of two parameters. Rather,

multiple data sets will be created in which every agent is randomly initial-

ized within the values of a range. The outermost points of this range will

be m = 0.9 and e = 0.1, which is the highest leftmost cel in the heatmap.

The parameter settings on the other end of this range are the values that
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we will experiment with. For m, this will be {0.4,0.5,0.6} and for e this will

be {1.0,...,1.5}. These values were chosen to ensure that the final ranges still

occupy a large part of the initial heatmap, as we would like the data set for

our main experiment to be as diverse as possible within our requirements.

Looking at figure 4.5, we can see that the combination of 0.5 and 1.3 as the

(other) edges of the range provides a breakoff percentage of 20%. Therefore,

these values will be used in the main experiment.

Figure 4.5: Heatmap showing the percentage of negotiations which ended in
a breakoff, calculated over 100 agents per cell. The agents were intialized with
a random value for t and e within a preset range. One end of the range is m =
0.9 and e = 0.1, and the other end the values on the heatmap axes.

4.3.2 Predictability

The decision to have a deep learning method as our main focus of this thesis

came after careful analysis of the time series data derived from automated

negotiations. In this section, we will present our findings related to the pre-

dictability of automated negotiation time series data, which led us to choose

deep learning over statistical models as the basis for this research.

To determine the predictability of the time series at hand, we will use several

measures that can serve as indicators of the predictability of the time series.

Recall that predictability by itself cannot be plainly assessed like speed or

volume, but by using some analysis we can get an idea of the general pre-

dictability of the time series.
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1. Trend To start, the trend. The range of this value is between -1 and

1, where any extreme of this scale indicates a strong trend downward

or upward, respectively. A trend of 0 indicates that there is no trend

at all, which means that the graph moves downward as much as it

moves upward. The value indicates the ratio with which it moved in

some direction more than the other. It is calculated as such:

(u − d)/(u + d)

Where u is the number of past observations smaller than the current

observation (indicating an upward trend) and d the number of past

observations bigger than the current (indicating a downward trend).

Figure 4.6 shows that time series with a low learning rate are as good

as trendless, but as the learning rate increases, so does the amount of

trend in the data.

2. White noise Testing for white noise requires analyzing the ACF plots

of the time series. These results can not be averaged together, which

means each individual time series must be analyzed individually. A

time series shows signs of white noise if less than 5% of ACF correla-

tions lie outside ±2/
√

T, where T is the length of the time series (100 in

our case). Figure 4.7 shows what percentage of time series adheres to

this definition across learning rates. We can see that for learning rates

0.0 - 0.4, the percentage of white noise series stays somewhat consis-

tent around 0.7. After this point, the percentage quickly goes down,

until it reaches 0% at learning rate 0.8. These results suggest that, for

low learning rates, the majority of time series resembles white noise.

A type of time series which is very difficult to predict with classical

prediction methods.

3. Random Walk In section 2.3.1.1 we discussed the characteristics of a

random walk. A time series might be a random walk if it has two

properties:
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Figure 4.6: Average trend for TDA time series of different learning rates. Each
average computed with 100 different time series.

(a) It is non-stationary

(b) Its autocorrelation plot shows a high dependence on the previous

observation, after which it steeply drops.

As with white noise, we cannot definitively prove that a time series is

a random walk, but if we can observe these two properties, this gives

a strong indication in that direction. Once again, every time series in

the data set was analyzed for indicative behavior. The results can be

found in figure 4.8. Here we can see that the higher the learning rate,

the more graphs resemble a random walk (with upward drift). This is

likely due to the graphs getting more directionality at higher learning

rates, which translates into a high autocorrelation with the previous

time steps. Moreover, the random walk graph appears to approximate

the inverse of the white noise graph. This may suggest that those time

series that are not white noise are random walks.

Taking all these observations together indicates that TDAs without learning

produce time series that are difficult to predict for classical statistical meth-

ods, as the series frequently resemble white noise series and do not have

any trend. It also shows that the learning rate has an evident effect on the

TDA time series, improving the trend and removing the white noise.
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Figure 4.7: Ratio of TDA time series that show ’white noise’ behavior for dif-
ferent learning rates.

Figure 4.8: Ratio of TDA time series that show ’random walk’ behavior for
different learning rates.

61



5. Results

This chapter will describe the results achieved by the six prediction meth-

ods and evaluate their results for both time series forecasting and negotia-

tion outcome prediction. The latter will be divided into outcome utility and

outcome agreement prediction.

5.1 Time Series Forecasting

In general, DeepAR outperforms the other five methods in TSF accuracy. It

achieves the lowest overall CRPS scores for the different cutoff points and

learning rates. Figure 5.1 shows the spread of all CRPS scores realized by

the TSF methods. This is for predictions made across all cutoff points and

learning rates, and thus encompasses many different types of negotiations.

Figure 5.1: Box and Whiskers plot showing the average performance of all TSF
methods and their spread.
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Method DeepAR ES ARIMA LE LR Naive
Average 0.081 0.152 0.113 0.161 0.137 0.126

Table 5.1: Table showing the average CRPS score achieved by all 6 methods in
time series forecasting

Figures 5.2 - 5.5 give us a closer look at how the six methods performed for

the different parameter settings.

Figure 5.2: CRPS score achieved by
six different forecasting methods,
across eleven learning rates, for
cutoff point 20.

Figure 5.3: CRPS score achieved by
six different forecasting methods,
across eleven learning rates, for cut-
off point 40.

Figure 5.4: CRPS score achieved by
six different forecasting methods,
across eleven learning rates, for cut-
off point 60.

Figure 5.5: CRPS score achieved by
six different forecasting methods,
across eleven learning rates, for cut-
off point 80.

We can see here that DeepAR is only marginally surpassed for learning rate

1.0 when the cutoff point is at 60 or 80. However, all methods achieved high
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scores for these parameter settings. The average CRPS score DeepAR real-

ized for TSF is 0.081. This is twice as good as the worst benchmark, Linear

Extrapolation, which got an average CRPS score of 0.16. Figure 5.1 gives

a good insight into the stark difference between DeepAR and the other 5

methods, which shows that the bulk of DeepAR’s predictions lie well below

the biggest mass of all benchmark methods.

5.1.1 DeepAR

Although this makes it clear that DeepAR made the best forecasts compared

to these benchmarks, it does not give us insight into whether this constitutes

a strong result by itself. Therefore, we will now consider the performance

of DeepAR in more depth. See figure 5.6 and table 5.2 for the TSF results

achieved by DeepAR.

5.1.1.1 Cutoff points

Figure 5.6: CRPS score that DeepAR achieved for the forecasting of negotia-
tion time series for eleven learning rates, across four cutoff points.

Taking a closer look at figure 5.6, several observations can be made. First,

the results hardly change between learning rates 0 - 0.2. This is because this

increase in learning rate has a negligible real effect on the shape of the utility

64



5.1 Time Series Forecasting

graph. From 0.3 on, all curves show a downward slope. The different cutoff

points only start diverging in error for a learning rate of 0.7 and higher.

Before this point, all networks achieve approximately the same error score.

The endpoints, for a learning rate of 1, are ordered from lowest to highest

cutoff point in CRPS score. This makes intuitive sense, as it should be easier

to predict a graph from which more information is known. Finally, what is

likely the biggest anomaly in the results, the CRPS score for cutoff point 20

increases again from learning rate 0.7 onward. While the other cutoff points

also show a stagnation from this point on, it is not as steep as cutoff point

20, which trends back towards its starting CRPS error value.

To explain this behavior, we ran some additional tests. These show that

if DeepAR has too little information to make an informed forecast, it will

make a safe bet and return the most average time series it has trained on. In

our data set, these are negotiations with a learning rate of 0.7. So, a forecast

made from cutoff point 20 will often result in a distribution that has a high

resemblance to such a negotiation. Therefore, cutoff point 20 performs best

at learning rate 0.7, after which it decreases in performance again. Also see

figure 5.7. This problem disappears for later cutoff points as the network

has more data on which to base its forecasts. We can also conclude from this

that a later cutoff point increases the predictability of the time series.

Figure 5.7: TSF of a negotiation with a high learning rate on the left, and an in-
termediate learning rate on the right. The forecast is made from an early cutoff
point. Here, we can see that when the network does not have enough data to
make an informed forecast, it makes an average prediction that corresponds to
a learning rate of 0.7 best.
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5.1.1.2 Learning Rates

Recall that the learning rate models behavior-based strategies, strategies in

which the agent attempts to estimate the preference profile of their oppo-

nent and consider this in its bids. As such, a high learning rate causes the

agent to make bids that are favorable to the opponent. In our results, it is

clearly visible that the learning rate has a strong influence on forecast ac-

curacy. CRPS error decreased for every cutoff point until a learning rate of

0.7, at which point cutoff points 20 and 40 increased again. The remaining

cutoff points had their lowest error for a maximum learning rate. The rea-

son for this is that the learning rate increases the predictability of the graph.

Where we have shown a regular TDA to exhibit white noise characteristics,

a higher learning rate introduces a strong trend to the trajectory. The algo-

rithm learns to recognize such a trend and include this in its predictions.

Negotiations with a high learning rate also have a decreased variance, re-

sulting in a tighter spread around their mean value. This works in the ad-

vantage of the model, allowing it to make a more precise prediction with a

tighter distribution. Such distributions are able to reach a low error score.

Low learning rates on the other hand cause graphs to have a high amount

of variance. The network responds to this by also making a more spread

out distribution forecast, as this is the most realistic prediction it can make.

Therefore, the lowest possible error rate is higher for lower learning rates.

This increased performance for high learning rates pulls into question whether

it is still wise to use such strategies if it gives the opponent more opportu-

nity to gauge your next moves, and turn this into their tactical advantage.

Unpredictability may be a valuable weapon in negotiations; however, it can

also result in a net loss for both parties. Using a strategy that helps both par-

ties achieve a better result is ultimately the best outcome, and a predictable

strategy may help achieve this goal.
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5.1.1.3 Numerical Results

Cutoff Point
LR 20 40 60 80
0.0 0.106 0.116 0.118 0.115
0.1 0.107 0.114 0.118 0.113
0.2 0.106 0.112 0.118 0.111
0.3 0.097 0.099 0.099 0.099
0.4 0.079 0.081 0.084 0.083
0.5 0.067 0.070 0.074 0.072
0.6 0.064 0.062 0.061 0.057
0.7 0.059 0.054 0.051 0.048
0.8 0.077 0.061 0.055 0.045
0.9 0.106 0.062 0.048 0.038
1.0 0.113 0.064 0.045 0.026

Table 5.2: Table showing the different CRPS scores achieved by DeepAR
across Learning Rates 0.0 - 1.0, and Cutoff Points 20 - 80. Performance for the
forecasts of time series.

Since DeepAR made predictions for many negotiations in varying settings,

the results are multi-faceted. It reached CRPS scores between 0.118 and

0.026, see table 5.2 for the exact scores. Recall the intuition behind CRPS.

A CRPS score can be imagined as a distributive version of the Mean Aver-

age Error. Basically, it describes the distance between the distribution mass

and the true outcome. So, a CRPS score of 0.1 points to the distribution

being removed 0.1 "utility" away from the true outcome.

On average, the DeepAR forecasts were 0.081 utility removed from the true

values of the bids made by the opponent. Is this an acceptable margin of

error for the forecasts to be useful? It depends on the application. Let us

consider the domain on which this network was trained, the party domain.

Figure 5.8 shows how many real outcomes are within this range of 0.081

utility for different utility scores, for the first party domain profile.

At its peak at 0.41, this range can encompass up to 1185 unique outcomes.

A negotiation that ends around the Nash equilibrium, usually somewhere

between 0.7 and 0.9, can expect between 433 and 134 outcomes within this

range. This may seem like much, but does not consider that there is a sec-

ond agent also influencing the negotiation. This agent reduces the number
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Figure 5.8: Graph showing how many outcomes are at most 0.081 utility re-
moved from a certain utility score, for party domain 1. Blue is the regular
number of outcomes, red the number of outcomes for which the opponent
(PartyDomain2) also gets over 0.5 utility.

of possible outcomes as it will (usually) not accept outcomes that give it low

utility. The exact effect of this differs per agent, depending on their con-

cession rate. If we, however, assume the opponent agent will only accept

outcomes that give it 0.5 or more utility (still a low utility value) this graph

already decreases substantially, as indicated with the red line. Now, the

peak has 499 possible outcomes, and the Nash equilibrium range between

310 and 96 outcomes. Since the entire party domain consists of 3072 out-

comes, this is between 10% and 3% of the outcome space. Note that these

values can still differ hugely between profile combinations, but serve to give

the reader some better idea of possible outcomes. We see that even for the

best TSF method, its error compromises a significant part of the outcome

space. This is most detrimental in cases where the exact outcome of the ne-

gotiation is desired. Our network is not optimized for these situations, as

exact outcomes are not integrated into its architecture. If the user, however,

just wants an estimation of its opponent’s future utility graph, these results

can certainly help. Most importantly, this first experiment is not the end

point of this research. Its main function is to use these forecasts in outcome

prediction, the results of which will be evaluated next.
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5.2 Outcome Prediction

5.2 Outcome Prediction

The second experiment used the forecasts created by our TSF methods to

make outcome predictions and calculate the agreement probabilities. It does

this by finding the intersection between two forecasts using Monte Carlo

Methods, as described in 3.3.

5.2.1 Utility Prediction

Figure 5.9: Box and Whiskers plot showing the average CRPS scores achieved
in outcome prediction by the five methods

Method DeepAR ES ARIMA LE LR
Average 0.040 0.056 0.085 0.047 0.052

Table 5.3: Table showing the average CRPS score achieved by 5 outcome pre-
diction methods.

Figure 5.9 and table 5.3 show how the five methods performed on average in

outcome prediction. Once again, DeepAR performs best overall, but with

a smaller margin than for experiment 1. The worst benchmark this time
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is ARIMA, which got an average CRPS of 0.085, barely improving its ex-

periment 1 score. Linear extrapolation, on the other hand, shows much im-

provement, enjoying a larger spread of outcomes and, at its best, surpassing

DeepAR for some parameter settings. However, we cannot compare these

methods as easily as we did in the previous experiment. It is important to

note that there is a difference in how this error is calculated between dis-

tributive methods (DeepAR, ARIMA) and pointwise methods (exponential

smoothing, linear regression, linear extrapolation). This is because point-

wise methods give either a single outcome prediction or no prediction at

all, if they predict a breakoff. This means that if a pointwise method were to

predict a breakoff, this prediction can not be considered in calculating the

average CRPS error, as there is nothing to compare against. This difference

is only relevant for negotiations that ended in an agreement but for which

a breakoff was predicted, or a "false negative"1. Distributive methods, on

the other hand, will still predict some utility outcome, even if the method

gives a breakoff a much higher probability. In these cases, even if only 2% of

Monte Carlo samples find an intersection, this 2% is still taken into account

when calculating the average CRPS score. Also see table 5.4. Because of

this, the error scores for the pointwise methods in figure 5.9 can make their

performance seem better than it was. However, this also largely depends on

how well they did at agreement prediction, which we will get to later.

TP FN FP TN
Distributive Method Usually Considered
Pointwise Method

Table 5.4: Table showing whether predictions are taken into account when
calculating CRPS score for outcome prediction. Green = taken into account,
red = not taken into account. TP = true positive, FN = false negative, FP = false
positive, TN = true negative.

1Note that the terminology such as "false negative" does not strictly apply to distribu-
tive methods, since they produce an agreement probability rather than a binary answer.
Here, the terminology refers to what the method primarily predicts.
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Figure 5.10: CRPS score achieved by
five different forecasting methods in
outcome prediction, across eleven
learning rates, for cutoff point 20.

Figure 5.11: CRPS score achieved by
five different forecasting methods in
outcome prediction, across eleven
learning rates, for cutoff point 40.

Figure 5.12: CRPS score achieved by
five different forecasting methods in
outcome prediction, across eleven
learning rates, for cutoff point 60.

Figure 5.13: CRPS score achieved by
five different forecasting methods in
outcome prediction, across eleven
learning rates, for cutoff point 80.

Figures 5.10 - 5.13 show how all five2 prediction methods performed for

different parameter settings. Here we see that DeepAR still performs best

overall, but is outperformed for some specific parameter settings. Espe-

cially for high cutoff points (80) linear extrapolation achieves a better CRPS

score. For lower cut-off points, however, DeepAR makes the most accu-

rate predictions. We can see that all methods improved their CRPS scores

for the second experiment, compared to the first. Not only that, the shapes

of the graphs look quite different compared to the first experiment. Take

2Note that the Naive method is not included in these figures as it only predicts con-
stant lines that can never cross, and thus never predicts an agreement.
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DeepAR’s graphs, for instance, seen in figure 5.14. It previously had a "u-

shape" for cutoff point 20, as well as milder bends for cutoff points 40 and

60. In experiment 2, these graphs show a downward trajectory, decreasing

their CRPS error until learning rate 0.8, after which the scores stabilize.

Figure 5.14: CRPS score for the prediction of negotiation outcomes by DeepAR
for varying cutoff points and learning rates.

If the results of the first experiment simply translated to the results of the

second experiment, we would expect these graphs to show a higher de-

gree of similarity. Instead, the results are improving overall. A comparable

change can be seen for the benchmark methods, which show an even larger

relative decrease in error score. Why is this? We believe that this decrease

can be explained by two factors:

Firstly, the distributions obtained from forecasting the agent’s own conces-

sions. Recall that experiment 1 tests only the forecasting of the opponent’s

bids, whereas the predictions made in experiment 2 result from combining

the forecasts of the agent’s own and its opponent’s concessions. The own

concession has a higher degree of predictability, as it has a strong trend and

does not resemble white noise nor a random walk. As a result of this, the

forecasts made for an agents own concession curve have a lower error score,

and thus increase the overall performance. See figures 5.15 and 5.16 for ex-

amples of such forecasts.
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Figure 5.15: Time series forecast of
own concession curve by DeepAR.

Figure 5.16: Time series forecast of
own concession curve by LE.

The second reason is that outcome utility prediction for pointwise meth-

ods has a bias toward including accurate forecasts in its evaluation. This

is because these methods only consider correctly predicted agreement ne-

gotiations when calculating the CRPS score. So, those inaccurate forecasts

that decreased the overall error score in experiment 1 are not included in the

CRPS calculation in experiment 2.

5.2.1.1 DeepAR

Cutoff Point
LR 20 40 60 80
0.0 0.060 0.064 0.059 0.039
0.1 0.046 0.056 0.050 0.034
0.2 0.050 0.063 0.059 0.043
0.3 0.057 0.061 0.052 0.030
0.4 0.048 0.050 0.051 0.030
0.5 0.040 0.047 0.043 0.028
0.6 0.045 0.041 0.035 0.022
0.7 0.045 0.039 0.030 0.019
0.8 0.039 0.032 0.024 0.018
0.9 0.041 0.032 0.024 0.016
1.0 0.040 0.034 0.025 0.013

Table 5.5: Table showing the different CRPS scores achieved by DeepAR
across Learning Rates 0.0 - 1.0, and Cutoff Points 20 - 80. Performance for the
prediction of utility outcomes of negotiations.

73



Results

Table 5.5 shows the exact CRPS scores DeepAR achieved for different pa-

rameter settings. These values range from 0.064 to 0.013, with a total av-

erage score of 0.040. If we run the same analysis as in section 5.1.1.3, we

can see that this makes for a steady decrease in outcomes within the utility

range. Now, the peak is at 611 outcomes without opponent interference and

264 with. Utilities around the Nash equilibrium now have between and 223

and 77 outcomes without interference, and between 154 and 52 with inter-

ference, or between 5.0% and 1.7% of the outcome space. Also see figure

5.17. Another advantageous result is the worst-case prediction of DeepAR,

which is still an amendable 0.064 utility removed from the true outcome.

There is still room for improvement, and there are many opportunities to

do so, but this first result is promising for neural network applications in

outcome prediction.

Figure 5.17: Graph showing how many outcomes are at most 0.04 utility re-
moved from a certain utility score, for party domain 1. Blue is the regular
number of outcomes, red the number of outcomes for which the opponent
(PartyDomain2) also gets over 0.5 utility. The transparent lines show the re-
sults for 0.081 utility, as seen in the previous experiment.
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5.2.2 Agreement Prediction

However, utilities form only half of the outcome. The other important as-

pect is the agreement probability prediction. This category is split up into

two sections: predictions made for negotiations that ended in an agreement

(agreement negotiations), and predictions made for negotiations that ended

in a breakoff (breakoff negotiations). Figures 5.18 and 5.19 show how all the

methods performed on average for predicting both agreement and breakoff

negotiations. Important to note here is the difference in how results are cal-

culated between distributive and pointwise methods. For distributive meth-

ods, these averages simply represent the average agreement probability that

was predicted by the method. Pointwise methods, on the other hand, do not

produce an agreement probability but rather make a binary prediction be-

tween an agreement or a breakoff. As such, for the pointwise methods, these

averages represent the ratio of negotiations for which the method predicted

an agreement.

Figure 5.18: Box and Whisker plot
showing the average agreement
probability predicted by several
methods for agreement negotiations.
If a method did well, it is closer to
the top (full agreement predicted) of
the plot.

Figure 5.19: Box and Whisker plot
showing the average agreement
probability predicted by several
methods for breakoff negotiations. If
a method did well, it is closer to the
bottom (full breakoff predicted) of
the plot.

For figure 5.18 a 1.0 represents true positives, while a 0.0 represents false

negatives. For figure 5.19, a 1.0 represents false positives, while 0.0 repre-

sents true negatives. These plots show that the benchmark methods have

a bias towards predicting breakoffs, while DeepAR stays closer to the cen-
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ter. As such, DeepAR performed far better in predicting agreement nego-

tiations, whereas it did the worst in predicting breakoff negotiations. Note

that in the entire data set, agreement negotiations constitute 77% of nego-

tiations, which means that a method that performs better for this type also

increases performance in the whole data set. Despite its subpar ability to

predict breakoffs, DeepAR still performs best overall in discriminating be-

tween the two types of negotiations.

5.2.2.1 DeepAR

Figure 5.20: Proportion of agree-
ments predicted by DeepAR for
agreement negotiations, for four cut-
off points and eleven learning rates.

Figure 5.21: Proportion of agree-
ments predicted by DeepAR for
breakoff negotiations, for four cut-
off points and eleven learning rates.

Figures 5.20 and 5.21 show how DeepAR performed for different parameter

settings. It performs decently in agreement prediction, but there is still room

for improvement. Looking at these graphs, some things catch the atten-

tion. First, the network generally attributes a higher agreement probability

to agreement negotiations than to breakoff negotiations. This is desirable

as it demonstrates that the network is capable of making a distinction be-

tween the two negotiation types. Something else to note is that both graphs

show an increase in agreement probability for higher learning rates. We

believe this is because the method mirrors the data set in its output, as is

logical for a deep learning network. If we look at the ratio of agreement and

breakoff negotiations for high learning rates, this does indeed include very

few breakoffs; see figure 5.23. So, for those negotiations, it may be "logical"
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to be biased towards predicting agreements. A similar observation can be

made for cutoff point 80. Here, we see DeepAR showing a bias towards

predicting breakoffs for both graphs. Once again, this can be explained by

looking at figure 5.22. Here, we see that cutoff point 80 had a relatively

low number of negotiations that ended in an agreement, and the network

adapts to this by predicting a lower agreement probability. The reason why

this cutoff point saw fewer agreements is because many agreement negoti-

ations already reached an agreement before this cutoff point, and thus were

not included for analysis.

Figure 5.22: Proportion of negotia-
tion which ended in an agreement
for the four different cutoff points

Figure 5.23: Proportion of negotia-
tions which ended in a breakoff for
the eleven different learning rates.

It is also possible to look at DeepAR’s results via a simpler metric. This is

done by considering every negotiation for which it predicts an agreement

with over 50% confidence as predicting a full agreement, and less than 50 %

as a breakoff prediction. In this way, we treat DeepAR like a binary classifier.

This is somewhat reductive, but may give an easier frame of analysis and

allow us to make calculations with precision and recall. Table 5.6 shows how

DeepAR performed on the entire data set, when applying this definition.

Interestingly, this data show that DeepAR managed a prediction accuracy

for both agreement and breakoff negotiations of 82%.

True Positives 2794 True Negatives 826
False Negatives 604 False Positives 176

Table 5.6: Table showing how DeepAR classified the different negotiations.
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precision =
TP

TP + FP
recall =

TP
TP + FN

F1 = 2 · precision · recall
precision + recall

In machine learning, it is common to evaluate classifiers (especially those

dealing with imbalanced data sets) using precision and recall. These can

then be used to calculate the F1-score. Precision can be seen as the fraction of

agreement predictions which the program correctly classified, while recall

indicates what fraction of agreement negotiations were correctly predicted

as such. DeepAR achieved a precision of 0.94 and a recall of 0.82. Its F1-score

is 0.876, which is generally considered a good score. The highest possible

F1-score which can be achieved is 1, if the network gets perfect precision

and recall.

When we look at the classifier from this lens, the results look very favorable.

Part of the reason for this apparent "difference" is that the plain accuracy re-

ported earlier did not account for the number of negotiations each category

represented. Take, for example, a breakoff negotiation with a high learning

rate. Such a negotiation is difficult for the network to predict correctly, but

also represents a very small part of the data set.
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This chapter will explore some topics that have not been adequately dis-

cussed in previous chapters. In addition, we will discuss the limitations of

this thesis. This will serve as a starting point for future research suggestions

in the field of automated negotiation prediction.

6.1 Discussion

6.1.1 Metrics

In the previous chapter, the difficulty of comparing distributive and point-

wise prediction methods was highlighted. Here, the comparison of utility

predictions by themselves is not an issue, as CRPS is able to handle both

types of data in a way that allows them to be compared quite well. The issue

in comparing their outputs lies in the different way they handle agreement

predictions. As already touched upon, distributive methods give every ne-

gotiation a probability that the negotiation ends in an agreement, whereas

pointwise method simply either predicts the negotiation ends in an agree-

ment or does not. From this difference in prediction type comes a difference

in how the data is analyzed as well, as was discussed in 5.2.1

We already saw that reporting only the accuracy scores of the included

methods made for a difficult comparison because of their different calcu-

lations. Moreover, such an analysis does not account for the proportion of

negotiation types included in the data set. For this reason, we opted to eval-

uate DeepAR using precision, recall, and F1-score as well. These metrics are

common in data science because they provide a complementary look at the

evaluated network and account for imbalanced data. In many situations,

an increase in precision can mean a loss in recall and vice versa. Because

of its widespread usage, using this metric also provides us with an easy
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communication tool towards others in the field.

That is not to say that these metrics are without problems. For DeepAR, us-

ing a metric designed for binary classification ignores its distributive nature,

which is an important feature of our designed solution. Binary classification

regards a confidence level of 51% equally to one of 99%. Moreover, an in-

tegral assumption of precision and recall is that one class is the "relevant"

one. As such, the calculations made rely on this assumption of having one

important and one unimportant class. In our case, however, an agreement is

not more or less desirable than a breakoff, but rather both are plausible ne-

gotiation outcomes. We can also calculate the F1-score with breakoffs as our

relevant class, which gives 0.68. Still a decent score, but lacking compared

to our ability to classify agreements.

6.1.1.1 Different Metric

The reason the metrics were chosen as such is that they offer a way to com-

pare the results for two different types of methods, while also being rela-

tively easy to understand. Nevertheless, the experiments may have benefit-

ted from a more extensive metric that takes into account all these factors at

once, so that the different methods can be compared one on one.

A suggestion for such a metric could be one that, for the distributive meth-

ods, adds a weight factor to the utility score outcome when calculating the

average. This weight factor would be scaled so that highly confident predic-

tions contribute more to the total average and vice versa. One can argue that

pointwise predictions already implement a version of this, as their included

predictions are all 100% confident. Therefore, the distributive methods and

pointwise methods should be easier to compare with this metric. On the

other hand, the distributive metrics would suffer in their interpretability,

making it harder to gauge what the total experimental results mean.

An additional approach that can improve how well all methods’ agreement

probabilities can be compared is to design one metric encompassing both

agreement and breakoff negotiations, which takes the average difference be-

tween the ground truth (either 100% agreement or 0% agreement) and the
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predicted probability. For a pointwise method, this predicted probability

would always be either 100% agreement or 0% agreement as well. Like the

previous suggested metric, this may improve how well the different meth-

ods can be compared, but also decreases interpretability on an individual

basis. As this research is first about DeepAR and second about the bench-

mark methods, we opted to use metrics that are easier to interpret.

6.1.2 Wrong Predictions

As with most classification tasks, negotiation outcome prediction also suf-

fers from incorrect classifications. Taking a closer look at the results, it

seems that most incorrect predictions were made for negotiations that did

not behave similar to negotiations with the same parameters. Take, for

example, negotiations with a high learning rate. This category consists

mainly of agreement negotiations. As such, DeepAR tends to predict a high

agreement probability for these negotiations. However, there are still cases

where such negotiations end in a breakoff. These cases often get predicted

wrongly. The same behavior can be observed across the entire data set for

different parameters. On the one hand, this does show that our network

learns to distinguish different types of negotiations based on the shape of

the time series and make predictions based on it.

There are also cases in which DeepAR gives a very low agreement probabil-

ity to negotiations that do end in an agreement. To some extent, this is also

due to the unpredictable nature of negotiations. The difficulty of correctly

predicting an agreement for negotiations on an individual basis is exempli-

fied by figure 6.1, which shows how the erratic behavior of these time series

can cause negotiations to still end in an agreement, even if the trend so far

indicated otherwise. Negotiations of this type can put a limit on the optimal

performance of any method that attempts to predict them. However, across

the board, methods should be able to extract general trends from data and

use this to make informed predictions. It just so happens that sometimes

the true outcome is not what appears to be the most likely one. The ad-

vantage of DeepAR in these situations is that it still gives the agent a utility
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prediction, which the agent can use in whichever way it seems fit.

Figure 6.1: Example of a negotiation that unexpectedly ended in an agreement

From this, one may conclude that the most effective way to manage an op-

ponent that uses an outcome predictor is to radically change the strategy

used in the final stage of the negotiation. If there is no correlation between

the bids made, it will be impossible to accurately make a TSF. In these sit-

uations, the network may benefit from an incorporated opponent model to

gauge the plausible outcomes.

6.1.3 Advantages and Disadvantages of DeepAR

Bringing us to another discussion point: is DeepAR still the preferable solu-

tion if we take the setup costs into account? The benchmark methods used

in this research are all "plug and play", meaning that they can be applied

to any negotiation from any moment, and require no training1. Deep learn-

ing, on the other hand, gains in performance at the cost of flexibility, which

it lacks compared to all benchmark methods. During training, DeepAR re-

quires a data set representative of the negotiations it will be predicting, and

1Note that for ARIMA, the parameters must still be set. Although this requires no
training, they do still differ per time series and can also take much time.
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is also limited to a preset input and output length. On top of this, training

can take multiple hours depending on the size of the data set, convergence

rate, and processing capacity. If someone wanted a method to just quickly

predict a negotiation, deep learning is, at the current state of research, not

their best bet.

Nevertheless, we believe that it is by far the most worthwhile method in

automated negotiating research, for a number of reasons:

1. Performance The most straightforward reason, the performance of

deep learning. This research has shown that DeepAR outperforms ev-

ery benchmark, and we believe these results will only improve with

more research. Deep learning networks exist in many possible per-

mutations far outside just RNN and LSTM networks, with even more

possibilities regarding hyperparameters and training settings. As this

research’s primary focus was not to design the optimal deep learn-

ing network, but rather investigate whether such a network could be

feasible at all, we believe research dedicated to this endeavor could

result in a network outperforming the one described in this thesis.

The benchmark methods, on the other hand, are quite simple in their

workings and will likely gain little from additional research. We also

believe additional research may remove some of the earlier described

barriers by making a network that can work for many different out-

puts, or is trained on a broad selection of negotiation, and thus can be

used for many negotiation contexts.

2. Insight DeepAR returns two outputs to the agent, a distribution of

outcomes and an agreement probability. Additionally, DeepAR can

provide the forecast distributions that it used in generating the out-

come prediction. This collection of outputs gives the agent insight

into the negotiation, which it can then use to decide its next move(s).

Compare that with pointwise methods that give only the predicted

outcome. Although valuable, they provide no indication of the confi-

dence in this prediction nor of how likely other predictions are. Once

more, further research may be able to improve this category by adding
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additional outputs to the network, for instance, having the network

also produce material outcomes of the negotiation.

3. Customizability Another advantage of deep learning that has been

useful in many areas is its customizability. The networks can be tailor-

made for the specific use case at hand. If you know in what setting

and against what type of opponents you will negotiate beforehand,

this gives deep learning a large advantage over other methods. More-

over, the network can be made lighter for small usecases, or apply

a new likelihood function for different data distributions. This cus-

tomizability argument can be made for ARIMA as well to some de-

gree, since it uses three parameters to fit various types of data. How-

ever, ARIMA has performed far worse than DeepAR in this research,

and deep learning is far more customizable.

Overall, choice of method still depends heavily on the context. Generally,

the more time one is willing to invest in a solution, the more worthwhile

deep learning becomes. For a quick prediction, a different method might

be better for now, at least until a more flexible deep learning solution is

developed for automated negotiations.

6.2 Limitations

This section will dive into the limitations of this study and provide insight

into the constraints encountered during the research. We hope these lessons

are informative and inspire future researchers in this field, helping them

achieve ambitious results.

6.2.1 Agents

After some consideration, we decided to limit the scope of this research to

involve only time-dependent agents. The TDA uses a purely time-based

strategy and is therefore deterministic, with a methodology that is depen-

dent on only a few parameters. These parameters allowed much control

over the shape of the agents’ utility graph, which meant the effects of dif-
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ferent shapes could be investigated well, and the boundaries of the research

well defined.

Nevertheless, this decision was not without drawbacks. One of the major

obstacles we encountered regarding TDA is its shape for low learning rates.

Although technically a deterministic strategy, in practice, the opponent’s

utility is chosen at random for every new time step. On the one hand, this

formed an obstacle in terms of the predictability of the TDA, where the net-

work had a hard time making sense of the time series. This led us to intro-

duce new variables (learning rate, target utility) that allowed more control

over the TDA in hopes of reducing this problem. On the other hand, this did

allow us to show the effect an opponent model (in the form of learning) can

have in reducing randomness from the made bids and thus the predictabil-

ity of the negotiation. One may wonder what effect a different choice of

agent would have had in this matter. If this hypothetical agent had adhered

to a strategy that is easier to predict, the results could have been greatly

affected.

This brings us to another point, the narrow scope of the agents in this re-

search. While making the research more focused, the decision to include

only one agent also made it so this research’s applicability to the broader

world of (automated) negotiation is still uncertain. There is a plethora of

additional possible strategies and negotiation settings that may be quite dif-

ferent from a bilateral negotiation between TDAs in the party domain. This

research confirmed that there is potential for predicting automated negoti-

ations, but the case for a broader selection of agents (and other parameters)

remains to be made.

6.2.2 Learning

The learning in this research means to simulate an agent that uses a behavior-

based strategy. That is, a strategy in which the agent uses some opponent

model to estimate the preference profile of its opponent. This can then be

used in an attempt to make bids that are profitable for both negotiating par-

ties. However, it is questionable whether the learning model we developed
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fully captured this behavior. A regular agent using an opponent model may

start off having no idea about its opponents’ preferences, and slowly gain

this knowledge throughout the negotiation. As such, you could say that

its learning rate is increasing with time. Our model, on the other hand,

assumes some amount of knowledge from the beginning, which stays con-

sistent throughout the negotiation. So, in this sense, the model does not

fully model learning, but rather insight into the opponent. This design was

chosen because we opted for the learning rate to be simple and understand-

able, rather than highly realistic. In this way, it is clear how the opponent’s

learning influences their predictability, rather than a method that is more

realistic but for which it is hard to assess what facet causes a certain effect.

A model is, by definition, an abstraction and can never be the same as that

which it models. We believe that this model strikes a good balance between

realism and transparency. However, it would be interesting to see how a

true learning agent would influence the research.

6.2.3 DL network

As already touched on, the current deep learning network is quite rigid in

its settings. It can only give predictions for rounds 20, 40, 60 and 80 and will

always predict until exactly round 100. If one wanted to apply the network

in a different context, this would require the training of a new network with

the desired specifications. This limits the broad applicability of the network.

Fortunately, such rigid settings are not a hard requirement for deep learning

networks in general, meaning that this could be mitigated in the future.

Additionally, the amount of resources it takes to train and test a network

means that the current network settings (hyperparameters) were not fully

tested against other settings. Rather, due to constraints in time and re-

sources, when a network was developed that performed good enough, this

network was kept. However, it is plausible that some difference in hyperpa-

rameters, be it in the network structure, loss function, or training settings,

could have improved the performance even more. The goal of this research

was not to create an optimal network, but rather to test whether such an
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approach can prove fruitful at all.

6.2.4 Own utility graph prediction

In the first experiment, we opted to only test the performance of the algo-

rithms in forecasting their opponent’s utility graph, for this was seen as the

main challenge in TSF. Forecasting the own utility graph was seen as an

arbitrary task, based on earlier experiments. This still holds for the most

part, as predicting the opponent’s utility graph is the harder challenge of

the two (also see section 2.3.1.1). However, it may still have been insightful

to test whether the forecast error for the own utility graph is sufficiently low,

as well as whether there is a large difference in forecast accuracy between

the benchmarks. The clearest advantage is that this would give additional

insight in the process of going from time series forecasts to outcome pre-

dictions. Currently, the results show some discrepancy between experiment

1 and experiment 2. Where the first shows DeepAR as the clear preferred

method in TSF, the second is more ambiguous. Part of this puzzle may lie

in the ability of these methods to predict their own utility graph.

However, one can argue that predicting the own utility graph is, in this case,

irrelevant. A TDA knows from the start what trajectory it will follow and

thus should not have the need to still predict it. Instead, it could just use its

own future utility graph to find the intersection with the opponent’s predic-

tion. Although this line of reasoning holds for TDA, the same cannot be said

for all types of agents. Many agents may themselves be unsure about their

future utility graph, and be dependent on the opponent’s moves, as well

as some inherent randomness. Still, one can argue that these agents will

know better what direction they will take themselves. This is true for many

agents, but removing the own prediction would also decrease the wide ap-

plicability of the research even further, as the user would have to insert their

(possible) future utility graph themselves, as opposed to it being included

in the framework.

Nevertheless, a small additional test was run to gain some insight into the

above question. Here, the second experiment was repeated for a minor sub-
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set of negotiations, but with the true utility graph of the own agent used

to find the intersection, instead of the forecast. We found that doing this

improved the performance for all methods, but still maintains the same rel-

ative distribution of the performances between the methods. So, no single

method improved disproportionately much. This suggests that the in- or

exclusion of a prediction of your own utility graph is not responsible for the

relative ordering in prediction method performance.

6.2.5 Intersection Method

To be able to make a TSF, the true outcomes are converted to utility time se-

ries. The forecasts made based on these time series do not take into account

what can or cannot be an actual negotiation outcome. Rather, it returns

utilities that it believes are logical continuations of past observations. For

this reason, it is possible for the forecasting method to make a forecast that

does not have any real negotiation outcomes surrounding it. This results

in the intersection method finding outcomes that equally do not have any

associated real outcome. This was not a problem in this research because

the party domain is densely spread out over the outcome plane. Therefore,

there was always an outcome close to the predicted utility. However, for

sparse outcome spaces, this may present an issue. For such outcome spaces,

the chance to return a utility that does not have an associated outcome in-

creases. In these situations, it may be wise to adjust the model or intersec-

tion method so that it takes into account the outcome space when making

predictions.

Another issue in the current intersection method is that the intersection is

always made from the perspective of our own agent. When the forecasts

cross each other, that is what we count as having reached an agreement. The

analysis was chosen like this as it is the only way to determine that an agree-

ment is reached from time series forecasts. In reality, however, this is only

true when our own agent ends the negotiation with an agreement, since it

is viewed from their perspective. As such, the method does not consider

that the opposing agent may not view the utilities as having crossed yet at
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all. Fortunately, this only presents an issue in situations where the opposing

agent would have terminated the negotiation earlier. This is because if they

wanted to end it later, our agent already beat them to the punch, meaning

that our agent "determines" the outcome. Moreover, for these negotiations

terminated by the opponent, our own agent receives a higher utility since

the negotiation is ended earlier in its concession curve.

6.2.6 Applicability

Many algorithms and techniques in the field of automated negotiation (so

far) have primarily seen usage in simulated environments, such as Genius,

and in the annual ANAC negotiation competitions. In this context, the pri-

mary ’goal’ is improving the outcomes achieved by the agent in various

negotiation formats. The idea is that if these agents are made to be good

in simulated environments, this will translate to real negotiation environ-

ments. This idea is also implicitly present in this research. For this purpose,

the predicting method is valid. One can imagine putting different conces-

sion trajectories for their own agent in the program and evaluating the dif-

ferent outcome predictions. These can help the agent decide whether they

want to change their trajectory for the possibility of gaining utility. Ad-

ditionally, they can evaluate the associated risk of doing so by analyzing

the distribution’s spread and agreement probability. Agents involved in

multiple simultaneous negotiations can decide which negotiations are most

worthwhile to spend computational resources on. However, for both sce-

narios, to be able to fully reap the benefits of this research, more work is

needed. See 7.2.2 for a discussion of this.

Then on to non-simulated negotiations. Utilities should give us an indica-

tive idea of how content a party is with a certain negotiation outcome (e.g.,

two different outcomes with the same utility should be evaluated equally).

If this indication does a good job at describing the negotiation context, this

research can be used effectively. Think of scenarios such as commerce or

salary negotiation, where the concepts that are up for negotiation already

have a clear numerical dimension. In these settings, the tactics described
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above for simulated environments can be applied just as well2.

However, there are scenarios imaginable where such a numerical translation

of a party’s preferences fails to fully capture the broader context of a negotia-

tion. After all, it is hard to quantize abstract concepts such as "want", "need",

or "desire" into numbers. You would have to transform the issues into

utilities and the negotiation dynamics into a bilateral round-based setting.

These computational negotiation mechanics are great for artificial agents to

understand and do analysis on but do not capture the social mechanisms

of a real (automated) negotiation. Even for fully automated negotiations,

it is questionable how easily the settings can be translated to one that our

model can interpret. In these situations, the research as it stands now falls

short. Nevertheless, this research can be a step in the right direction to be

able to do this in the future. For this reason, we have developed a modular

application based on this research to predict negotiation outcomes. More

information on this can be found in 7.2.3.

2This does assume the negotiation is still automated. However, the reader is free to
bring an AI to a non-automated salary negotiation if they so desire, we would be very
interested in their findings.
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7.1 Conclusion

In this thesis, we made the first steps in predicting the outcomes of auto-

mated negotiations. The main question we sought to answer was:

Research Question

How can we best predict the outcome of an automated negotiation?

We developed a framework for predicting automated negotiation outcomes

as our solution to our research problem. This framework treats negotiations

as time series and divides the problem into two subprocesses. The first of

these is a time series forecasting process and the second an intersection one.

Splitting the framework into these two distinct steps improves its modular-

ity. We believe that this makes our solution comprehensible and suitable

for further experimentation by other researchers, as individual parts can be

easily adjusted.

When applying state-of-the-art TSF methodology to this framework, our so-

lution can predict the utility outcomes of negotiations within 0.04 utility of

the real outcome, on average. It also correctly predicts whether a negotia-

tion ends in an agreement for 82% of negotiations, achieving an F1-score of

0.876.

The first subquestion we answered was:

Research Question 1.1

How can we best predict the utility time series of the agents partici-

pating in a negotiation?

We tested six different TSF methods in forecasting negotiation time series.
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We showed that automated negotiation utility time series are difficult to

predict with classic statistical models. Deep learning models were found

to be the most effective method for TSF, due to their ability to learn from

data across different negotiations. These networks outperformed the other

five methods in forecasting accuracy, as measured with CRPS error. The

best method, DeepAR, achieved an average CRPS error score of 0.081. Ad-

ditionally, we showed the predictability of negotiation time series could be

improved by introducing a behavior-based strategy component. In this the-

sis, this was modeled with the learning rate.

The second subquestion we answered was:

Research Question 1.2

How can we best predict the outcome of an automated negotiation

based on time series forecasts of utility graphs?

We found that Monte Carlo methods are the most effective method for con-

verting utility forecasts to outcome predictions. Notably, performance in

time series forecasting did not translate directly into outcome predictions

for all TSF methods. In general, deep learning methods were once again the

most effective tool for accurately predicting the outcome of negotiations,

both for utility outcome and agreement probability prediction. DeepAR

showed the best performance across the board, especially for agreement

negotiations. In contrast, it has the most room to improve when classify-

ing breakoff negotiations, perhaps because these formed a smaller part of

our data set. DeepAR achieved an average CRPS of 0.04 in utility outcome

prediction, and classified 82% of negotiations correctly for both agreements

and breakoffs. It achieved a recall of 0.82 and a precision of 0.94, resulting

in an F1-score of 0.876.

We also found that the main drawback of deep learning networks is their

inflexibility, as setup takes longer and the network had to be tailored to the

specific negotiation setting at hand. When choosing between classical statis-

tic models only, we found linear extrapolation to perform best. All methods

improved in performance when given more negotiation data ("later cutoff
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points") and when the opponent behaved more predictable ("learning rate").

In this thesis, we have made the first steps in investigating the possibilities

of predicting the outcome of automated negotiations. In conclusion, auto-

mated negotiation outcomes are still challenging to predict, but we believe

our approach is a valuable first step in their prediction.

7.2 Future Work

As this is the first research of this kind, we believe that the drawbacks de-

scribed here can be mitigated with future research on (deep learning) pre-

diction methods for automated negotiation. In this section, we will discuss

some suggestions for future research directions that we believe may prove

promising for the development of automated negotiation predictions.

7.2.1 Improving the predictions

The most straightforward direction for future research is improving time

series forecasts and outcome predictions. This is best done by further de-

veloping the prediction network. Naturally, a network more equipped for

the task at hand should lead to better predictions. Perhaps a more advanced

type of temporal network can be tested for its ability to make accurate pre-

dictions. Another possibility is to take more parameters into account when

making the prediction. In deep learning, this can make a big difference in

prediction accuracy. We propose to integrate an opponent model into the

network which can assist in the prediction. Additionally, the network can

also be made to directly predict the outcome, as opposed to splitting the

time series forecasting and intersecting in two separate steps. If this is done,

an additional improvement could be to give the network an extra dimension

by integrating the "true" negotiation outcomes into its input and output, in-

stead of just utility scores.
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7.2.2 Widening the scope

To reduce the number of variables that can influence the results, the scope of

this research was kept to one negotiation setting with one type of negotiat-

ing agent. With the first steps made, a logical development of this research

is to widen the scope and see how well it holds up. One option is to include

more agents and strategy types in the research. Perhaps a general predictor

can be developed that works for all or a wide subset of agents. Likewise, the

research can be extended outside of bilateral, alternating-offer negotiations

to include more negotiation settings.

A different direction that is of paramount importance is the network’s ap-

plicability to non-simulated negotiations. Improving the network so that

it can be tested in real use cases should be a next step in its development.

Many algorithms and agents in automated negotiations are developed and

tested in a simulated environment, and this research is no exception. If re-

search should ever want to have an impact on stakeholders outside of just

academia, the network must also be made to work in this context. Examples

of relevant settings can include, but are not limited to salary negotiations,

commerce, automated systems communication, or political negotiations.

7.2.3 Application

To give our work back to the scientific community and encourage further

research building on this, we have developed an application for the Python-

based negotiation simulator NegMAS [69]. It comes with the DeepAR mod-

els trained for this research, as well as the possibility to train a custom

model, and all five benchmarks. Additionally, the application is fully modu-

lar, meaning the user can choose which parts of the research they would like

to experiment with, and customize their networks with all options GluonTS

offers for their DeepAR network. This means they can experiment with dif-

ferent model architectures, likelihood-, or loss functions. The intersection

method is included as well, with the possibility to input any combination of

forecasts and true concession curves.
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A.1 Other TSF methods

A.1.1 ARIMA

ARIMA stands for AutoRegressive Integrated Moving Average. It is one

of the most widely used approaches to Time Series Forecasting and aims

to describe autocorrelations in data [32]. Autocorrelations in data are the

similarities between observations made at different points in the time series.

ARIMA uses these earlier value as predictors for future values in the series,

so called "lagged values". An ARIMA model can not easily be used and ran

"as is". It needs to be fine-tuned precisely in accordance with the type of data

which it attempts to predict, and the data must be prepared for it to be used

with ARIMA similarly as well. This is most commonly done using the Box-

Jenkins method [15], a process in which the data is analyzed and differenced

to be made usable for the specific time series. To my knowledge, ARIMA

has not been used for the analysis of negotiations before like this, probably

because of the tedious "tuning" which must be done for each time series.

An ARIMA model is tuned using 3 parameters, corresponding to the 3 dif-

ferent submodels contained within ARIMA [70], [71]. These are:

p: The lag order, or number of lag observations in the model. It corresponds

to the AutoRegressive submodel (AR). This is the time series regressed with

its previous value i.e. y(t-1), y(t-2) and so on. The formula for the AR pre-

diction model is:

ŷ(t) = c + Φ1 · y(t − 1) + Φ2 · y(t − 2) + · · ·+ Φp · y(t − p) + ϵt

95



Additional Information

Where y(t) at any time is the value for the timeseries. c is a constant, and Φ

the coefficient of the AR term y(t).

d: The degree of differencing, or the number of times the time series must

be differenced before it becomes stationary. It corresponds to the Integrated

submodel (I). In general, a time series of a dth order difference can be written

as:

y′(t) = (1 − B)dy(t)

Where y(t) is the regular time series and B the ’backshift operator’.

q: The order of moving average, or the size of the moving average window.

It corresponds to the Moving Average submodel (MA), which uses a regres-

sion model on past forecasting errors.

ŷ(t) = c + θ1 · ϵ(t − 1) + θ2 · ϵ(t − 2) + · · ·+ θq · ϵ(t − q)

This is similar to the AR term, again with y(t) the value for the timeseries, c

a constant, and ϵ the coefficient of the MA term y(t).

Combining these, the full ARIMA model is as follows:

y′(t) = c+Φ1 · y′(t− 1)+ · · ·+Φp · y′(t− p)+ θ1 · ϵ(t− 1)+ · · ·+ θq · ϵ(t− q)+ ϵt

These parameters must be carefully determined to create the optimal model

for every time series. Each parameter has its own method by which its op-

timal value can be determined, which we will go over.

Firstly, the degree of differencing d. As mentioned, the time series must be

made stationary. A stationary time series is one whose statistical properties

do not depend on the time at which the series is observed [32] and thus does

not have any trend or seasonality. To test whether a time series is stationary
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and how often it must be differenced to be made stationary, a Unit Root Test

can be used as well as analysing an Autocorrelation (ACF) plot [32], [33].

After the degree of differencing has been determined, the p and q values still

must be judged. This is done by analyzing the ACF and Partial Autocorre-

lation (PACF) plots, respectively. An ACF is a bar chart of the coefficients of

the correlation between a time series and lags of itself. A PACF plot is a bar

chart of partial correlation coefficients between the series and lags of itself.

For the sake of brevity, I will not go into detail about the exact analysis for

the above-mentioned methods.

A.1.2 Exponential Smoothing

Exponential Smoothing is another statistical time series forecasting method.

Exponential Smoothing and ARIMA together serve as the most commonly

used approaches within time series forecasting, and can be seen as comple-

mentary approaches [32]. Where ARIMA looks at autocorrelations, Expo-

nential Smoothing describes the trend and seasonality of data. It does this

by using the weighted average of past observations, where the weights of

older observations decay exponentially [72]. Thus, the more recent observa-

tions account for a heavier part of the prediction. The most simple version

was introduced by Brown & Goodell [73], which was then improved by Holt

et al. by making the method better equipped at handing data with a trend

[74]. As our data will likely have trends in it, Holt’s Exponential Smoothing

is the preferred version to use. The formula for Holt’s Exponential Smooth-

ing is:

ŷt+h|t = lt + hbt

Here, lt indicates an estimation of the level of the series at time t and bt in-

dicates the estimation of the trend of the time series at time t. The equations

for lt and bt are:

lt = αyt + (1 − α)(lt−1 + bt−1)
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bt = β(lt − lt−1) + (1 − β)bt

Where αis the smoothing parameter for the level, and β is the smoothing pa-

rameter for the trend 0 ≤ α, β ≥ 1. There are more versions of exponential

smoothing, the most prevalent of which introduce smoothing and season-

ality, but those are not relevant to the problem at hand, as our data does

not require damping, nor is it seasonal. Since exponential smoothing is a

relatively easy-to-implement method which does not require much tuning,

it can serve as a baseline time series forecasting method.

A.1.3 Linear Extrapolation

Linear Extrapolation is a TSF method which extrapolates a line between the

first and final observation in a time series.

A.1.4 Linear Regression

Linear Regression takes all observations in a time series and applies a re-

gression over said points. The outcome is always a straight line, hence the

name. The regression used in this research is SKLearn’s Linear Regression

module for python [75].

A.1.5 Naive

The Naive approach simply extends the last observation in the time series

until the end of the range. This approach is often chosen for random walk

models when no other prediction method is shown to work well.

A.2 Statistical Intersection Methods

A numerical way to calculate the intersection point probabilities is by utiliz-

ing statistical methods. The negotiations ran have discrete timesteps, upper-

bounded by the maximum number of bids allowed to be made by an agent,

which is defined in the Genius environment. So, there is always a maxi-

mum number of bids left to be made, equal to this upper bound minus the
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number of bids already made. As established earlier, a prediction of the

utility trajectories gives a probability density function (PDF) for every one

of these (potential) future time steps for all trajectories. For each time step,

these PDFs can be used to find the probability the points will intersect, as

well as which point they are most likely to meet on. Here, it should be taken

into account that earlier time steps influence the probabilities of later time

steps as well, as the chance the trajectories intersect earlier decreases their

chances of intersecting at a later timestep.

When looking at a single timestep. We have two probability density func-

tions X ∼ N(µ, σ2) and Y ∼ N(µ, σ2), where µ represents the mean and σ2

the variance. X is the utility given to us by the opponents’ bids, and Y is the

utility we receive for the bids made ourselves. We assume that X will start

lower than Y, and will trend upwards by the opponent conceding, and Y

will trend downwards by us making concessions. So, Y(µ) > X(µ). The tra-

jectories meet when they cross each other, and thus X > Y. In other words,

the probability that the two utilities intersect is the chance that a random

sample from X is larger than a random sample from Y. Given that this is the

case, a new probability density function must be made by combining the

two other functions which gives the most likely point of overlap. Thus, we

are interested in the joint probability function under the condition that X >

Y. If we let Z be the joint probability function, then fZ|X>Y(t).

Having found the individual timestep distributions, the next step is adding

them. Calculating this joint probability function for each timestep gives

a multitude of distributions over the utility space [0,1]. Combining these

gives the mixture distribution f (x) = ∑n
i=1 wi pi(x) where p1(x), . . . , pn(x)

corresponds to the probability density functions for all timesteps and w1(x),

. . . , wn(x) the weights belonging to the functions. These weights are com-

puted relative to the chance a negotiation ends at the given timestep. The

chance a negotiation ends at t is found by multiplying the chance the prob-

abilities overlap for timestep t, (P(Xt > Yt)) by the chance the probabilities

do not overlap at an earlier timestep. jt = ∏t−1
i=1(1 − p(i))× p(t) where p(t)

is the probability a negotiation ends at timestep t. Conveniently, the comple-

ment of the sum of these probabilities gives the chance the negotiation does
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not end at any timestep, and thus no deal is made, P(nodeal) = 1 − ∑n
i=1 ji.

The weights are then computed by wt(x) = jt
∑n

i=1 ji
, and can be used to cal-

culate the final mixture distribution, which gives a probability density func-

tion describing the expected utility for our agent.
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Figure A.1: Statistical process of generating a probability distribution outcome
from utility graph distributions 101
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A.3 Genius

The application used in this research to run and analyze negotiations is Ge-

nius [10]. Genius is the most commonly used automated negotiation sim-

ulator, sporting a robust community of researchers working on the devel-

opment of automated negotiations. Most other research referenced here

regarding automated negotiation is developed, ran and tested at least par-

tially in the program. In Genius, the outcome space of a negotiation and the

associated utilities are represented as seen in figure A.2

Figure A.2: Outcome space as shown in the genius environment, empty

In this image, red points on the plane indicate all possible outcomes of the

negotiation, the outcome space. The blue and green points show the start-

ing points for both agents, being the outcomes for which they receive max-

imum utility. Finally, the purple line indicates the Pareto frontier, which

contains all Pareto optional outcomes for the negotiation. Ideally, a nego-

tiation should result in an outcome which is Pareto optimal. An outcome

is Pareto optimal when there exists no outcome which improves the utility

for one agent while keeping the utility for the other at least the same (e.g.

this outcome would be flatly better than the other one, as no agent has to

compromise anything).

During a negotiation, Genius will also track the offers made by both agents,

which will show how much the agents concede. An example of a full nego-
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tiation can be found in A.3:

Figure A.3: Outcome space as shown in the genius environment after a negoti-
ation
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B.1 Results Experiment 1
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B.2 Results Experiment 2

Figure B.1: Proportion of deals pre-
dicted by different methods for ne-
gotiations which ended in a deal, for
cutoff point 20.

Figure B.2: Proportion of deals pre-
dicted by different methods for ne-
gotiations which ended in a deal, for
cutoff point 40.

Figure B.3: Proportion of deals pre-
dicted by different methods for ne-
gotiations which ended in a deal, for
cutoff point 60.

Figure B.4: Proportion of deals pre-
dicted by different methods for ne-
gotiations which ended in a deal, for
cutoff point 80.
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Figure B.5: Proportion of deals
predicted by different methods
for negotiations which ended in a
breakoff, for cutoff point 20.

Figure B.6: Proportion of deals
predicted by different methods
for negotiations which ended in a
breakoff, for cutoff point 40.

Figure B.7: Proportion of deals
predicted by different methods
for negotiations which ended in a
breakoff, for cutoff point 60.

Figure B.8: Proportion of deals
predicted by different methods
for negotiations which ended in a
breakoff, for cutoff point 80.
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B.2.1 ARIMA

Here, it becomes clear that ARIMA, while scoring decently at TSF, nearly

always predicts that a negotiation ends in a breakoff. The gaps in the pre-

diction graph are present because ARIMA did not predict a deal for any

negotiation with those settings.
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B.2.2 Exponential Smoothing
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B.2.3 Linear Regression
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B.2.4 Linear Extrapolation
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B.3 Parameter Effect

B.3 Parameter Effect

B.3.1 Concession rate
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The figures show the time series of two TDAs for 20 different concession

rates, between 0.1 and 2.0. Parameters m and l are both 0.

Figure B.9: Effect concession rates 0.1 - 2.0 have on the concession curve.
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B.3.2 Target Utility

The figures show the time series of two TDAs for 10 different target utilities,

between 0 and 0.9. Parameter e is 1, and l is 0. See figure B.9 for the transition

from a 0 to a 0.9 target utility.
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Figure B.10: Effect target utilities 0 - 0.9 have on the concession curve.

115



Additional Results

B.3.3 Learning Rate

The figures show the time series of two TDAs for 10 different learning rates,

between 0.1 and 1.0. Parameter e is 1, and m is 0.
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