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Abstract

We present the results of our Arabic and
English runs at the TAC 2011 Multilingual
summarisation (MultiLing) task. We partic-
ipated with centroid-based clustering for multi-
document summarisation. The automatically
generated Arabic and English summaries were
evaluated by human participants and by two
automatic evaluation metrics, ROUGE and Au-
toSummENG. The results are compared with
the other systems that participated in the same
track on both Arabic and English languages.
Our Arabic summariser performed particularly
well in the human evaluation.

1 Introduction

Multi-document summarisation is the process of pro-
ducing a single summary of a collection of related
documents. TAC 2011 announced a new task this
year in which for the first time participants were able
to run their summarisers on different languages hav-
ing a corpus and gold standard summaries in seven
different languages, namely Arabic, Czech, English,
French, Greek, Hebrew and Hindi. The task is called
Multilingual Summarization pilot (MultiLing), which
aims to foster and promote the use of multi-lingual al-
gorithms for summarization. This includes the effort
of transforming an algorithm or a set of resources
from a mono-lingual to a multi-lingual version. Par-
ticipating summarisers were expected to be language-
independent and each participant was required to
submit results for at least two of the seven languages
(in our case Arabic and English). The MultiLing task
requires the participant to generate a single, fluent,

representative summary from a set of documents de-
scribing an event sequence. The output summary is
expected to be between 240 and 250 words1 (inclu-
sive).

We show the results of our participation at the
TAC 2011 MultiLing pilot where we applied parti-
tional clustering technique on our multi-document
summarisers. We compare our results against a range
of different systems that participated in this task.

The paper is structured as follows. We will start
with a discussion of related work in Section 2. We
will give a brief summary about the dataset and eval-
uation metrics used in Section 3. Section 4 will de-
scribe the clustering approaches we are working with
together with a description of our summarisers and
the experimental setup. Results are discussed in Sec-
tion 5, and we conclude in Section 6.

2 Related Work

2.1 Multi-Document Summarisation

The analysis for multi-document summarisation is
usually performed at the level of sentences or docu-
ments. Multi-document summarisation systems fol-
low two approaches: extractive or abstractive. Work
on abstractive summarisation is limited; it requires
natural language analysis and generation techniques
that are still not that robust. For this reason, most of
the current summarisation systems rely on the extrac-
tive approach.

One early multi-document summariser used infor-
mation extraction (IE) to identify similarities and dif-

1The count of words was provided by the wc -w linux com-
mand.



ferences between documents (McKeown and Radev,
1995). Later systems combined IE with a process
that regenerates the extracted units in order to im-
prove the quality of the summarisation (A. Funk and
Bontcheva, 2007). (Zhao et al., 2009) describe a
method for query-focused multi-document summari-
sation.

In our own work we do not focus on query-
based summarisation as we are focusing on query-
independent summarisation, which is the main objec-
tive of the MultiLing pilot.

Summarisation of Arabic documents has not ad-
vanced as fast as work in other languages such as
English. The summariser “Lakhas” (Douzidia and
Lapalme, 2004) was developed using extraction tech-
niques to produce ten-words summaries of news ar-
ticles. (Turchi et al., 2010) presented a method for
evaluating multilingual, multi-document, extractive
summarisation, using a parallel corpus of seven lan-
guages. In their approach, the most important sen-
tences in a document collection were manually se-
lected in one language. This gold-standard summary
was then projected into the other languages in the
parallel corpus.

We have previously applied centroid-based clus-
tering to summarise multiple documents in Arabic
and English (El-Haj et al., 2011a) and (El-Haj et
al., 2011b). Here we wanted to find out how these
language-independent summarisers perform against
other approaches, and we were also interested in find-
ing out how each of the two languages performed.

2.2 Clustering for Summarisation
Data clustering is the assignment of a set of ob-
servations into subsets, so called clusters. As a
method of unsupervised learning, clustering has re-
ceived a lot of attention in past years to improve
information retrieval (IR) or to enhance the quality
of multi-document summarisation (Dunlavy et al.,
2007). Clustering has been applied to many docu-
ment levels starting from the document itself down
to sentences and words. Clustering can broadly be
grouped into hierarchical clustering and partitional
clustering.

In centroid-based multi-document summarisation,
a form of partitional clustering, similarity to the clus-
ter centroid and the top ranked sentences has been
the main factor in clustering sentences, where the

centroid is defined as a pseudo-document consisting
of words with TF*IDF scores greater than a prede-
fined threshold (Radev et al., 2000) and (Radev et al.,
2004). We will also focus on centroid-based cluster-
ing.

The work by (Liu and Lindroos, 2006) proposed a
Chinese multi-document summariser which is based
on clustering paragraphs of the input articles. In their
work they cluster the source documents by paragraph
units instead of sentences and the cluster size used
changes based on the number of extracted sentences.

(Wan and Yang, 2008), proposed a multi-document
summarisation technique using cluster-based link
analysis, in their work they used three clustering de-
tection algorithms including k-means, agglomerative
and divisive clustering. The proposed module re-
lies on clustering the sentences into different themes
(subtopics), the number of clusters is defined by tak-
ing the absolute square root of the number of all
sentences in the document set. We use a predefined
range for the number of clusters.

(Sarkar, 2009), presented a sentence clustering
based multi-document summarisation system by
adopting the incremental clustering method which
has been used for web clustering in (Hammouda
and Kamel, 2004). In their work they reordered the
clusters based on their sizes measured in terms of
sentence-counts assuming the more sentences in a
cluster the more important the cluster is.

To the best of our knowledge, little work has been
reported on applying clustering for Arabic multi-
document summarisation. (Schlesinger et al., 2008)
presented CLASSY, an Arabic/English query-based
multi-document summariser system. They used an
unsupervised modified k-means method to iteratively
cluster multiple documents into different topics (sto-
ries). They relied on the automatic translation of
an Arabic corpus into English. At the time of their
experiments, the quality of machine translation was
not high enough. This led to difficulties in reading
and understanding the translated dataset. The transla-
tion resulted in inconsistent sentences; core keywords
may have been dropped when translating. Errors in
tokenisation and sentence-splitting were among the
main challenges.



3 Dataset and Evaluation Metrics

3.1 Test Collection
The test collection for the MultiLing pilot is avail-
able in the previously mentioned 7 languages2. The
dataset is based on WikiNews texts3. The source
documents contain no meta-data or tags and are rep-
resented as UTF–8 plain text files. The dataset of
each language contains 100 articles divided into 10
reference sets, each contains 10 related articles dis-
cussing the same topic. The original language of the
dataset is English. The organisers of the pilot were
responsible for translating the corpus into different
languages by having native speaker participants for
each of the 7 languages. In addition to the news
articles the dataset also provides human-generated
multi-document gold standard summaries.

3.2 Evaluation
Evaluating the quality and consistency of a generated
summary has proven to be a difficult problem (Fisz-
man et al., 2009). This is mainly because there is
no obvious ideal, objective summary. Two classes of
metrics have been developed: form metrics and con-
tent metrics. Form metrics focus on grammaticality,
overall text coherence, and organisation. They are
usually measured on a point scale (Brandow et al.,
1995). Content metrics are more difficult to measure.
Typically, system output is compared sentence by sen-
tence or unit by unit to one or more human-generated
ideal summaries. As with information retrieval, the
percentage of information presented in the system’s
summary (precision) and the percentage of important
information omitted from the summary (recall) can
be assessed.

There are various models for system evaluation
that may help in solving this problem. Automatic
evaluation metrics such as ROUGE (Lin, 2004),
BLEU (Papineni et al., 2002) and AutoSummENG
(Giannakopoulos et al., 2008) have been shown to
correlate well with human evaluations for content
match in text summarisation and machine translation.
Other commonly used evaluations include assessing
readers’ understanding of automatically generated
summaries. Human-performed evaluation may be
preferable to automatic methods, but the cost is high.

2http://www.nist.gov/tac/2011/Summarization/index.html
3http://en.wikinews.org/wiki/Main Page

For this task, the evaluation of results was per-
formed both automatically and manually. The man-
ual evaluation was based on the Overall Responsive-
ness of a text and the automatic evaluation used the
ROUGE and AutoSummENG-MeMoG methods to
provide a grading of performance. For the manual
evaluation the human evaluators were provided with
the following guidelines: Each summary is to be as-
signed an integer grade from 1 to 5, related to the
overall responsiveness of the summary. We consider
a text to be worth a 5, if it appears to cover all the
important aspects of the corresponding document set
using fluent, readable language. A text should be
assigned a 1, if it is either unreadable, nonsensical, or
contains only trivial information from the document
set. We consider the content and the quality of the
language to be equally important in the grading.

Summaries that are out-of-limit are penalised
using the Length-Aware Grading measure (LAG).
Given a summary S of length |S| (in words) assigned
a grade g, a lower word limit count lmin and an up-
per word limit count lmax, then LAG is defined as
follows.

LAG(g, S) = g∗
(
1−max(max(lmin − |S|, |S| − lmax), 0)

lmin

)
(1)

In the task specific evaluation, lmin = 240, lmax =
250. LAG simply provides a linearly diminishing
weight to grades diverging from the limits.

The automatic evaluation was based on human-
generated model summaries provided by fluent speak-
ers of each corresponding language (native speakers
in the general case). The models used were, ROUGE
variations (ROUGE1, ROUGE2, ROUGE-SU4) (Lin,
2004) and the MeMoG variation (Giannakopoulos
and Karkaletsis, 2010) of AutoSummENG (Gian-
nakopoulos et al., 2008).

4 Cluster-based Summarisation

For all our experiments we are using a generic multi-
document extractive summariser that has been imple-
mented for both Arabic and English (using identical
processing pipelines for both languages). Summaries
are generated by selecting sentences from sets of re-
lated articles. Details on the summarisers used in this
task are given in (El-Haj et al., 2011a) and (El-Haj et
al., 2011b).



We will now describe the clustering methods em-
ployed in our experiments, the actual summarisation
process and the experimental setup.

4.1 K-means Clustering

K-means clustering is a partitional centroid-based
clustering algorithm. The algorithm randomly selects
a number of sentences as the initial centroids, the
number of sentences is dependent on the cluster size
assigned. The algorithm then iteratively assigns all
sentences to the closest cluster, and recalculates the
centroid of each cluster, until the centroids no longer
change. For our experiments, the similarity between
a sentence and a cluster centroid is calculated using
the standard cosine measure applied to tokens within
the sentence.

4.2 Centroid-Based Clustering Experiment

In previous work we experimented with partitional
clustering summarisation (El-Haj et al., 2011a). We
found that clustering sentences and then selecting sen-
tences from the biggest cluster performed very well.
We experimented with different numbers of clusters
and found the extreme case of a single cluster was
among the best-performing settings. Based on the
findings we decided to enter TAC 2011 MultiLing
with a clustering approach that treats all documents to
be summarised as a single bag of sentences, and the
sentences are clustered using a single cluster. We can
then rank all sentences in order of similarity to the
centroid. The summary is generated by selecting sen-
tences in that ranked order, i.e. selecting sentences
that are close to the centroid, until the expected limit
is reached. In the resulting summary we keep the
order of sentences as they appear in the clusters (i.e.
a sentence very similar to the centroid appears earlier
on in the summary than one that is less similar).

The intuition for this approach is the assumption
that a single cluster will give a coherent summary
all centred around a single theme, where other ap-
proaches expect to result in summaries that contain
more aspects of the topics discussed in the documents
and therefore a summary that gives a broader picture.

Note that in our experiments we trim the resulting
summary to a particular length. As indicated in the
task, the acceptable limits for the word count of a
summary were between 240 and 250 words (inclu-
sive).

SysID Human (Overall) Human (LAG)
ID1 3.77 3.77
ID9 3.73 3.73
ID8 3.70 3.66
ID3 3.43 3.30
ID7 3.30 3.20
ID10 3.20 3.10
ID2 3.10 3.10
ID6 3.10 2.76
ID4 2.77 2.76

Table 1: Arabic Overall and LAG Responsiveness Scores

SysID Human (Overall) Human (LAG)
ID3 3.83 3.55
ID2 3.53 3.53
ID10 3.20 3.20
ID1 3.20 3.10
ID5 3.03 2.92
ID8 2.73 2.73
ID9 2.50 2.50
ID7 2.30 2.29
ID6 2.67 2.20
ID4 2.033 2.033

Table 2: English Overall and LAG Responsiveness Scores

5 Results and Discussion

Apart from the actual participants in the MultiLing
task there were also a global baseline (System ID9)
and a global topline (System ID10).

For the Arabic language, there were 7 participants
(peers) in addition to the two baseline systems, for a
total of 9 runs. The English language had 8 partici-
pants in addition to the two baseline systems, for a
total of 10 runs.

Our system in both the Arabic and the English
competition is referred to as ID8.

Tables 1 and 2 illustrate the overall and the length-
aware grading measure (LAG) for systems participat-
ing for the Arabic and English language respectively.
As we can see in the first table, our system (ID8)
scored very well, only two systems (one of them the
baseline) scored better but not by a big margin. The
LAG grade of our system reflect that some of our
summaries were out of limit (below 240 words), but
as we can see this did not affect the ranking.



SysID Recall Precision F-score
ID10 0.46751 0.25828 0.30786
ID3 0.37218 0.29644 0.29987
ID2 0.34194 0.29444 0.29188
ID6 0.35648 0.25396 0.2763
ID8 0.38854 0.22008 0.26786
ID4 0.42259 0.20676 0.26279
ID1 0.29869 0.21359 0.2319
ID9 0.32405 0.23596 0.23097
ID7 0.24058 0.22703 0.22376

Table 3: Arabic ROUGE-1 Scores

SysID Recall Precision F-score
ID10 0.23394 0.13669 0.14922
ID3 0.15808 0.13857 0.1278
ID6 0.13767 0.0992 0.10629
ID2 0.13858 0.09774 0.10347
ID8 0.14726 0.07851 0.09653
ID9 0.12559 0.10451 0.09497
ID1 0.12057 0.08482 0.0889
ID4 0.13962 0.06886 0.08634
ID7 0.10627 0.07772 0.08577

Table 4: Arabic ROUGE-2 Scores

Observing the results of the English human evalu-
ation in Table 2, we see that our system performed
better than the baseline. However, we note that
the scores given by human assessors is substantially
lower than those for the Arabic system.

Tables 3, 4 and 5 illustrate the ROUGE results
and the ranking of our Arabic multi-document sum-
mariser (System ID8) as well as the corresponding
AutoSummENG-MeMoG evaluation metric in Table
9. The ROUGE results correlate quite closely with
the AutoSummENG–MeMoG ranking of systems.

We observe that the automatic evaluation results
place our Arabic summariser further down in the
ranked lists of systems compared to the human as-
sessment.

Tables 6, 7 and 8 give the ROUGE results and the
ranking of our English multi-document summariser,
Table 10 has the AutoSummENG-MeMoG evalua-
tion results. Like with the Arabic summariser, we
note that the human assessment of our run places our
system higher in the ranked order than the automatic
evaluation scores.

SysID Recall Precision F-score
ID10 0.2783 0.14152 0.15489
ID3 0.19889 0.16758 0.1514
ID2 0.16618 0.14293 0.13309
ID6 0.17617 0.1145 0.12456
ID8 0.18475 0.09219 0.11487
ID4 0.20836 0.07856 0.1071
ID7 0.11818 0.09413 0.09874
ID1 0.14033 0.09419 0.09871
ID9 0.15185 0.11618 0.0974

Table 5: Arabic ROUGE-SU4 Scores

SysID Recall Precision F-score
ID10 0.52488 0.51806 0.52141
ID2 0.46481 0.45655 0.46062
ID3 0.43169 0.47909 0.45404
ID4 0.44423 0.44966 0.44691
ID5 0.41092 0.43513 0.42243
ID1 0.40524 0.41253 0.40776
ID6 0.3547 0.45122 0.39617
ID7 0.39586 0.3953 0.39547
ID8 0.38714 0.39265 0.38985
ID9 0.38105 0.37726 0.3791

Table 6: English ROUGE-1 Scores

SysID Recall Precision F-score
ID10 0.25177 0.2483 0.25
ID3 0.1733 0.19256 0.18237
ID2 0.17052 0.16779 0.16914
ID4 0.1517 0.15369 0.15269
ID5 0.13605 0.14404 0.13985
ID1 0.12125 0.12448 0.12247
ID8 0.12144 0.12298 0.12219
ID6 0.10655 0.1367 0.11937
ID9 0.10962 0.10841 0.109
ID7 0.09662 0.09612 0.09635

Table 7: English ROUGE-2 Scores



SysID Recall Precision F-score
ID10 0.27248 0.26882 0.27062
ID1 0.15995 0.16322 0.16112
ID2 0.2022 0.19868 0.20042
ID3 0.19927 0.22148 0.20973
ID4 0.19083 0.1932 0.192
ID5 0.17475 0.18503 0.17964
ID6 0.1457 0.18648 0.16312
ID7 0.14507 0.1446 0.1448
ID8 0.1566 0.15874 0.15765
ID9 0.14805 0.14655 0.14728

Table 8: English ROUGE-SU4 Scores

SysID MeMoG
ID10 0.665674
ID3 0.482755
ID4 0.382946
ID2 0.368587
ID6 0.340396
ID8 0.305233
ID1 0.296868
ID9 0.282094
ID7 0.261209

Table 9: Arabic AutoSummENG–MeMoG Scores

SysID MeMoG
ID10 0.5477871
ID3 0.4256148
ID2 0.3859586
ID4 0.3785725
ID5 0.3500278
ID6 0.3490875
ID1 0.3443412
ID8 0.3323676
ID7 0.3108508
ID9 0.304319

Table 10: English AutoSummENG–MeMoG Scores

6 Conclusion

In this paper we presented the results of our participa-
tion in the TAC 2011 MultiLing pilot. We submitted
results for multi-document summarisation systems
in two languages, Arabic and English. We applied a
simple clustering approach for multi-document Ara-
bic and English summarisation where the summary
consists of a set of sentences selected from all docu-
ments that are most similar to the centroid (sentence)
of the entire document set.

Based on human assessments, we found that our
approach appears to work very well for Arabic but
less so for English. We also found that the automatic
evaluation scores rank both our system further down
the ranked list of submissions than the human assess-
ment scores.

There is a lot of room for further investigation.
One interesting point would be to see which of the
differences are actually statistically significant and
how much variation there is between the individual
scores.

Among our own future work is the application of
more fine-tuned clustering to improve the results.
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