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ABSTRACT
We tested multiple hypotheses using the Transformer-Kernel neural
ranking pattern. The TK model family sits between BERT and
previous ranking model in terms of the efficiency-effectiveness
trade-off, faster than BERT albeit less effective.

In the passage re-ranking task we tested the effectiveness of
contextualized stopwords, introduced with TK-Sparse and find that
removing 19% of terms after contextualization even slightly in-
creases the model’s effectiveness. In the document re-ranking task
we tested if a long-text TKL model is better with 2,000 or 4,000 doc-
ument tokens and find that our 2,000 token instance outperforms
the other.

Our results confirm the path for new storage saving methods for
interpretable ranking models, and give an interesting insight into
the questions of how many tokens of a document we need to read
for a relevance assessment.

1 INTRODUCTION
In the 2020 installment of the TREC Deep Learning track, our group
testedmultiple hypotheses centered around the Transformer-Kernel
neural ranking pattern.We introduced the TKmodel last year [5], as
a very efficient alternative to BERT based ranking approaches [6, 7].
The TK pattern fills the gap in the efficiency-effectiveness trade-
off map between BERT and non-Transformer based text ranking
models [2]. Our shallow Transformers are faster than BERT, albeit
less effective. In Table 1 we give a summary of our submitted runs
corresponding to our two research questions.

Last year at TREC-DL’19 [1] we tested the general concept of
our TK family, to understand whether the proposed concept works
in general. For this year’s TREC-DL passage task we tested the
effectiveness of contextualized stopwords, introduced with TK-
Sparse [3], as a way to reduce the number of terms saved when
pre-computing document representations against a full TK model.
We studied the question:
RQ1 How do space-saving contextualized stopwords effect the

re-ranking quality of TK?
We found that the TK-Sparse run is slightly more effective than

the plain TK run, suggesting that not only do space saving methods
improve efficiency, our contextualized stopwords apparently reduce
noise and improve the effectiveness of the TK model.

In the document task we tested our hypothesis of how much of
a document we need to read to effectively train and run a neural
ranking model. For this purpose we submitted two runs of our TKL
model (Transformer-Kernel for Long documents) [4] one receiving
the first 2,000 and the other the first 4,000 tokens of a document
and studied:
RQ2 How effective is the 2K vs. 4K document length TKL model?

Table 1: Summary of our submitted TREC’20 runs

Run Description

Passages
TUW-TK-2Layer A plain TK [5] model with GloVe

embeddings and pre-trained
Transformer layers on the collection

TUW-TK-Sparse TK-Sparse [3] with 19% sparsity of
stored passage representations

Documents
TUW-TKL-2k A TKL model [4] using 2,000 document

tokens
TUW-TKL-4k A TKL model [4] using 4,000 document

tokens

Here we found that the 2K model outperforms the 4K model
in the TREC 2020 evaluation. This an interesting, as we observed
reverse results using the TREC 2019 query set. For efficiency, of
course computing fewer tokens is beneficial, so these TREC 2020
results are encouraging for models using not all available tokens to
locate relevance.

We used our PyTorch [8] implementations available at:
github.com/sebastian-hofstaetter/transformer-kernel-ranking

2 BACKGROUND
In the following we give a quick overview of the methodology, for
more details we refer to the respective papers.

2.1 TK
Our TUW-TK-2Layer run is an instance of the TK model. The
Transformer-Kernel (TK) model [5] is not based on BERT pre-
training, but rather uses shallow Transformers. TK independently
contextualizes query 𝑞1:𝑚 and passage 𝑝1:𝑛 based on pre-trained
word embeddings, where the intensity of the contextualization
(Transformers as TF) is set by a gate 𝛼 :

𝑞𝑖 = 𝑞𝑖 ∗ 𝛼 + TF(𝑞1:𝑚)𝑖 ∗ (1 − 𝛼)
𝑝𝑖 = 𝑝𝑖 ∗ 𝛼 + TF(𝑝1:𝑛)𝑖 ∗ (1 − 𝛼)

(1)

The sequences 𝑞1:𝑚 and 𝑝1:𝑛 interact in a match-matrix with a
cosine similarity per term pair and each similarity is activated by a
set of Gaussian kernels [9]:

𝐾𝑘
𝑖,𝑗 = exp
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)2
2𝜎2

)
(2)

Kernel-pooling is a soft-histogram, which counts the number of
occurrences of similarity ranges. Each kernel 𝑘 focuses on a fixed
range with center 𝜇𝑘 and width of 𝜎 .
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Figure 1: TK-Sparse architecture diagram: The offline pre-
computed document representations are filtered through
the sparse stopword component before being saved and used
in the aggregation.

These kernel activations are then summed, first by the passage
term dimension 𝑗 , log-activated, and then the query dimension is
summed, resulting in a single score per kernel. The final score is
calculated by a weighted sum using𝑊𝑠 :

TK(𝑞1:𝑚, 𝑝1:𝑛) =
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2.2 TK-Sparse
The adaption of contextualized stopwords used in the TUW-TK-
Sparse run augment the TK model with a sparsity component, that
filters out passage terms after the contextualization. We give an
overview of this procedure in Figure 1. Every vector 𝑑 𝑗 is trans-
formed by two feed forward layers, followed by a ReLU activation,
to compute the stopword removal gate 𝑟 𝑗 :

𝑟 𝑗 = ReLU(FF(𝑑 𝑗 ) (4)

This removal gate is applied to the kernel activations, to filter out
activations that become 0 because of the gate 𝑟 𝑗 .

𝐾𝑘
𝑖,𝑗 = 𝐾

𝑘
𝑖,𝑗 ∗ 𝑟 𝑗 (5)

Now, we only need to store non-zero passage terms for the query-
dependent element-wise kernel activation and aggregation.

The sparsity is trained with an augmented loss and L1-norm
regularization of 𝑟 , forcing 𝑟 to become small and with the ReLu
activation become zero at as many positions as possible without

Table 2: Official TREC’20 passage re-ranking results.

Run nDCG@10 MRR@1K MAP@1K

TUW-TK-2Layer 0.6539 0.7654 0.4179
TUW-TK-Sparse 0.6610 0.7970 0.4164

Table 3: Official TREC’20 document re-ranking results.

Run nDCG@10 MRR@100 MAP@100

TUW-TKL-2k 0.5852 0.9296 0.3810
TUW-TKL-4k 0.5749 0.9185 0.3749

compromising the effectiveness of the model. For the exact proce-
dure and training adaptions we refer to Hofstätter et al. [3].

2.3 TKL
Our document runs TUW-TKL-2k and TUW-TKL-4k are based on
TKL. The TKLmodel utilizes the same building blocks as TK, namely
shallow transformers and an enhanced kernel pooling, but applies
them in sliding windows to form local-attention regions and then
selects the most relevant regions to form the document score. The
exact definitions are detailed in Hofstätter et al. [4].

3 RESULTS
To answer our RQ1 How do space-saving contextualized stopwords
effect the re-ranking quality of TK? we show the passage re-ranking
task results in Table 2. We see that TK-Sparse outperforms TK on
nDCG and MRR, however on MAP TK shows better results. The
main take-away here is that TK-Sparse is at least as effective as TK,
showing the applicability of our contextualized stopwords to save
pre-computation storage. We view this technique as an interest-
ing path forward in combination with other vector compression
techniques.

Our document re-ranking task results concerning RQ2 How
effective is the 2K vs. 4K document length TKL model? are shown in
Table 3. The results are unexpected, yet interesting, as the previous
TREC-DL’19 results for those two model instances showed the
reverse outcome in Hofstätter et al. [4]. The 2K model outperforms
the 4K instance on all metrics. This shows that apparently 2,000
document tokens are enough in the re-ranking scenario. For next
year’s TREC we plan to test this hypothesis also in the retrieval
stage.

4 CONCLUSION
We submitted 4 runs to the TREC-DL’20 campaign, and studied 2
research questions concerning the effectiveness of the TK model
family. We find, that our TK-Sparse model does not negatively
impact the effectiveness when reducing the passage terms with
contextualized stopwords. Furthermore, we observe that 2,000 doc-
ument tokens seem to be enough to re-rank documents with TKL.
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