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ABSTRACT
This notebook describes the submission from the TREMA-UNH
team to the TREC 2023 deep learning track. Conventional DPR
systems use dense vector representations from large language mod-
els such as BERT to measure how similar queries are to candidate
passages. For effective open-domain question-answering, it’s cru-
cial for the embedding model to grasp both high-level topics and
their detailed subtopics. While recent DPR systems implicitly learn
topic similarities, explicitly integrating topic taxonomies would
be beneficial. Vital article category scheme from Wikipedia is uti-
lized to establish an overarching topic framework, and a hyperbolic
embedding space is used to gain insights into topic hierarchies.
When integrated into a DPR system, the entire topic landscape is
considered while responding to a query. The resulting DPR system
is utilized to produce runs for the reranking task of TREC 2023
deep learning track.

1 INTRODUCTION
Traditional Dense Passage Retrieval systems (DPR) leverage dense
vector representations from large language models (e.g. BERT) to
estimate the similarities between a query and a set of candidate
passages. The underlying assumption behind this approach is that
if a passage is relevant for a query then the embedding vectors of
the pair should be in close proximity to each other in the latent
embedding space learned by the language model. Therefore, the
semantic knowledge captured in the embedding model used in
the DPR system plays a pivotal role. However, for open domain
question-answering tasks, the embedding model should also have
intricate understanding of topics from various domains in fine-
grained details in order to make the correct relevance judgements.
Specifically, the embedding model should be able to distinguish
between different coarse-grained topics (e.g. technology vs. pol-
itics) and be aware of the hierarchical relationships within each
of the topic (e.g. technology, computer science, AI etc.). Recent
DPR systems employ variants of contrastive learning approaches
to implicitly learn about similarity between different topics by ex-
amples of relevant vs. non-relevant query-passage pairs. However,
to answer queries from adhoc domains, it would be beneficial if
we explicitly incorporate the taxonomic information about various
topics. Hence, we propose a topic aware embedding model for DPR
systems that has the following characteristics:

(1) Property 1: should contain information about coarse-grained
and orthogonal topics such that it can distinguish between
them.

(2) Property 2: should contain hierarchical information about
fine-grained subtopics under each of those topics such that
it can estimate the similarity within each topic.

To achieve Property 1, we take inspiration from the recent ad-
vancements in ideal prototype learning where a set of ideal points
in the embedding space are determined apriori to guide the training
process of the embedding model. For our task, we leverage the
category scheme of Wikipedia vital articles as the ideal prototype
of the topic landscape for our embedding model. For Property 2,
we employ hyperbolic embedding space to efficiently learn the
hierarchical relationships of the subtopic taxonomies within each
topic. When such an embedding model is incorporated within a
DPR system, it takes the complete landscape of topics into account
while answering a query.

2 PROPOSED APPROACH
2.1 Ideal Topic Landscape
The set of topics covered by Wikipedia articles is large both in
terms of breadth and depth. Therefore we derive our ideal topic
landscape from Wikipedia categories. Specifically, we leverage 11
top-level categories of level 3 vital articles 1.

2.2 Capturing Subtopic Hierarchies
Topics related to a broad query are inherently hierarchical in na-
ture where the scope of the topic narrows down with increasing
depth of the hierarchy. Hence, hyperbolic embedding spaces seem
to be the ideal choice in this case because it has been shown that
hyperbolic spaces are more efficient than Euclidean spaces for em-
bedding hierarchical data [1, 8]. For training data, we leverage the
subtopic taxonomies fromWikipedia articles under the 11 top-level
categories obtained from the previous step. Specifically, we utilize
the Wikimarks dataset to obtain the topic hierarchies [3]. The fol-
lowing section presents our approach to train embedding models
in hyperbolic space to capture these hierarchies.

2.3 Hyperbolic Embedding Space for Subtopics
Let𝐴 be the vocabulary of tokens present in a given corpus C. Also,
let 𝑇 be a directed acyclic graph, representing the taxonomy of all
subtopics present in the corpus. Each node 𝑡𝑘 ∈ 𝑇 is a particular
subtopic. The directed edges form entailment relations [2, 11] of
topics e.g. an edge 𝑒 (𝑡𝑘 , 𝑡𝑙 ) from topic 𝑡𝑘 to 𝑡𝑙 signifies that 𝑡𝑙 is a
subtopic of 𝑡𝑘 .

Now, let us define a document 𝑎𝑖 from our corpus C as a sequence
of tokens taken from the vocabulary 𝐴:

𝑎𝑖 = (𝑎𝑖1, ..., 𝑎𝑖𝑛)where 𝑎𝑖 𝑗 ∈ 𝐴 (1)
(2)

1https://en.wikipedia.org/wiki/Wikipedia:Vital_articles
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Figure 1: The diagram describes how the proposed approach is used to rerank passages in response to a query.

We also assume that a ground truth is provided to us that maps
each document 𝑎𝑖 to a set of nodes in the topic taxonomy:

𝜏 (𝑎𝑖 ) = {𝑡𝑖 ∈ 𝑇 } (3)

Let H𝑛 be a 𝑛-dimensional hyperbolic space. We use the hyper-
bolic embeddings of 𝑇 in H𝑛 as the ideal prototypes [6] for various
topics present in the corpus. From here on, H𝑛 is referred as the
topic landscape.

H(𝑇 ) = {𝑡 ′
𝑘
∈ H𝑛} (4)

Here, H is a combinatorial approach to generate hyperbolic em-
beddings from a given hierarchy [9, 10] such that the relationships
between all 𝑡 ′

𝑘
are preserved according to T.

Now, we learn a document embedding model M𝜃 that produces
embeddings of the texts of documents in the same topic landscape
H𝑛 .

M𝜃 : A −→ H𝑛 (5)

To learnM𝜃 , we establish a learning objective to minimize the
entailment cone membership error [4, 12] of the embedded doc-
uments. Specifically, we minimize L(H ,M𝜃 ) which is modified
from equation 32 of [4] as follows:

L =
∑︁

(𝑡,𝑎) ∈𝑃
𝐸 (𝑡,M𝜃 (𝑎)) +

∑︁
(𝑡 ′,𝑎′ ) ∈𝑁

𝑚𝑎𝑥 (0, 𝛾 − 𝐸 (𝑡 ′,M𝜃 (𝑎′))

𝛾 = loss margin
𝑃, 𝑁 = set of positive and negative entailments

Here, based on how we define 𝑃 and 𝑁 in the above equation,
we can have two variations of the trained modelM𝜃 :

(1) (𝑡, 𝑎) ∈ 𝑃 if there exists 𝑡𝑘 ∈ 𝜏 (𝑎) such that 𝑡 entails 𝑡𝑘 ,
meaning 𝑒 (𝑡, 𝑡𝑘 ) ∈ 𝑇 . Otherwise, (𝑡, 𝑎) ∈ 𝑁 .

(2) (𝑡, 𝑎) ∈ 𝑃 if and only if 𝑒 (𝑡, 𝑡𝑘 ) ∈ 𝑇 for all 𝑡𝑘 ∈ 𝜏 (𝑎). Other-
wise, (𝑡, 𝑎) ∈ 𝑁 .

Once the embedding model M𝜃 is trained, we can utilize it to
answer queries regarding answer topics. We refer to the large body
of work on dense retrieval [5, 7, 13] for implementation and design
specifics.

3 APPLICATION IN RERANKING TASK
Our approach of utilizing the trained embedding model in a DPR
system is depicted in Figure 1. Specifically, we apply the proposed
system in the reranking task of the deep learning track. A set of 11
pretrained distilbert models are fine-tuned for each of theWikipedia
vital articles topics using poincare embeddings of the corresponding
subtopic hierarchies as described in the previous section. These
models are then used to embed candidate set passages and queries.
Based on different aggregation methods and inference techniques,
we obtain three variants of the proposed model. For each of these
variants, the ranking score is calculated as the following:

(1) hypirclose-min: For each query passage pair, the mini-
mum hyperbolic distance estimated across the 11 embed-
ding model is considered as the reranking score.

(2) hypirclose-mean: For each query passage pair, the average
hyperbolic distance estimated across the 11 embedding
model is considered as the reranking score.

(3) hypirclose-bestm: For each query a model is selected from
the set which has the lowest cumulative hyperbolic distance
between the query embedding and the set of candidate pas-
sage embeddings. Then the distances are used to generate
the final ranking

4 RESULTS ON DEEP LEARNING RERANKING
TASK

We participate in the Deep Learning track of TREC2023 with runs
corresponding to the reranking task. A trained reranking model
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Table 1: Reranking performance of our runs in the reranking
task of Deep Learning track TREC 2023.

Methods MAP Rprec

hypirclose-bestm 0.0447 0.1215
hypirclose-mean 0.0453 0.1175
hypirclose-min 0.0452 0.1144

obtained from the technique described in the previous section is uti-
lized to rerank candidate passages corresponding to each queries for
the task.We consider our approach unsupervised as ourmodel is not
trained directly on the MSMARCO data but a subset of Wikipedia
articles. Table 1 demonstrates the reranking performance of our
method in terms of MAP and Rprec.

We also analyze reranking performance of our model on a per-
query basis. Following are some of the queries for which our model
performs particularly well: how to unlock the word document, koit
number, what is myrrh essential.

5 CONCLUSION
In our participation in TREC 2023 Deep Learning track, we focus on
augmenting extrinsic topic information into dense passage retrieval
systems in context of open domain question answering tasks. By
integrating the vital article category hierarchies from Wikipedia
into a DPR system operating in a hyperbolic embedding space, we
achieve explicit incorporation of topic taxonomies into the dense
vector representation. The model showed particular strength in
specific queries, indicating its potential to improve precision in
information retrieval across a broad range of topics.
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