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Abstract
Sequential behavior unfolds both in space and in time. The same spatial trajectory can be realized in different manners
in the same overall time by changing instantaneous speeds. The current research investigates how speed profiles might
be given behavioral significance and how cortical networks might encode this information. We first demonstrate that rats
can associate different speed patterns on the same trajectory with distinct behavioral choices. In this novel experimental
paradigm, rats follow a small baited robot in a large megaspace environment where the rat’s speed is precisely controlled
by the robot’s speed. Based on this proof of concept and research showing that recurrent reservoir networks are ideal for
representing spatio-temporal structures, we then test reservoir networks in simulated navigation contexts and demonstrate
they can discriminate between traversals of the same path with identical durations but different speed profiles. We then test
the networks in an embodied robotic setup, where we use place cell representations from physically navigating robots as input
and again successfully discriminate between traversals. To demonstrate that this capability is inherent to recurrent networks,
we compared the model against simple linear integrators. Interestingly, although the linear integrators could also perform
the speed profile discrimination, a clear difference emerged when examining information coding in both models. Reservoir
neurons displayed a form of statistical mixed selectivity as a complex interaction between spatial location and speed that
was not as abundant in the linear integrators. This mixed selectivity is characteristic of cortex and reservoirs and allows us to
generate specific predictions about the neural activity that will be recorded in rat cortex in future experiments.

Keywords Reservoir computing · Prefrontal cortex · Rat · Navigation · Robotics · Mixed selectivity

1 Introduction

Time is at the heart of all living activities (Lashley 1951).
Extensive research has addressed the neurophysiology and
modeling of time (see reviews in (Mauk & Buonomano
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2004; Paton & Buonomano 2018)), including the ability
of recurrent networks to generate population activities that
can be associated with elapsed time (Buonomano & Laje
2010; Dominey 1998b; Laje & Buonomano 2013). By their
nature, recurrent networks mix their inputs to generate high-
dimensional distributed representations. The neural correlate
of these high-dimensional representations has been observed
in the primate cortex, and it is characterized by mixed
selectivity, where cells can concurrently encode multiple
task-relevant properties, such as space and task context (Enel
et al 2016; Rigotti et al 2013). Recurrent networks have like-
wise been shown to encode temporal integration properties
in sensorimotor sequence learning and time discrimination
(Dominey 1998a, b).

In this work, we model spatio-temporal integration based
on rat studies involving the dynamic co-navigation between
a rat and a robot by manipulating the speed and trajectory of
spatial navigation in an open “megaspace” (Gianelli 2018;
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Harland et al 2021). Using these techniques, we add a new
controllable temporal dimension to behavior that wemanipu-
late in order to study coding principles in the prefrontal cortex
(PFC). We use a spatio-temporal reservoir model of the PFC
(described below) to assess whether the neural coding can
differentiate between conditions where identical paths (i.e.,
same spatial structure) are navigated with different speed
profiles (i.e., different temporal structures). The overview of
the system is illustrated in Fig. 1.

Our hypothesis is that the PFC displays coding character-
istics that can be simulated by recurrent neural networks of
the reservoir type (Lukosevicius & Jaeger 2009). We believe
that reservoirs are particularly well suited to simulating the
PFC because both reservoir models and primate frontal cor-
tex have been shown to display high-dimensional mixtures of
spatio-temporal task-relevant parameters (Rigotti et al 2013).
Our long-term goal is to determine whether the rat PFC

behaves computationally as a recurrent network in its ability
to integrate serial temporal structure during spatial naviga-
tion in which travel speed is controlled. Thus, in the current
research, we test the hypothesis that a recurrent network will
generate mixed spatial and temporal selectivity during expo-
sure to different spatio-temporal navigation sequences in a
megaspace environment.

To assess our hypothesis, we first perform an experiment
demonstrating that rats can indeed use speed information on
identical paths tomakenavigationdecisions.This experiment
is a demonstration of the possibility that rats are sensitive to
velocity, which motivates us to ask how speed might be rep-
resented in a recurrent model of PFC. We then develop and
test the speed-integration capabilities of computational mod-
els integrating hippocampus (HIPP)-PFC activity. To better
assess themodel under more realistic conditions, we perform

Fig. 1 System Overview. A The reservoir model of PFC receives place
cell vectors as input. Speed is implicitly coded in the input trajectory.
Behavioral output as discrimination choice by comparing reservoir state
to “learned”/stored states arising from distinct training trajectories. B
Overhead view of a spatial trajectory, with 256 place fields overlaid
in a 16 × 16 grid. C Temporal view of place cell activation vectors.
The heatmap illustrates the activity of all the 256 place cells for the

trajectory shown in B. Each column shows the place cell vector for
the respective time, while each row shows the activity of a single cell
through time. Note how the speed of the animal is implicitly coded in
the plot by observing the shorter, steeper slope for segment AB (where
the rat moves fast) than SA and BC (where the rat moves slowly). D
Activation of a subset of reservoir-PFC neurons in response to the input
sequence of place cell activation vectors (PCVs)
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Fig. 2 A Rat megaspace environment. Note the large open space, with
the Sphero robot leading the rat. B Detail of rat with the Sphero guid-
ing robot.CRobot environment containingmarkers for spatio-temporal
trajectories. The Raspberry Pi-based robots were designed and built at

the USF Biorobotics Lab. Place cell activations for the current article
were driven by the overhead camera that uses the five circular color
markers on top of the robot to track its location. D Robot details

differential drive mobile robot experimental work compa-
rable to the rat experiments to evaluate the computational
models. Finally, in order to better understand the underly-
ing neural representations, we compare the coding features
of our reservoir-PFC model to those of a set of linear inte-
grators. Linear integrators serve as an appropriate control
model as they have been used to model temporal process-
ing in the cortex but do not employ recurrent connections
between neurons (Chien & Honey 2020; Huk & Shadlen
2005). The open-space environments for rats and robots are
illustrated in Fig. 2.

As a result of our experimentation, our models generate
predictions about how: (1) Modifications of the temporal
structure of a navigation sequence change the properties
of neuronal activity in the PFC (revealed by mixed spa-
tial/temporal selectivity); and (2) Selective manipulations of
the temporal profile of spatial navigation (e.g., speed) allow
the rat to discriminate between identical spatial trajecto-
ries. Importantly, our comparison between the reservoir-PFC
model and the linear integrator makes predictions about the
neural coding that should be found in the rat PFC. Addi-
tionally, we conclude that, while both models can solve the
spatio-temporal task, reservoir units display a form of mixed
selectivity that is highly reduced in the linear integrator. This
is important because linear integrators have been suggested
as models of temporal integration in the cortex (Chien &
Honey 2020; Huk & Shadlen 2005). Thus, the mixed selec-
tivity profile that may someday be observed in the rat cortex
can be compared with these models that are dissociated by
their mixed selectivity profiles.

In the remainder of this article, Sect. 2 presents related
work, Sect. 3 presents the HIPP-PFC model, Sect. 4 presents
the experiments and results, and Sect. 5 presents general con-
clusions and discussions.

2 Related work

2.1 Reservoir computing

Reservoir computing refers to a class of recurrent neural net-
work models in computational neuroscience and machine
learning (reviewed in (Lukosevicius & Jaeger 2009)). Such
models are characterized by sparsely connected recurrent
networks of neurons with fixed connection weights (exci-
tatory and inhibitory). Because of the recurrent connections,
this “reservoir” is a dynamic system with inherent sensitiv-
ity to the serial and temporal structure of input sequences
(Buonomano&Laje 2010;Dominey 1998a, Dominey 2000).
Reservoir neurons are connected to readout neurons by
modifiable connections that can be trained in different
tasks (e.g., sequence recognition, prediction, classification).
A first instantiation of reservoir computing modeled pre-
frontal cortex as a network of leaky integrator neurons with
fixed recurrent connections, and modifiable readout connec-
tions corresponding to the corticostriatal projections with
dopamine-modified synapses (Dominey et al 1995). Buono-
mano andMerzenich (Buonomano 1995) developed a related
model implementing a neural temporal to spatial transfor-
mation based on a dynamic state that was sensitive to the
temporal structure. Maass et al. (2002) developed a related
approach with a recurrent neural network and demonstrated
the nonlinear computational capabilities of these systems.
Jaeger and Haas (Jaeger 2007) demonstrated how such reser-
voir systems had inherent signal processing capabilities.
When properly exploited, recurrent dynamics can provide
an inherent and robust representation of time (Buonomano
& Laje 2010; Dominey 1998a). In sensorimotor sequence
learning, these models demonstrate inherent sensitivity to
serial and temporal structure in motor behavior and lan-
guage (Dominey 1998a, b, Dominey 2000, Hinaut 2013).
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Interestingly, when these networks are exposed to inputs
with multiple dimensions (e.g., target identification, serial
order, match/non-match), neurons represent nonlinear mix-
tures of these dimensions (Dominey et al 1995; Rigotti et al
2013). Such nonlinear mixed-effects have subsequently been
robustly demonstrated experimentally in the primate frontal
cortex, with reservoir activity being highly predictive of neu-
ral activity in various cognitive tasks (Enel et al 2016; Fusi
et al 2016; Rigotti et al 2013).

Although existing research has examined mixed selectiv-
ity in cortex and reservoir networks using tasks that had a
succession of stimuli and responses (Enel et al 2016; Rig-
otti et al 2013), the temporal structure of these sequences
was never systematically manipulated to determine how was
the temporal structure itself included in the high-dimensional
mixed selectivity of individual neurons.

2.2 Spatio-temporal sequence learning in rats

Research in rats has shown that deliberative spatial naviga-
tion involves a close interaction between the hippocampal
formation and the medial prefrontal cortex (reviewed in
(Dolleman-van der Weel 2019; Schmidt et al 2019)). The
vast majority of studies of the neural substrate of spatial
navigation in rodents are conducted in spatially restricted
environments, using simple tasks (e.g., T-maze,Morris water
maze). In most of these tasks, the completion time of a trial
is passively observed and used to measure performance. A
few studies have attempted to control the speed of move-
ment, but only in artificial apparatus, e.g., treadmills or
virtual reality (Aghajan 2015, Furtunato 2020, Kraus et al
2013). While much has been learned about the influence
of speed on basic cells properties in the hippocampus and
entorhinal cortex (Góis & Tort 2018; Iwase et al 2020),
there is still very little known about its influence on PFC
during navigation, especially as an information channel for
learning (i.e., using speed as a cue to decide where to go
next). Current theories posit that space and time may not
be explicitly represented in the brain but dynamically con-
structed (Buzsaki & Llinas 2017). This construction in the
rodent requires active movement such as spatial navigation
or internal self-organized reverberations, such as observed
during the phenomenon of awake replay (Eichenbaum 2014;
Pastalkova et al 2008). The constructed (and hence subjec-
tive) nature of the space–time relations is well-documented
in humans: The perception of time is accelerated during
pleasurable experiences and slowed during negative ones,
a phenomenon possibly dependent on the dopaminergic
system (Honma 2016). Importantly, the recall of distance
actually traveled can be significantly underestimated and
compressed depending on the complexity of the paths nav-
igated (Bonasia 2016). The hippocampus has been well
characterized in terms of its ability to exhibit multi-modal

ordinal sequences of activities (Buzsaki & Llinas 2017).
However, the extent to which this property depends on the
equally well-documented sequence generation property of
the PFC is unknown. The most common manner by which
space and time are related in spatial navigation is through
the assessment of speed. It was shown, for example, that
speed could be “read out” from the theta-phase and fir-
ing rate of a place cell as the rat crosses its field (Geisler
2007; McClain et al 2019). However, these a-posteriori
assessments are mostly correlative and do not give insights
into the actual function of speed on a trial-by-trial basis.
Such an understanding can be best obtained by precisely
controlling the speed of the rat on a trial-by-trial basis
and measuring the effect of this manipulation on behav-
ior and neural activity. Seminal lesion studies have shown
that temporally spacing items facilitate recall in rat spa-
tial navigation. Lesions of the hippocampus impair recall
at all spacing intervals, while lesions of the prefrontal cor-
tex produce a gradual impairment (the longer the interval,
the smaller the impairment) (Chiba 1994). These results
clearly suggest that both PFC and HIPP are involved in tem-
poral sequence learning, but that they may have different
roles.

Recent work has shown a novelmethod that allows natural
and efficient control of rat trajectories and speed in open
megaspaces. A robot can guide a rat in a complex multi-goal
maze to learn a path to reach a specific goal using only one
robot-guided demonstration trial (Gianelli 2018). In separate
experiments, it was also shown that rats could be trained to
precisely follow the robot at specific speeds and in specific
directions in a sustained and robustmanner and that following
a robot yielded similar place cell firing patterns as in classical
navigation experiments (Gianelli 2018).

2.3 Spatio-temporal sequence learning
and evaluation with robots

Physical robotic systems have played an important role in
evaluating hippocampus computational models under realis-
tic and uncertain conditions. Examples of place cell models
evaluated with physical robots include works by (Arleo
2000; Caluwaerts 2012; Filliat 2002;Milford&Wyeth 2010;
Barrera 2008, 2010, 2011, 2015; Llofriu 2019, 2015; Scle-
idorovich 2020; Tejera 2013, 2015, 2018). Examples of
sequence learning reservoir models evaluated with physical
robots include works by (Cazin 2019, 2020; Hadi Salman
et al 2018; Tekülve Jan et al 2019). In the current paper, we
provide an evaluation of spatio-temporal integration with a
physical robot.
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3 HIPP-PFCmodel

In this article, we hypothesize that reservoir networks can
simulate the PFC’s ability to generate high-dimensional rep-
resentations of their inputs, revealed by mixed spatial and
temporal selectivity. As such, our model consists of two
components: the reservoir-PFCmodel itself and a hippocam-
pal place cell model that simulates noisy place cell activity
used as input by the reservoir. The details of each model
are described in the following subsections. Additionally, we
also describe an alternate PFC model that uses a linear inte-
grator instead of the reservoir. This alternate model is used
as a control to compare the reservoir results with a system
that performs temporal integration with no between-neuron
recurrent connections (in the sense that integrator neurons
do not depend on other integrator neurons as in the reser-
voir). It is a reasonable model for comparison, as linear
integrator models have been proposed to account for spatio-
temporal integration in the cortex (Chien&Honey 2020;Huk
& Shadlen 2005).

3.1 HIPP–Place cells model

The noisy activity of place cells was modeled using Gaus-
sian kernels, as shown in Eq. 1. The equation calculates the
activity of a place cell by applying the kernel to the distance
between the rat’s position and the place field center while
adding two noise sources.

Pi (t) � e
−

( ||−→x t−−→x i ||(1+εi (t))
σ

)2

+ ε
′
i (t) (1)

where Pi (t) represents the activity at time t of a place cell
i with field center at −→x i . The position of the rat at time t
is given by −→x t . The Gaussian’s standard deviation σ (set
to 0.1679) controls the size of the place field. Additionally,
random variables εi (t) and ε

′
i (t) model the two noise sources

for place field i at time t . The first variable simulates a cell’s
localization error by adding an extra factor in the calculation
of the distance between the rat’s position and the place field
center. This factor adds or subtracts a percentage of the dis-
tance’s original value. The second variable simulates noise in
the overall output of place fields, denoted as “additive noise.”
In contrast to the former, the noise to signal ratio of additive
noise can be very high as its intensity is independent of the
place cell’s activity. In our experiments, random variables
εi (t) and ε

′
i (t) were sampled from uniform distributions with

ranges [−u, u] and [−u′, u′], respectively, where u and u
′

are two parameters that control the noise intensity and vary
with the experiments. To exemplify how noise affects place
cell activity, appendix Fig. 12 presents a table of heatmaps

illustrating the activity of place fields along a predefined path
for different values of u and u

′
.

3.2 PFC–Reservoir model

We model the PFC using the basic discrete-time, tanh-unit,
echo state network with N reservoir units and K inputs char-
acterized by the state update shown in Eq. 2.

−→x (t + 1) � (1 − α)
−→x (t) + α f

(
W−→x (t) +Win

−→
P (t)

)
(2)

where −→x (t) is the N-dimensional reservoir state at time t ,
f is the tanh function, α is the leak rate, W is the N ×
N reservoir weight matrix, Win is the N × K input weight
matrix, and

−→
P (t) is the K-dimensional vector of place cell

activities computed at time t according to Eq. 1. The matrix
elements ofW andWin are drawn from a random distribution
and are not modified in time. Additionally, place cell activity
was computed according to Eq. 2.

The reservoir was instantiated using “easyesn,” a python
library for recurrent neural networks using echo state net-
works (https://pypi.org/project/easyesn/) (Thiede & Zim-
mermann 2017). The input was a 256-element vector. In
experiments 2 and 3, we used reservoirs with 400 neu-
rons. In experiment 4, the reservoirs had 256 units to allow
direct comparison with the 256-element leaky integrator.
Input dimensions correspond with the 16 × 16 grid of
place cells represented as a 256-element vector. The W
and Win matrices were initialized using a uniform distri-
bution ranging from − 0.5 to 0.5. The leak rate was set
to 0.05 based on our empirical observations and the high
volatility of the input. The leak rate influences the mem-
ory delay capacity of the system, with smaller leak rates
corresponding to slower fading of past influences. In all
experiments, the reservoirs are initialized to a nonzero acti-
vation state by feeding the network with a predefined PC
activation sequence (see pseudocode Table 3 lines 13 and
19).

Note that although reservoir computing typically mod-
els the decision processes by training the reservoir’s output
layer to harvest the rich high-dimensional reservoir states
(Lukosevicius & Jaeger 2009), we are instead focused on
analyzing the reservoir states themselves and, thus, we do
not use nor train the reservoir’s output layer. Instead, we
follow an approach similar to (Bianchi et al 2020), where
the reservoir states were used as input to a vectorial data
classification algorithm. Following this approach, we model
the rat decision process using this method and a sim-
ple cosine similarity classification algorithm described in
Sect. 4.4.1. Such a discrimination task could also be imple-
mented by training readouts to respond to the two respective
choices.
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3.3 PFC–Linear integrator model

To compare the reservoir with a model that performs spatio-
temporal integration with no between-neuron recurrent con-
nections, we compared the model with a linear integrator
with 256 neurons (one neuron per place cell). Such linear
integrators have been used to model temporal processing in
the cortex (Chien & Honey 2020; Huk & Shadlen 2005).
The integrator is specified in Eq. 3. Note that, as opposed
to the reservoir, there are no connections between integrator
neurons.

Li (t) �
{

(1 − αi )Li (t − 1) + (1 + αi )Pi (t) i f t > 0

Pi (0) i f t � 0
(3)

We previously used this integrator model as a control
for comparison with reservoir simulation of human corti-
cal activity during narrative processing (Dominey 2021). In
our current experiments, we used two versions of the linear
integrator model. One version uses constant leak rates, while
the other uses variable leak rates. The constant model sets
αi to 0.05 for all neurons. On the other hand, in the vari-
able model, each αi is independently drawn from a uniform
distribution with range [0, 0.1]. Note that the constant linear
integrator can be considered a particular case of the variable
linear integrator where all leak rates are set to the uniform
distribution’s expected value. As in the reservoir, the leak
rate influences the retention of past inputs, with smaller leak
rates corresponding to longer retention.

4 Methodology, experiments, and results

4.1 Overview

The current article presents 4 experiments that progressively
assess our hypothesis. The experiments are summarized in
Table 1. In experiment 1, we first test whether rats can indeed
use their running velocity as a factor for making navigation
decisions. Given this evidence, in experiment 2, we deter-
mine whether a PFC reservoir model could be used to make
navigation speed discriminations. Given this infrastructure,
in experiment 3, we use a differential drive robot to assess
themodel withmore realistic trajectories.While experiments
1–3 examine the behavior of the rat and the PFC-reservoir
system, experiment 4 examines the neural coding underlying
this behavior, focusing on mixed selectivity. Thus, experi-
ment 4 analyzes mixed selectivity (the interaction between
location and speed profile) in the PFC-reservoir and in a func-
tionally similar linear integrator model that integrates space
and time. The difference between the neural coding in these
models thus poses a challenge to future neurophysiological
experiments that can dissociate between these two models.

4.2 Experiment 1—Speed profile discrimination
in rats

This exploratory experiment examined whether rats could
be trained to discriminate between different temporal struc-
tures of navigation (i.e., different speed profiles) imposed
over the same spatial path by following a robot. This exploits
a novel capability to control rat trajectories in terms of spa-
tial path and velocity (Gianelli 2018; Harland et al 2021).
To our knowledge, no experiment in open space has been
conducted to test such a hypothesis, so these experiments are
aimed at testing the feasibility of the paradigm. Can a rat use
speed as an information channel to make a spatial navigation
decision in megaspace? If so, we are motivated to understand
how speed might be represented in a computational model
of PFC.

4.2.1 Methods

We used four 5–7 months old male (3) and female (1) Brown
Norway rats. Rats were trained to navigate on the floor of a
large 5.3m× 3.5m room (“megaspace”), configured for spa-
tial navigation experiments (Harland et al 2021). The room
has a rough washable floor and several overhead cameras to
track the movement of the animals. Rodents were pre-trained
to followa smallmobile robot controlled by the experimenter,
as previously demonstrated (Gianelli 2018). The robot car-
ried a light that was on when in action and off when the
rat was encouraged to continue without the robot. The robot
pulled a small cart that contained a 20 mg food pellet. Rats
were pre-trained to follow the robot at random speeds around
the room for 2–3 weeks.

In a series of spatio-temporal discrimination experiments,
we trained rats in the megaspace to follow the baited robot at
either slow (30 cm/s) or fast (55 cm/s) speeds, consistently
mapping one speedwith either one of the two arms of aY pat-
tern (no walls, open field, guided learning trials, ten trials per
side, pseudo-randomly ordered, each branch of the Y pattern
was 1.1 m long, the stem was 3 m long). These speeds were

Table 1 Experiment summary. The table summarizes the subjects used
in each experiment and the experiment’s objective

Experiment Subject Objective summary

1 Rats Can rats discriminate between speed
profiles?

2 Simulated Can reservoir discriminate between
speed profiles?

3 Robot Can reservoir discriminate realistic
robot trajectories?

4 Simulated Assess neural coding and compare to
linear integrators
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Fig. 3 Speed is an effective cue for spatial decision-making. A Tra-
jectories of the rat are shown for test trials after the rat learned that
slow stem speed was associated with left choices (green) and fast stem
speed was associated with right choices (black). Trajectory: 1 session,
30 trials. 1 error (red). Speed histograms: 1 rat, 7 sessions. Speeds for
slow (33.9 cm/s) and fast (56.6 cm/s) are significantly different (p <

0.001). The third histogram shows the speed of the non-guided rat on
the two arms (no difference between R and L, so data were combined).
B Overall performance during guided training trials, non-guided test
trials (as in A), and non-guided test trials following random side-speed
guided pairing (4 rats, 27 sessions). Statistical tests were ANOVA with
Bonferroni correction (**p < 0.01)

chosen experimentally so that the animal’s gait was similar in
the two conditions (fast walking, no galloping). This ensured
that the gait itself was not a cue for decision-making. Food
cups were positioned at the end of each arm. During learning,
the rats were given 20 pseudo-randomly ordered trials (e.g.,
10 trials slow speed to the left arm, 10 trials fast speed to the
right arm). The correct arm of the Y maze contained a food
pellet. During test trials, the robot stopped at the decision
point (end of the stem); the rat consumed the bait from the
robot and then had to choose between continuing by itself
left (green traces, Fig. 3A) or right (black traces), depending
on the speed experienced on the stem (pseudo-random test
order). The distribution of instantaneous guided rat speeds
in the stem across seven sessions (horizontal dashed box) is
shown for left trials (top) and right trials (bottom). We note
here that the use of a megaspace to study the influence of
speed patterns on decision-making is crucial because small
spaces do not allow navigating at sustained/constant speeds
for long enough distances. In small spaces, desired speeds
can only be reached transiently.

4.2.2 Results

The right histogram (Fig. 3A) shows the speed of the non-
guided rat on the two arms (no difference between R and
L, so data were combined, vertical dashed box, speed 43.2
± 9.0 cm/s). The rat made one error out of 30 trials in this
session (red). Across four rats (three males, one female) and
27 sessions, rats reliably followed the robot during learn-
ing (Fig. 3B, Guided) and reached over 74% correct during
testing (Not-Guided), showing that speed information on the
common stem alone was an effective cue for spatial decision
making. In additional experiments where rats were given

guided trials in which speed and side were unpaired, rats
behaved randomly (Not Guided Random), with a slight pref-
erence for the left arm (not shown). Statistical tests were
ANOVA (linear model with Gaussian noise), Bonferroni cor-
rected (**p < 0.01).

4.3 Experiment 2—Speed profile discrimination
by the PFC-reservoir

Experiment 1 demonstrated that rats are sensitive to veloc-
ity, which thus motivates us to ask how speed might be
represented in a recurrent model of PFC. This experiment
aims to determine if the PFC reservoir model can generate
spatio-temporal representations that can distinguish between
different navigation trajectories that cover the same spatial
path but different temporal structures.

4.3.1 Methods

Experiment 2 tests the ability of the model to discriminate
between navigation trajectories 4A and 4B, as illustrated in
Fig. 4. Both trajectories use the same amount of time to tra-
verse the same path through points “Start,” “A,” “B,” “C,” and
“D.” The only difference between 4A and 4B is the temporal
structure, which refers to the speeds used to navigate each
segment.

The goal of the experiment is to determine whether the
two instances of a reservoir that reached D after temporal
structure 1 (Med, Fast, Slow, VFast, 4A) vs. temporal struc-
ture 2 (Med, Slow, Fast, VFast, 4B), will exhibit significantly
different states to allow discrimination so that the system
could learn to go left after temporal structure 1 and right
after temporal structure 2. The specific temporal structures
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Fig. 4 PFC-reservoir model evaluation in a speed-position discrimina-
tion task. Simulated rats must follow the straight path Start-ABCDwith
two different temporal structures (shown in rows A and B). At point D,
rats must turn either left (row A) or right (row B) based on the temporal
structure used. A Temporal structure 1 (TS1). A1 Spatial path ABCD
16 × 16 place cell field, with different velocities. A2 256 place cells
(v-axis) over time (h-axis). Segment Start-A is medium speed (blue),
AB is fast (orange) and short in duration, BC is slow (green) and longer
in duration, CD is very fast, etc. A3 10 of 400 reservoir unit activations
driven by this place cell trajectory input. B Temporal structure 2. B1

Same as A but with a different temporal structure, associated with a
right turn. B2 Note: AB is much longer in time and slower (green) than
in TS1. TS1 and TS2 differ in the durations (thus velocities) of AB and
BC. B3 Activations of same reservoir units as in A3. Note the differ-
ence with A3.C1 Left–Right Y paths.C2Cosine of reservoir activation
vectors for A3 and B3. Starting at the difference in velocity for AB, the
cosine indicates reservoir states are distinct. The red vertical line indi-
cates where the reservoir activity must be used to discriminate between
TS1 and TS2 to turn left or right. When cosine < 1, discrimination is
possible

Table 2 Temporal structures 1
and 2 start and end with the same
speeds. Ending with the same
speed means that discrimination
at D cannot be based solely on
the latest speed but requires more
memory instead

Start–A A–B B–C C–D

Temporal structure 1 Med Fast Slow VFast

Temporal structure 2 Med Slow Fast VFast

used are shown in Table 2. Importantly, to prevent discrim-
ination based solely on final speeds, both trajectories share
the same final speed, which forces the network to remember
older speeds.

To assess the model, each trajectory is transformed into a
trajectory of place cell activations over a 16 × 16 place cell
grid, as illustrated in Fig. 4A2 and B2.We observe that in the
initial segment for both trajectories, the displacement from
Start to A is at medium velocity (Med) and that the place cell
coding in both cases is identical. In trajectory 1 (panel A),
the following segment from A to B is performed fast, seen
in Fig. 4A2 as a rapid change in the activation pattern in the
subpanel labeled fast. In contrast, for navigation trajectory 2,
this segment from A to B is navigated slowly. This is seen
in Fig. 4B2 as a slower change in the place cell activation
pattern in the subpanel labeled slow. The segment from posi-
tion B to C is slow for trajectory 1 and fast for trajectory 2.
Both trajectories arrive at C at the same time. Finally, the
segment from C to D is very fast for both, which ensures that
any discrimination capability will not be due to simply keep-
ing track of the final velocity. Panels A3 and B3 display the

activation for a subset of PFC reservoir neurons in response
to these two place cell trajectories. In this form, it is hard
to appreciate the difference in patterns. Thus, to evaluate the
discrimination capability, we measured the cosine between
the two PFC reservoir activation vectors after reaching point
D, where the decision must be made to turn left for tempo-
ral structure 1 (Fig. 4A) and right for temporal structure 2
(Fig. 4B).

4.3.2 Results

Figure 4C2 displays the cosine similarity between the inter-
nal states of two identical reservoirs as they are exposed to
the two temporal structures. We can observe that, initially,
where the two trajectories are identical, the cosine similarity
for the internal states is at its ceiling of 1. Note that in this
experiment there is no noise in the place cell coding. Then,
as we transition from A to B at different speeds, the reser-
voirs exhibit a marked cosine similarity difference (cosine <
1) (see place cell trajectories in Fig. 4A2 and B2). Likewise,
the transitions from B to C are at different speeds for the two
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navigation trajectories. Finally, the transition from C to D is
the same for both. Importantly, at the crucial moment, when
the simulated rat is at point D (the decision point, vertical
line), the cosine between the two PFC-reservoir unit vectors
remains significantly different from 1, indicating that even
though the trajectories were identical at this point, the differ-
ent speed patterns generated different network states.

4.4 Experiment 3—Speed profile discrimination
by a robot with PFC-reservoir

Experiment 2 showed how the reservoir can generate state
vectors that distinguish between different place cell trajecto-
ries. Experiment 3 uses a real robot to generate a dataset of
trajectories to evaluate the PFC-reservoir’s ability to discrim-
inate different speed profiles in more realistic circumstances.

4.4.1 Methods

Unlike experiment 2, which used synthetic trajectories with
highly contrasting speed profiles that favored the discrimi-
nation task, experiment 3 used a differential drive robot to
generate a dataset of realistic trajectories used to perform
offline classification.

As illustrated in Fig. 5A and B, experiment 3 had the robot
navigate a straight line composed of 3 equal segments using
temporal structures SFS (slow, fast, slow) andFSS (fast, slow,
slow). As in experiment 2, the temporal structures indicate
the speeds for traversing each segment, and they were chosen
so that the final speed and the overall duration remain the
same, making speed patterns the only discriminating factor
between both temporal structures.

While navigating, the robot’s position was recorded every
second using an overhead camera, and the resulting trajec-
tories were tagged with the sequence name and then stored
to create a dataset. In total, we recorded 60 trajectories (30
of each type), each covering approximately 240 cm. Speeds
were set to 8 and 12 cm/s for slow and fast segments, respec-
tively, yielding an overall average speed of 9 cm/s. Each
segment is approximately 80 cm. Note that speeds and dis-
tances are only an approximation, as the robot’s motion is
subject to noise.

After recording the trajectories, the resulting dataset was
divided into 15 subsets used to simulate 120 rats (8 rats per
subset) in a sequence classification task. Each subset con-
sisted of 4 trajectories (2 of each type), and different rats
used different random seeds (affecting the reservoir initial-
ization and place cell noise). The classification task required
simulated rats to use one set of prerecorded paths as input
to the model and to generate the 4 final reservoir states for
the four respective trajectories. After generating the states, 2
states (one of each sequence type) were used to instantiate
a nearest-neighbor classifier, while the other 2 were used to

evaluate it. Distance between states was measured using the
cosine similitude between vectors. Table 3 shows the com-
plete pseudocode for the experiment.

This classification method which discriminates reservoir
states at sequence completion is functionally equivalent to a
set of readout neurons trained to activate for left or right, and
allows efficient analysis of the reservoir state differences.

4.4.2 Results

To assess the reservoir’s robustness in the robot classifica-
tion experiment, the experiment was repeated 25 times for
different noise configurations varying u and u′ (the localiza-
tion and additive noise levels from Eq. 1) from 0 to 0.4 in
increments of 0.1.

During the discrimination task without noise (u and u
′

set to 0), the robot-reservoir system always misclassified the
same prerecorded trajectory despite the different seeds. To
assess whether other factors may have influenced the deci-
sion process, we reviewed whether all recorded sequences
had approximately the same duration. Due to mechanical
variability in the path execution, some of the testing trials
with the FSS sequences were significantly longer than oth-
ers. This variability is usually due to friction between robot
wheels and the floor, particularly at slow speeds. To verify
that this did not create an artifact that might facilitate the task
for the reservoir, trajectories were re-recorded after applying
a filter based on space. Originally, positions were sampled
every second, but the added filter removed samples if the
robot moved less than 2 cm from the last recorded position,
thus shortening the sequence. Under these conditions, the
60 recorded sequence executions had 24.55 data points on
average. To assess if there was no significant difference after
filtering, we performed a Kruskal Wallis H test comparing
the lengths of each sequence type and stage (i.e., the training
and testing stages of the nearest neighbor classifier). Results
are illustrated in Fig. 5C and show no significant difference
in the rank sums of the four groups (H � 3.68, p � 0.298).
Using these data, which reduces the bias due to different
sequence lengths, the system now performed at 100% cor-
rectness in the zero-noise condition. That is, the resulting
reservoir state of each test sequence had a higher cosine sim-
ilarity to the reservoir state for its matching sequence than its
non-matching sequence. This difference was highly signifi-
cant (t � 120, p � 1.3e − 233), as illustrated in Fig. 6.

Figure 6 shows results using the filtered paths for 3 sam-
ple noise configurations (see appendix Figs. 12 and 13 for
all noise levels). Results show that the reservoir could toler-
ate combined noise levels of up to 10% without decreasing
accuracy. Additionally, the effect of localization noise on
the accuracy was very small. Particularly, the differences
observed by varying the localization noise seem to be due
to the variability of the additive noise. On the other hand,
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Fig. 5 Two of the sixty robot trajectories recorded for the robot experi-
ment.A Fast-Slow-Slow. B Slow-Fast-Slow. These trajectories covered
~ 240 cm with an average speed of ~ 9 cm/sec. C Robot sequence
lengths after applying the filter. The image shows bar plots of the num-
ber of points in each sequence grouped by sequence type and the stage

in which they were used (i.e., for “training” the nearest neighbor classi-
fier or for testing it). The red number on top shows the p value resulting
from applying a Kruskal–Wallis H test to the four groups

Table 3 Pseudocode for simulating rats from real robot trajectories
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Fig. 6 Robot classification results. Experiment 3. The image above
shows the classification results from the robot experiments for 3 dif-
ferent noise levels indicated by each column using the same level of
additive and localization noise. The heatmaps on the first row illustrate
the noisy PC activations for a sample SFS traversal. Vertical blue lines

indicate the three segments in the trajectory. The box plots on the bot-
tom illustrate the distributions of cosine similarities between instances
of the same and different classes (sequence types). The blue number
at the bottom indicates the accuracy obtained by the nearest neighbor
classifier for the respective noise level

additive noise had a more significant effect. When averaging
results, additive noise reduced the accuracy by 6.18% when
using 20%noise, 24.18%when using 30%noise, and 35.42%
when using 40% noise. Although reductions of 24.18% and
35.42% are very significant, we must note that this was
achieved at 30% and 40% combined noise, which is very
high for a computational system. Figure 7 illustrates sample
executions of a reservoir instance on the SFS and FSS robot
sequence trajectories. Panel E shows the cosine similarity
between the reservoir inputs (i.e., place cell vectors) of both
trajectories. There we see that the place cell representations
of the two sequences are indeed different during the initial
two segments but then converge in the third segment, which
is slow (S) for both. Interestingly, as observed in panel F,
which shows the cosine similarity for reservoir states, the
network maintains sufficient memory of the past to retain the
difference between both sequences.

We evaluated the discrimination performance systemati-
cally, varying the localization and additive noises between 0
and 0.4 by increments of 0.1, thus yielding 25 noise condi-
tions. The detailed results are presented in appendix Figs. 12
and 13.

The robotic experiments allow us to consider spatial (loca-
tion) and temporal (speed) noise that are intrinsic to physical
robots and caused by, e.g., mechanical variability and ground
friction. We evaluated how these aspects affected variability
of results, complimentary to the analyses in the purely sim-
ulated experiments.

4.5 Experiment 4—Mixed selectivity
in the PFC-reservoir and linear integrator

In experiment 4, we assess the reservoir’s neural repre-
sentations, with a particular interest in mixed selectivity,
a phenomenon where neurons concurrently encode multi-
ple task-relevant properties, such as space and time (Enel
et al 2016; Rigotti et al 2013). Our hypothesis is that,
in spatial cognition tasks, the PFC-reservoir will exhibit
a high-dimensional neural representation of position and
speed profile with mixed selectivity. Experiment 3 already
showed that the model could integrate spatial information
through time, generating distributed neural representations
that could discriminate between different speed profiles. In
this experiment, we test the remainder of the hypothesis that
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Fig. 7 Experiment 3. PFC-reservoir processing of robot navigation tra-
jectories using 0.2 noise for additive and localization noise. A Sample
place cell activation trajectory for sequence FSS. B Activity of 20
sample reservoir units in response to speed profile FSS. C Difference
between the place cell activation trajectory of a sample SFS sequence
and the sample FSS shown in panel A. D Same as C but taking the dif-
ference between reservoir activities. E Cosine similarity vs. time plots
comparing 120 pairs of input sequences (i.e., the vectors of PC activi-
ties). The blue plot compares sequences of the same type (FSS), while

the red plot compares FSS vs. SFS sequence pairs. Dark lines indicate
the mean, while shaded areas indicate the standard deviation. F Same
information as E but calculates the similarity between reservoir states
instead of input states. Note that the distributions of similarities between
reservoir states are still different by the end of the sequences, thus allow-
ing the discrimination between sequences. The light blue vertical lines
on each plot indicate the three segments of each sequence
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the representation will exhibit mixed selectivity for positions
and speed profiles.

While we believe that the PFC architecture is reservoir-
like (Cazin et al 2019;Dominey 2021; Enel et al 2016;Rigotti
et al 2013) based on its massive local connectivity (Ercsey-
Ravasz et al 2013; Goldman-Rakic 1987), it is important
to compare with alternative models. As stated above, linear
integrator models have been proposed to account for spatio-
temporal integration in the cortex (Chien&Honey 2020;Huk
& Shadlen 2005). The linear integrator model can be built by
using a leaky integrator for each of the 256 place cells, with
a leak rate that specifies the influence of past inputs on the
current state.

4.5.1 Methods

Since we will compare the PFC-reservoir to a 256-element
linear integrator, for this experiment, we used a reservoirwith
256 neurons for the mixed selectivity analysis. To test mixed
selectivity,we should sample the same neuronwhen the robot
is at the same location, at the same time, but in a different
speed sequence. Theoretically, these conditions should have
been met in the final segments of the robot experimental
data, but this was not the case due to stochasticity. Thus, we
decided to use new synthetic trajectories to havemore control
over the experiment.

To assess mixed selectivity, we defined new sequences
that ensured testing requirements. These stimuli consisted of
3 sequences of the form FS-FS-FS, SF-SF-FS, and M-M-
M. Sequence names indicate the speeds (letter S for slow,
F for fast, and M for mean) used to traverse each of the
three segments (separated by dashes). Note that all segments
of the first two sequences are split into halves. Under these
conditions, whether the initial segment is FS, SF, or M, we
could guarantee that each of these three speed-segments ends
at the same location at the same time.

To assess the number of mixed selectivity neurons of
a model, we want to identify the neurons whose activity
depends not only on the position but also on the speed pro-
file used to reach that position. Thus, we performed a 3 ×
3 ANOVA (linear model with Gaussian noise) for each cell,
comparing its activity with factors position and speed, each
with three levels corresponding to the three speed profiles
(sequence type) and the three positions where place cells
were sampled. Neurons were counted as showing mixed
selectivity only when the ANOVA speed x position inter-
action had a p value smaller than 0.01.

To generate sufficient data to assess mixed selectivity at
the end of the three segments in trajectories FS-FS-FS, SF-
SF-FS, and M-M-M, we replicated each trajectory 20 times,
adding ± 2 cm uniform noise to all coordinates in the path
except for the final point of each segment. As a result of
the data augmentation process, we generated a total of 60

sequences and 180 data points for each place cell (3 data
points per sequence). Additionally, we added noise to place
cells as in experiment 3, evaluating the same 25 noise con-
figurations.

Mixed selectivity was assessed for 3 different models: a
reservoir, a linear integrator with variable leak rates, and a
linear integrator with constant leak rates. Note that the first
two models depend on the random seed. Thus, we used 10
instances of eachmodel using different random seeds, testing
21 models, including 10 reservoirs, 10 variable integrators,
and 1 constant integrator, each with 256 neurons.

In order to observe the relation between mixed selectiv-
ity and sequence classification performance, experiment 4
also compares the 3 models in the sequence classification
task using the nearest neighbor heuristic on sequences FS-
FS-FS and SF-SF-FS as in experiment 3. Unlike the mixed
selectivity test, we replicated each trajectory 120 times for
classification as the task requires fewer computations.

4.5.2 Results

Figures 8 and 9 illustrate the results of the 256-element
reservoir and the 256-element linear integrator on the dis-
crimination task from experiment 4, respectively. As seen in
the cosine similarity measures for the two sequences FS-
FS-FS and SF-SF-FS, both the LI and the reservoir can
discriminate between these sequences. Table 4 shows the
number of neurons that had significant effects for each factor.
Results show a considerable number of neurons responded
to position, speed profile, and, importantly, to the position x
speed profile interaction.

Table 4 shows the results of the mixed selectivity analysis
for both models. As predicted, the reservoir demonstrated
a high proportion (221/256) of mixed selectivity neurons.
Interestingly, the LI models also displayed mixed selectiv-
ity. To understand these findings, we compared two forms

Table 4 Effects for position x speed profile ANOVA with localization
noise 0.1 and additive noise 0.1. Number of neurons/units from 256 that
display the effect at p < 0.01

ANOVA Effect p <
0.01

Reservoir V-Integrator C-Integrator

Main effect:
Position

254.5 249.6 250

Main effect
Speed profile

219.1 76.3 77

Mixed selectivity:
Interaction position
× Speed

221.6 63 69

Nonlinear mixed
selectivity: P×S
with shape change

81.2 5.4 5
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Fig. 8 Experiment 4 reservoir results using 20% localization and addi-
tive noise. A Sample place cell activation trajectory for sequence
FS-FS-FS. B Activity of 20 sample reservoir units in response to speed
profile FS-FS-FS.CDifference between the place cell activation trajec-
tory of a sample SF-SF-FS sequence and the sample FS-FS-FS shown in
panel A.D Same as C but taking the difference between reservoir activ-
ities. E Cosine similarity vs. time plots comparing 120 pairs of input
sequences (i.e., the vectors of PC activities). The blue plot compares

sequences of the same type (SF-SF-FS), while the red plot compares
SF-SF-FS vs. FS-FS-FS sequence pairs. Dark lines indicate the mean,
while shaded areas indicate the standard deviation. F Same information
as E but calculates the similarity between reservoir states instead of
input states. The light blue vertical lines on each plot indicate the three
segments of each sequence. Note that similarity is initially high because
reservoir pairs start in the same initial state
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Fig. 9 Experiment 4 integrator results using 20% localization and addi-
tive noise. A Sample place cell activation trajectory for sequence FSS.
B Activity of 20 sample integrator units in response to speed profile
FS-FS-FS. C Difference between the place cell activation trajectory of
a sample SF-SF-FS sequence and the sample FS-FS-FS shown in panel
A.DSame asC but taking the difference between integrator activities.E
Cosine similarity vs. time plots comparing 120 pairs of input sequences
(i.e., the vectors of PC activities). The blue plot compares sequences of

the same type (SF-SF-FS), while the red plot compares SF-SF-FS vs.
FS-FS-FS sequence pairs. Dark lines indicate the mean, while shaded
areas indicate the standard deviation. F Same information as E but cal-
culates the similarity between integrator states instead of input states.
The light blue vertical lines on each plot indicate the three segments of
each sequence. The linear integrator is initializedwith the first sequence
of place cells as per Eq. 3. Thus, the initial cosine similarity is the same
as the cosine between the inputs as observed in E and F
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Fig. 10 Shape Change A Nonlinear mixed selectivity. Example of a
reservoir neuron with nonlinear mixed selectivity. There is an ANOVA
interaction between factors “position” (early, middle, late) and “se-
quence” (FS-FS-FS, SF-SF-FS, M-M-M). Note that for the three
sequences, the relative activation values for the three positions change

and have different shapes in each sequence (123,213,213). This shape
change is the criteria for nonlinear mixed selectivity. B Simple mixed
selectivity. Here, for the three sequences, the relative activation val-
ues for the three positions are the same for the three sequences
(123,123,123)

of mixed selectivity. In Fig. 10A, we see a typical example
of reservoir mixed selectivity where the relative magnitude
of the responses to the position is modified as a function
of the speed profile, i.e., the shape—as characterized by the
relative magnitude of early vs. middle, middle vs. late, and
early vs. late—is not the same for the three sequences. This
shape change corresponds to the classic ANOVA interaction
where the relative values of components of one factor can
be reversed when considered in terms of the second factor.
Figure 10B illustrates a case where the ANOVA detected
mixed selectivity, where relative magnitudes were simply
shifted upwards or downwards coherently across the two sec-
tions (early, mid, and late).

We systematically evaluated shape change and applied it
to the PFC-reservoir and linear integrator. The method con-
sists in assigning the relative rank for the three positions for
each of the three sequences. If the three rank sequences are
identical, then there is no shape change—as illustrated in
Fig. 10B. If any of them are different, then there is a shape
change, as illustrated in Fig. 10A. With this definition of
mixed selectivity with shape change, we now observe this
mixed selectivity in 81.2/256 of the reservoir neurons and
5.4 and 5 neurons in the variable and constant linear integra-
tors, respectively (Table 4, last line).

It is particularly interesting to examine the effects of noise
on these properties.We systematically tested the threemodels
with localization noise and activation noise varying from 0 to
0.4 in 0.1 increments.A summary of these results is displayed

in Fig. 11, which illustrates performance and mixed selectiv-
ity results for the three models under three noise conditions.
There we see that the discrimination performance is high for
low noise and degrades gracefully with full noise. We also
observe that under noise conditions, the level of mixed selec-
tivity, shape change, and the ratio of shape change to general
mixed selectivity is favored in the reservoir with respect to
both integrator forms.

Figures 14, 15 and 16 in appendix illustrate the number of
cells in the three models under 25 different noise conditions
displayingmixed selectivity, nonlinear (shape change)mixed
selectivity, and the normalized number of nonlinear mixed
selectivity cells (ratio between shape changing and mixed
selectivity neurons). We observe in Fig. 14 that under a large
range of noise configurations, the reservoir has the highest
number of mixed selectivity units. This effect is emphasized
for the nonlinear mixed selectivity illustrated in Fig. 15 and
the normalized mixed selectivity in Fig. 16.

In the reservoir, the mix of inhibitory and excitatory
recurrent connections between units produces true mixed
selectivity as units interact with each other via these recur-
rent connections. In the Linear Integrator network, each unit
is independent, and this high-dimensional mixed selectivity
was less present. This generates the strong testable predic-
tion that the rat PFC should display a high proportion of
high-dimensional dynamic shape change mixed selectivity.
Further rodent experiments should be conducted to test this
hypothesis.
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Fig. 11 Experiment 4 result summary. The image summarizes the
results of the mixed selectivity experiment for the 3 models (x-axis)
and the 3 different noise levels indicated by the column using the same
level of additive and localization noise. The first row shows the cosine
similarity distributions of the classification task using sequences FS-FS-
FS and SF-SF-FS. The numbers in blue indicate the accuracies achieved

by the nearest neighbor classifiers for the respectivemodels. The second
and third rows show the number of mixed selectivity and shape chang-
ing cells, and the last row shows the percentage of shape changing cells
with respect to the number of mixed selectivity cells
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5 General discussion

The ability to control rat navigation speed in megaspace
enclosures offers a new class of experimental possibilities
(Harland et al 2021). One of the most interesting is the abil-
ity to induce the rat to follow the same spatial trajectory but
with different speed profiles, thus allowing for the investiga-
tion of how speed history, and thus time and its interaction
with space, is represented in the nervous system. This pro-
vides a robust framework for studying the neurodynamics
of the frontal cortex in tasks where space and time interact.
This is interesting because such experiments would directly
allow the testing of hypotheses about the possible reservoir
computing properties of cortical dynamics and the coding of
time and behavior in the cortex. Here we presented a set of
experimental results that begin to specify and validate these
hypotheses. We should note that, while the model presented
here is based exclusively on HIPP place cells and PFC, there
have been studies of speed modulated place cells (Góis &
Tort 2018; Iwase et al 2020; McClain et al 2019), among
other approaches not yet explored in this work.

In experiment 1, we demonstrated for the first time that
rats in a large open space could be trained to discriminate
between two velocity profiles on the same path. This exploits
a new behavioral paradigm in which rats are trained to follow
a small (rat-sized) robot, allowing the experimental con-
trol of both spatial and temporal (i.e., speed) features of
spatial trajectories. We know that place cell coding in this
robot-following condition is equivalent to that in the freely
navigating animal, so this paradigm allows the exploration
of spatial coding with a new level of control over the dis-
placement of the animal (Harland et al 2021). One limitation
of this experiment is that the rats could have used final speed
as a decision criterion. Future experiments should use tra-
jectories that rely on discrimination based on a past speed
difference, as in those used in experiments 2–4.

Given this confirmation that the animals can indeed use
their own speed profile to make a future decision, we
performed simulations in which we demonstrated how a
reservoir model of PFC could acquire speed profile infor-
mation by integrating data from the place cell population
vector. This process benefits from the experience from the
distant past and the fading memory embodied by the recur-
rent connections. We considered a case where the reservoir
experiences two speed profiles, moving with different speeds
along the same straight-line trajectory. The two resulting tra-
jectories had the same duration, started at the same speed,
and ended at the same speed. However, because of the fad-
ing memory of inputs resulting from the flow of information
through the recurrent connections, the internal states of the
reservoir after each of these two respective trajectories were
systematically different. The model (or animal) can exploit

this systematic coding difference between the two trajecto-
ries to learn that one should be associated with a left turn and
the other with a right turn.

This corresponds to a form of complex sequence learning,
in that the successor of a given element cannot be predicted
purely by that element but requires access to elements farther
in the past. We have previously demonstrated the ability of
such reservoir models to learn complex spatial sequences
where the time dimension was uniform (Dominey 1995;
Dominey et al 1995). We then explored how the model could
explain human behavior in sequence learning tasks in which
the same spatial sequence could be learned and tested with
different temporal structures (Dominey 1998a, b). Here for
the first time, we demonstrate this sensitivity in the context
of distributed place-cell coding of inputs, with sequences
that have identical spatial trajectories, with only the tempo-
ral component modified.

In experiment 3, we tested the PFC-reservoir in a real
robotic context, where the speed profiles were generated by
our own robots navigating in a large open space. This pro-
duced spatio-temporal trajectories of movement, illustrated
in Fig. 5, in which the distinction between speeds in the dif-
ferent segments was much more subtle. In Fig. 6, we can
visualize this effect in the display of the place cell vector
activation trajectories for sample runs of the speed profiles
FSS and SFS. The cosine similarity of the two place cell
vector trajectories in panel E clearly reveals the difference
between the FSS and SFS trajectories at their outsets and
then the similarity at the common end with slow (S) speed.
Interestingly, the cosine similarity of the two PFC-reservoir
state trajectories in panel F reveals that the reservoir picks
up on this difference and maintains a trace of it beyond the
end of the shared final segment. That is, the reservoir can
maintain the past context in its current activity at the time the
decision must be made. We should note that we measured
the ability of the reservoir to distinguish between different
sequences by using a measure of cosine similarity for reser-
voir states that resulted fromexposure to the same or different
sequences. This is similar to (Bianchi et al 2020), where the
reservoir states were used as input to a vectorial data classi-
fication algorithm. We could have equivalently trained a set
of readout neurons to produce the corresponding responses.

Based on this demonstration of the PFC-reservoir’s capa-
bility to maintain information that can allow future decisions
about past experience, in experiment 4, we set out to deter-
mine whether this encoding would be associated with the
signature mixed selectivity that is the underpinning of cer-
tain aspects of cortical cognitive function (Enel et al 2016;
Ramirez-Cardenas & Viswanathan 2016; Rigotti et al 2013).
In order to compare the reservoir with a spatio-temporal inte-
grationmodel that does not rely on between-neuron recurrent
connections, we used a linear integrator model. We analyzed
the neurons in the PFC-reservoir using the same methods we
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previously used in analyzing primate cingulate cortex activ-
ity, and reservoir activity, in a cognitive task that manipulated
an explore-exploit tradeoff (Enel et al 2016). We thus ana-
lyzed the neural activity of these neurons in the three spatial
segments of the navigation trajectories using the three speed
profiles in 2-way ANOVAs, with position and speed profile
as factors. A large portion of neurons displayed an effect for
position (99% under 0.1 noise). We interpret this as a con-
sequence of the coding of the input in terms of activations
of place cells that indeed code position. Over three-quarters
of the neurons (85% under 0.1 noise) displayed a signifi-
cant effect for speed profile. Importantly, over three-quarters
(86% under 0.1 noise) of the neurons also displayed the
position x speed profile interaction that we further used to
characterize mixed selectivity.

When we compared the PFC-reservoir model with a lin-
ear integrator, an alternative model that is well adapted to
integrate behavior over time, we observed that it was able
to perform the speed profile discrimination task and surpris-
ingly also displayed a moderate degree of position x speed
profile interaction. Further investigation revealed that the
interaction effect in the LI was due to shifts in the within-trial
responses that maintained the relative magnitude of position-
related responses, as illustrated in Fig. 10. In Fig. 10Bwe see
thatwhile the relative preference of the unit for the three posi-
tions in the 3 speed profiles is the same, the amplitudes are
sufficiently different to produce the statistical interaction. In
contrast, with the reservoir, the relative preference of a neu-
ron for a given position could be completely different for
each of the three sequences. In Fig. 10A we see that this
reservoir unit reverses its position preference depending on
the speed-profile. In the context of this dynamic response
shape changing, the reservoir displayed greater mixed selec-
tivity. The mixed selectivity effects were also significantly
impacted by the introduction of noise in the place cell repre-
sentations. Under these more realistic conditions (i.e., with
noise and variability in the neural activity), the reservoir dis-
played amarked increase in the presence of mixed selectivity
with respect to the linear integrators (see appendix). The
mixed selectivity that we observe in the reservoir model is
due to the presence of recurrent connections that allow the
functional mixing of input signals and the evolving internal
state.

We believe that the model features that are required to
pass this test are the existence of recurrent connections
between different reservoir neurons. This produces a mixing
of response properties that is dependent on prior inputs. This
is a natural property of recurrent networks such as reservoirs,
due to the recurrent connections. In contrast, linear integra-
tors with units that receive inputs from only a single input
vector unit will not display such interactions.

Here, we focused on tests that traversed a given path in the
same amount of time but using two different speed profiles,

maintaining an overall same duration. These constraintswere
necessary to ensure that effects were due only to the speed
profiles.Mixed selectivity for position and prior history could
likewise be examined. The linear integrator units will reflect
how recently their preferred location has been visited, while
reservoir units will reflect a higher dimensional signal that is
influenced by all locations that have been previously visited,
which should be reflected in a sequence x position mixed
selectivity with shape change.

Importantly, the reservoir does not adapt its internal
dynamics to the task, thus allowing the whole and complete
range of dynamic flexibility in the recurrent state represen-
tations. In future research, it will be of interest to determine
whether the modification of the recurrent connections in
related recurrent networks (Martinet et al 2011; Rougier et al
2005) will influence the mixed selectivity profile. Previous
studies demonstratingmixed selectivity in reservoirs use fac-
tors such as object identity and task type, as in Rigotti et al
(2013). In the current study, one of the factors is the temporal
structure. To the best of our knowledge, no previous study
has investigated mixed selectivity with temporal structure as
one of the factors.

This provides an exciting new framework for studying
space and time coding in the cortex in a novel megas-
pace navigation paradigm in which speed and direction of
movement can be effectively manipulated, and that offers a
substantial potential for further understanding the underlying
neurophysiology and influence of speed on spatial navigation
(Harland et al 2021).
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Appendix

Details on effects of noise (localization error, additive noise)
on sequence classification accuracy and cosine similarity, and
mixed selectivity.

See Figs. 12, 13, 14, 15, 16.
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Fig. 12 Experiment 3. Noisy place cell activity. The figure illustrates a
table of heat maps representing the activity of all place fields along the
same path for different noise combinations. The number on the top right

corner of each heatmap indicates the accuracy obtained by the reservoir
in the robot classification task for each noise level
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Fig. 13 Experiment 3. Noisy cosine similarities. The figure shows a
table of boxplots for different noise levels illustrating the cosine sim-
ilarities between reservoir states of the same and different sequence
types (FSS and SFS) at the decision point. Each boxplot is composed of

240 data samples. The number in blue shown at the bottom of each plot
indicates the classification accuracy obtained at each noise level. As
observed, the higher the noise, the closer the distance between groups,
and thus, the more complex the classifications task
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Fig. 14 Experiment 4. Number of mixed selectivity neurons. The figure
illustrates a table of boxplots indicating the number of mixed selectiv-
ity neurons for the 10 reservoir models, the 10 linear integrators with

variable leak rates, and the 1 linear integrator with constant leak rates.
Rows and columns show results for different noise levels
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Fig. 15 Experiment 4. Number of shape changing neurons. The figure
illustrates a table of boxplots indicating the number of shape chang-
ing neurons for the 10 reservoir models, the 10 linear integrators with

variable leak rates, and the 1 linear integrator with constant leak rates.
Rows and columns show results for different noise levels
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Fig. 16 Experiment 4. Normalized number of shape changing neurons.
The figure illustrates a table of boxplots indicating the ratio between
shape changing neurons and mixed selectivity neurons for the 10 reser-
voir models, the 10 linear integrators with variable leak rates, and the

1 linear integrator with constant leak rates. Rows and columns show
results for different noise levels
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