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Abstract

Deep learning technology has been widely used in the military field,
which have achieved great success. The traditional method for paint-
ing camouflage either using the background information or the artificial
pattern. None of the traditional methods can both consider the back-
ground information and camouflage rules. In this paper, A new automatic
camouflage generation framework is proposed. A method for generat-
ing camouflage pattern is designed. The imitation camouflage pattern
is synthesized from the features of both background and artificial pat-
tern. In our method, the texture feature of both background and
traditional pattern patches are extracted from the feature maps of
shallow neural network (SNN). Based on the feature maps, statistic
information of second order differential and mean subtracted contrast
normalized coefficients for texture and color is extracted. By iterating
to optimize the imitation camouflage to be generated, the statistical
information of the imitation camouflage can approximate the charac-
teristic statistical information of the background and pattern. The new
generated camouflage pattern can contain the color and texture infor-
mation of background; besides, it can maintain the traditional patch
camouflage criteria. Our approach makes camouflage painting more flex-
ible and allows the target to better infuse into the background. And
our method is designed for the preparation of painting camouflage.



Springer Nature 2021 B TEX template

2 Article Title

Keywords: Camouflage, Deep Learning, Feature, Painting

1 Introduction

Camouflage technology is a kind of technical measure taken to conceal one-
self and confuse the enemy. As an important part of military combat support,
camouflage technology has been paid close attention to and studied by schol-
ars [1]. The camouflage includes concealing true targets, setting false targets,
carrying out feints, spreading false information and blocking information [2].
Its main purpose is to conceal itself, deceive and confuse the enemy. Camou-
flage is a main way to deal with investigation and the important content of
combat support.

Camouflage is a very comprehensive interdisciplinary subject. It includes
subjects of optics, electricity, acoustics, physics, electricity, acoustics, ther-
mal science,chemistry, biology, botany, bionics, materials science and so on[3].
In view of the characteristics of high-tech reconnaissance, modern camou-
flage technology is mainly a variety of engineering measures to reduce the
difference of reflection or radiation energy between the target and the back-
ground in optical, thermal infrared, radio wave and other aspects [4]. According
to the working spectrum range of the high-tech reconnaissance equipment,
the camouflage can be divided into anti-optical detection camouflage, anti-
thermal infrared detection camouflage, anti-radar reconnaissance camouflage
and anti-acoustic detection camouflage [5]. At present, various stealth weapons
are mainly utilized to prevent radar reconnaissance, and to deal with visible
light reconnaissance [6]. In this paper, our work focuses on the research of
anti-optical detection camouflage.

Under modern conditions, due to the rapid development and wide appli-
cation of deep learning technology and precision-guided weapons, the capa-
bility of battlefield reconnaissance, surveillance, capture and attack has been
improved unprecedentedly [7], which poses an increasingly serious threat to
the battlefield survivability of ground targets (mobile targets and fixed targets
such as weapons and equipment, field fortifications and protective works) [8].
Meanwhile, the technology development for camouflage based on deep learn-
ing is a little backward than surveillance. In this paper, we proposed a new
method for generating camouflage pattern. At first, feature maps of the back-
ground are extracted from convolution layers. If the traditional patch or digital
camouflage style needs to be preserved, feature maps of the style also need
to be extracted.Besides, mean subtracted contrast normalized coefficients are
extracted from the textures of background and pattern model. Then based on
the statistic feature information, the similarity measure function is designed.
At last, we generate the camouflage pattern by optimizing the similarity mea-
sure function. The optimization aim is to find the best camouflage pattern to
minimize the similarity measure function.
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Fig. 1 The framework of imitation camouflage.

In section 2, the previous related works are introduced. Section 3 is the
method illustrating how to generate camouflage pattern based on CNN feature
maps. In order to verify the validity of our method, we make the experiment
in section 4, and experiment analysis is included in this section. Our works are
concluded in section 5, and some future researches are given in this section.

2 Related work

With the development of deep learning, there are more and more works about
using this technology to develop the camouflage techniques. John G. Fennell
[9] proposed to use deep neural network to learn the coloration of one picture,
and render the target with the coloration of the background in the picture.
This method does not consider the texture of background well, and is not good
at large area camouflage. Yufei Chen [10] exploited the image scaling proce-
dure to attack the YOLO-V3. Laszlo Talas [11] proposed to use Generative
Adversarial Networks to generated the new texture for camouflage, which does
not consider how to make the texture can be compatible with traditional cam-
ouflage pattern. In this study, we use the shallow neural network to learn the
information of both texture and coloration of the background.The structure of
deep Neural Network mainly contains input layer, convolution layer, pooling
layer, rule layer, and output layer. We can extract feature information from
these layers. Based on these information, new imitation camouflage pattern
can be generated.

3 Our method

3.1 The framework of imitation Camouflage synthesis

The framework of our method is shown in Fig 1. We first segment the objects
from the photos. The object is repainted using our synthesized imitation cam-
ouflage. The shallow neural network is used for extracting the features of
background and pattern model. The details for feature extraction method is
introduced in section 3.2. By mapping the synthesized imitation camouflage
to the object surface, we can finish the camouflage designing work.



Springer Nature 2021 B TEX template

4 Article Title

3.2 Feature extraction

On the battlefield, no matter in the front, depth or rear, all the un-camouflaged
or poorly camouflaged targets are easy to be found by the enemy’s optical,
radar and infrared detection. Once the target is found and identified, there is
a risk of being destroyed by the attack system. The task of camouflage is to
systematically implement concealment and deception. Concealment is to make
the object invisible or indistinguishable at a certain distance; it is divided
into covert target, reducing the salience of target and changing the shape of
target. The covert goal is to eliminate the various exposure signs of the target
so that it is not detected [12]. All kinds of targets should be concealed when
conditions are available. The aim of reducing the significance of targets is to
reduce the significance of target exposure symptoms in the background and
make it difficult to detect. Usually this is implemented when the context of
covert targets is available. Changing the shape of the target is to change the
original observation shape of the target, which makes the target difficult to
identify or be mistaken as losing military value, so that the target will not be
noticed by the enemy reconnaissance. Changing shape is usually done when
the target is difficult to conceal or is less salient than camouflage.

In order to generate the camouflage pattern similar to the background, we
should first lean the feature of background. The traditional feature extraction
methods, such as SIFT [13], cannot express the global feature very well. The
CNN feature maps can show the global feature in many channels. So we use
convolution neural network to extract the feature maps. The applied structure
of the convolution network is VGG-19 [14].

The second order differential is calculated from the feature maps. It can
reflect the correlation of different filtering results in the same position of the
texture, which is a reflection of characteristic relationship of different filters.
Based on the feature maps, the second order differential is calculated in the
following way:

Gii = Fu'Fy' (1)
k

Where [ is the index of neural-net layers; ¢ and j are indexes of feature
maps; G € RNV*Mi - Njis the numbers of feature maps in layer [ , M;is the
size of feature map, k is the index of pixels in feature map. The second order
differential is also a reflection of correlation of different pixels in the same
position of different feature maps with the same filter.

Gl =" Fy'Fy! (2)
k

¢ and j are the index of elements in feature map; k is the index of feature
maps. We find thathjl- = (Glfjl)T ,80 we let

Gl _ Gsl — (Gfl)T (3)
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Fig. 2 Four directions MSCN coefficients

We also utilize the mean subtracted contrast normalized (MSCN) coefhi-
cients to statistic the information of feature maps, not only the feature maps
themselves. The mean subtracted contrast normalized (MSCN) coefficient is
calculated in the following way:

i F(i7j)_/1'(i7j)

B, ) = o(i,j)+C )

Whereﬂ(i7j) = zk:;wk,le,l(iaj)aa(Lj) = \/Xk:wk(Fk(Zaj) - F(Z’]))z Cisa

constant which avoid the denominator to be zero.

Because image functions are generally piece-wise smooth aside from sparse
edge discontinuities [15]. So, the structure relations among the neighbour pix-
els are important for texture information. There is high correlation between
surrounding pixels. This structure relation is calculated by using the pairwise
products of neighboring mean subtracted contrast normalized coefficients along
four orientations. It is illustrated in Fig.2. The four directions are horizontal
(H), vertical (V), main-diagonal (D1) and secondary diagonal (D2).

The four direction MSCN coefficients pairwise products calculated in the
following way:

(i, 5) = FMN (i, j) FMSN (i, j + 1)
Fy(i,g) = FMSON (i, j)FMSEN (i 41, )
Fa(iyg) = FMSON (3, ) FMSON (G 11,5 4+ 1)

) = FMSON (i, Y FMECN (41,5 - 1)

5

N TN N TN
~

[0¢)
T — D T

3.3 Similarity function design

In this section, the second order differential and MSCN coefficients are calcu-
lated based on feature maps. There are statistic information for background
and camouflage pattern. Our aim is to generate new camouflage pattern based
on these pieces of feature information. So matching function which can reflect
the similarity between new camouflage and the background is designed. When
the texture of traditional camouflage pattern is important, a matching func-
tion which can reflect the similarity between new camouflage and the texture
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of traditional camouflage pattern is needed to be designed.g is set to be the
background image, and 7 is set be the target camouflage to be synthesized. So
the simulate function of the similarity between target camouflage pattern and
background is:

S S 2 2
Evi = st 2 (B = T5)" + (B — 1))
2y

; s\ 2 T 7.2

= s o (B =T+ (B) —(T)'))

v} (9)

2 T T2

= st L (Bl = Th)" + (B) —(T)"))
Y

2
= 4Nl21M2, Z (ng - Tilj)
i

BandTare the second order differential corresponding to the feature map b
and t. The total loss for the all layer loss function is:

L
fb(b,{) = Zwb’lEb’l (10)
=0

Where wy; are weights. The smaller the value of the similarity function the
more similar the target pattern is to the background. s is set to be the tradi-
tional camouflage pattern, and ¢ is set to be the target camouflage which is to
be generated. The simulate function of the four direction MSCN coefficients
between target and traditional camouflage pattern is :

Es,l =A (Fé(l"]) - Ftl(Za.])) + >‘U (Fé’u(l’]) - Ftlv(za]))
A (B, 9) = F"G,9)) + Aar (FiG,5) = FI™G,5) (11
+ A2 (Fédz(i,j) - Ftld2(i»j))

My AgiAgeand Ago are weights. The total loss for the all-layer loss function
is:

L
65(5‘25 = Zws,lEs,l (12)
=0

Where w;; are weights. The smaller the value of the loss function the more
similar the texture of target pattern is to the traditional camouflage pattern.
When the designed camouflage pattern need to contain the traditional blocks
pattern and the background information at the same time, the following loss
function is designed: .
Liotar = a&,(b, F) + 565(52 f} (13)
a and [ are weights. If @ > | the designed camouflage pattern will
be more similar to the background information. And if a < g ,the designed
camouflage pattern will retain more information of the traditional camouflage
pattern. When the newly generated camouflage does not need to retain the
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traditional camouflage pattern, 8 can be set to zero. The smaller the value of
Liotar the more similar the target pattern is to the background. That is we are
going to find the best ¢ to let

min{ Liotar } = min{oz&,(l;7 f) + 565(5',{)} (14)

3.4 Camouflage pattern synthesis

The camouflage synthesized by quantized in similarity function. That means
to find the best ¢ to let the similarity function smallest. This is a convex
optimization problem. Here, Large-scale bound-constrained optimization is a
limited-memory(L-BFGS) iterative method, which is used to get the target
camouflage. L-BFGS algorithm for solving large nonlinear optimization prob-
lems is developed from Quasi-Newton method [16]. The classic optimization
problem algorithms includes gradient descent method [17], Newton method
[18], conjugate gradient method [19], Quasi-Newton method [16] and so on.
All the methods mentioned before are through calculating Hessian matrix or
gradient descent to find the optimal result. The Quasi-Newton method can to
be represented in the following way:

f(!)?) = f(xiJrl) + (l‘ — $i+1)TVf(SL‘Z‘+1)
+5(z = 2ip1)THiga (& — 2i41) (15)
+O(I’ — IE,H_1)

Zi+1 is one real value, and H; 1 is the Hessian matrix in x;41. The following
formula can be obtained by differentiating Formula (15).

V(@)= Vf(@is1) + Hip1 (@ — 2i41) (16)
If we let = z; ,the following formula can be got from the formula (16):
Hi i (Vf(@in) = V(i) = (@1 — 27) (17)

Let B;41 = Hijrll , the B; can be calculated for the optimist result. Let ¢; =
Vfi(xiy1) — Vf(x;) and s; = z;41 — x; , the k latest values are saved. The

L-BFGS calculated in the following way:

T T
P=V_ P Vi1 +ri—18i-18;_

= (V) VE ) P (Vi - Vi )+ (18)
ri—M(‘/ijll T ‘/;jim+1)5i—m5iT—m(‘/i—m+l e Vic)+
eSS,

Where r; = siT_lti,l/tf_lti,l is the learning rate; Pi0 = r;1 is the Initial value,
I is the identity Matrix. Our designed loss function Ly is in the following
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way:
L
OL OF, b, 0E;
o a;wblaF&j " Bzwé laFMSCN (19)
[ MSCN
If Fl,; > 0,FMSCN <

5= O‘Zwsl(mzz\/ﬂ (BY" (B'=1%);;)

FJ\lSCN

BT (4 MELEY A RSN "
+AarF, ”{fijil F A F T ) HF TN (20)
(>\+>\ Ut”‘+1 +)\ §t1+1]
F t 'i?w-:—l : l—%?lN
+)\d1 Ot,i4+1,5+1 + )\d2 Ot,i+11,5—1 )]
If Fl; <0,F}SON <0
oL FaeN MSCN MSCN
or :ﬁ[Tw(A—i_Athlj—'rl + Ay th—i—l,] +
N FMSEN A FMEON ) + FMSON O (21)
w AL B e ) R
If Fl,; > 0,FCN >0
— =a(——((BY (B'-T"),. 22
o7 = g (B (B'=1h),) (22)
If Fl,; <0,FSON >0 )
L
—=0 23
5 (23)

Where Bijl is the second order differential value of background in position
(1,7) . Ejl is the second order differential value of camouflage pattern to be
generated in position (i, 7). Ft%SCle the MSCN coefficients in in position
(i,7) for the camouflage to be generated.

In equation (18), we set r; = 1/((8Lt0ml/8t_;+1 amel/(?f)TU) to be
the learning rate, where U; = Ltoml(t_;H) Ltaml( i)- The latest 20 8Lt0ml/6t

and Ltoml(t ) are saved. So in equation (18) has the following formula:

8Ltotal _ aLtota,l

Vi=I—-ri(— =
6ti+1 ot;

)Pl (24)

The L-BFGS iteration process continues until either the maximum number of
iteration steps or the value of P converges. The ¢ corresponding to the last
iteration is the final goal result. The vector ¢ is transformed into an image,
where ¢'is the final generated camouflage pattern image. The example of feature
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Fig. 3 Camouflage pattern synthesis flowchart

maps extraction is shown in Fig. 3. Where the start and stop keys are controlled
by the iteration setting.

3.5 Color matching

The last step for designing imitation camouflage is color mapping. In our
designed camouflage synthesising method, we can decide whether to apply the
background color of the environment or the traditional camouflage pattern
according to the battlefield requirements.

For example, if we want to map the color from pixel x¢ to z; , the following
equation can be used to express the linear relationship between them:

when we set z; be the pixel in the image to be generated, z( is the pixel in
background image or the traditional camouflage pattern. Because color is a
three dimensional vector, so A is a 3 * 3 mapping matrix. b is a three dimen-
sional vector. The next step is to calculate A and b . Image color mean and
covariance between two images are also satisfied the equation (25). So we have
the following two equations:

e = Apg + b (26)

AY AT =%, (27)

o and py are the color means. They are calculated in the following way:

p= Z%‘/N (28)
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Fig. 4 Examples of synthesized camouflage pattern

X= Z (i — p)(@; — )" /N (29)

x; is the pixel, and N is the image size. The Cholesky decomposition of
variance matrix [20] for equation (27) is in the following way:

AEtAT - 20

= ALtLtTAT = LOLZ
= ALt - LO

= A=L,L;*

(30)

L,LT and L,LT are the Cholesky decomposition of variance matrix. The result
(30) is took into equation (26), ¥, and X; then the result of b can be obtained.
According to A and b , the color from one image to another is mapped.

4 Experimental results and analysis

Table 1 SSIM for Figure 4

Texture | Figd.(a) | Fig4.(h)
Figd.(c) 0.4421 0.1376
Figd.(d) | 0.3235 | 0.1499
Figd.(e) | 0.2200 | 0.1695
Figd (f) | 0.1900 | 0.2063
Figd.(g) 0.1010 0.3847

In our experiments, the feature maps are extracted from the shallow con-
volution network.c and (3 are the key parameters. Here we first show the
influence to the synthesized result by changing of a and 8. In Fig.4, Fig.4(a)
and Fig.4(h) are two exemplars. Fig.4(b)-(g) are synthesized images with the
difference parameters. In Fig.4(b), a = 1.0 and g = 0.0. In Fig.4(c), « = 0.8
and 8 = 0.2. In Fig.4(d), a = 0.6 and 8 = 0.4. In Fig.4(e), « = 0.4 and
B = 0.6. In Fig.4A(f), « = 0.2 and 8 = 0.8. In Fig.4(g), & = 0.0 and 8 = 1.0.
Table 1 show the similarity of synthesized results between exemplars. From
the Fig.4 and table 1 we can find that the change of SSIM conforms to the
visual change effect of the composite image in Fig.4. But we should note that
even if only one sample is used to synthesize the image(Fig.4(b) and Fig.4(g)),
the SSIM value between the synthesized result and the exemplar is not very
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Fig. 5 Examples of synthesized camouflage pattern

high (smaller than 0.5). That mean the synthesized result is very similar to
the exemplar (SSIM value is not too small) but not same with it.

Table 2 SSIM for Figure 5

Texture Pattern(a) | Pattern(b) | Pattern(c)
SSIM-Pattern 0.4308 0.4976 0.5201
SSIM-Texture(a) 0.0648 0.0581 0.0531
SSIM-Pattern 0.5503 0.6335 0.6210
SSIM-Texture(b) 0.0736 0.0705 0.0711
SSIM-Pattern 0.3984 0.4815 0.5262
SSIM-Texture(c) 0.0626 0.0518 0.0650
SSIM-Pattern 0.4391 0.5837 0.6495
SSIM-Texture(d) 0.0493 0.0589 0.0616

To show the effectiveness of our algorithm, the digital camouflage pattern
(It is commonly used in military affairs) is selected as the traditional pattern.
Besides, we present a number of results in Fig.5, which are synthesized on the
basis of different background images as learning samples. In Fig.5, columns
of ”Pattern color” are the synthesized results save the color of the traditional
pattern. The columns of ”Texture color” are the synthesized results color is
mapped from the of the background image. In this group of experiments, we
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Fig. 6 Examples of synthesized camouflage pattern

set @« = 0.2 and B = 0.8. It is because we want to show you the imitation
camouflage can present the background texture effect to a certain extent on the
basis of presenting the traditional digital camouflage visual effect as a whole.
Table 2 shows the SSIM results for Fig.5. From this table, we can find that the
SSIM value between synthesized result and camouflage pattern is greater than
that between synthesized result and background texture. This is well conform
to our logic algorithm setting.

Fig.6 is another group of experiments. In this group of experiments, we set
a =0.9 and g = 0.1. Here we hope that the synthesized imitation camouflage
can save the most background textures. We let the traditional digital camou-
flage pattern appear on the synthesized imitation camouflage without highly
changing the background texture. Table 3 shows the SSIM results for Fig.6.
From this table, we can find that the SSIM value between synthesized result
and background texture is greater than that between synthesized result and
camouflage pattern. These scalar quantity values can be consistent with the
logic algorithm in this paper.

Table 3 SSIM for Figure 6

synthesized result | Figh.(a) | Figh.(b) | Fig5.(c) | Fig5.(d)
SSIM-Pattern 0.0547 0.0440 0.0568 0.0607
SSIM-Texure 0.4404 0.4463 0.4262 0.6380

5 Conclusions

In this paper, we propose a new method for generating imitation camouflage
pattern. Second order differential of feature maps and MSCN coefficients are
used for extract the features of background texture and camouflage pattern.
The color of background texture or camouflage pattern can be mapped to syn-
thesized camouflage. Besides, our method can flexibly control the similarity
between synthesized imitation camouflage and background texture by adjust-
ing the weight values. Our approach makes camouflage painting more flexible.
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The experiment shows that the quantity values in experiment can be consistent
with the logic algorithm.
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